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Abstract

Stratospheric Aerosol Injection (SAl) is a geoengineering method to mitigate the effects of increased
greenhouse gas concentrations in the Earth’s atmosphere, and to prevent further global warming. SAl
does not reverse climate change, it merely counteracts its symptoms by offsetting the radiative forcing
of greenhouse gases, and it should be accompanied by aggressive programmes of Carbon Dioxide
Removal to cool down the climate. Operational studies suggest that the injection of condensable vapor
from specialized high-altitude aircraft would be a reasonable option to form the desired aerosol parti-
cles. Yet, remarkably little is known about the growth evolution of aerosol inside a jet engine wake,
especially in light of SAlI where high initial concentrations of condensable vapor are injected into the
exhaust stream. The lack of resolution in the flow field obscures a lot of the intricacies of the aerosol
formation process, and raises serious doubts on the steerability of SAl, which is the capacity to spatially
and temporally control its effects both in nature and scale. Without reassurance that the steerability re-
quirement can be satisfied, the potential risks to the global ecosystem would be too high. In this respect,
the study investigates the mechanisms within the near-field of a jet engine wake that lead to the creation
of aerosols and subsequent growth, when accounting for local variations in temperature and relative
humidity. This is done through a decoupled plume dispersion model that includes a flow solver which
resolves the average velocity and turbulent intensity of the flow, a sectional chemistry module which
includes all the relevant microphysical processes that affect aerosol growth, and a diffusion-advection
model which calculates the displacement of aerosol, vapor, and chemiions in the flow field. In addition,
several modeling errors are identified in classical thermodynamic approaches to high-density aerosol
formation. Results demonstrate that the onset of particle formation in the plume is complex, and is
heavily dependent on the injection concentration of sulfuric acid vapor and the mixing rate of the plume.
Different aerosol particle sizes are formed depending on the location in the plume, leading to a non-
uniform distribution of the volume-mean radius across the plume’s cross-sectional area. There is also a
strong indication that core particles experience preferential growth, which implies that the final particle
distribution at the end of the plume’s lifetime might not be as uni-modal as self-limited theory predicts.
The study concludes with a list of recommendations to solve the challenges that remain in order to truly
understand the early growth evolution of sulfate aerosol in a jet engine wake.
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Introduction

“Nothing in life is to be feared, it is only to be understood.
Now is the time to understand more, so that we may fear less.”
- Marie Curie, Nobel prize in Physics and Chemistry

Stratospheric Aerosol Injection or SAl is a mitigation strategy to battle global warming and part of a
larger group of measures that tries to balance Earth’s energy budget, i.e. the equilibrium between
incoming solar energy and outgoing energy from Earth in the form of radiation. SAI belongs to a
group of Solar Radiation Management (SRM) techniques, which focuses on increasing Earth’s reflective
ability (albedo) by means of cloud creation and modification or the introduction of artificial reflective
surfaces. SRM, in turn, is one out of two major fields in Geoengineering or ‘Climate’ Engineering next
to Carbon Dioxide Removal (CDR) (Shepherd et al., 2009). It is important to stress that SRM does
not revert climate change, it merely counteracts its related symptoms by offsetting the radiative forcing
by greenhouse gases in an effort to limit the global temperature increase. CDR, on the other hand,
centers on the direct removal of carbon dioxide (CO,) from the atmosphere because it is the largest
contributor to global warming (in terms of its atmospheric lifetime) among other greenhouse gases such
as methane (CH,) and nitrous oxide (N,O). Hence, it tries to remove the root cause of climate change
(Shepherd et al., 2009).

The concept of SAl, first proposed by Budyko (1977), mimics that of natural sulfate aerosol injec-
tion into the atmosphere during volcanic eruptions. Through oxidization and in the presence of water,
aerosols are formed which scatter sunlight and lower the incoming amount of short-wave solar radi-
ation. It has been shown that increased concentrations of sulfate-based aerosols in the atmosphere
lead to cooler weather temperatures. Natural sinks in the troposphere eventually 'clean up’ the excess
of aerosol after a 1 or 2 years via ‘atmospheric removal’. Because the sulfur cycle is a natural and
well-understood process, sulfur-based aerosols are the prime candidate for SAI. Although better per-
forming engineered (solid) aerosols exist such as alumina-, diamond- and calcite-based particles, their
long-term effects (and associated risks) are still uncertain due to the lack of natural analogues (Pierce
et al.,, 2010, Weisenstein et al., 2015). Ever since its introduction, SAl has been subject to scrutiny
because of the inherent risks that it entails. When Nobel Prize winner in Chemistry, Paul J. Crutzen,
expressed his support for SAl as an ‘emergency’ measure in his essay on albedo enhancement, see
Crutzen (2006), he rekindled a heavy debate on the ethical implications of this research. Potential ad-
verse effects are ozone depletion, ocean acidification, precipitation reduction and lower stratospheric
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warming (Pierce et al., 2010, Rasch et al., 2008), all of which can lead to starvation and extinction of
flora and fauna. Apart from scientific and ethical considerations, there are numerous operational, finan-
cial, legal and societal obstacles that need to be overcome to see this method correctly implemented.
Yet, natural disasters are on the rise and the average global temperature increase since pre-industrial
times has already surpassed 1 °C while the rate of temperature increase has doubled over the last
decades (Lindsey & Dahlman, 2022). Scientists are increasingly worried that the limit of a 2 °C temper-
ature increase, imposed by the United Nations, will not be met (UNFCCC United Nations / Framework
Convention on Climate Change, 2015). In order to prevent surpassing the ’point of no return’, it is
becoming more and more plausible that some form of SAIl will be implemented in the future where the
expected benefits might outweigh the risks. Because of the high potential liability towards society, it is
important that any work on SAl and its effects happens in a transparent way and it should not waver
our responsibility to increase our efforts to reduce greenhouse gas emissions.

1.1. Problem Statement

In the past, research on SAIl has been confined to simulations and predominantly focused on the global
domain using model grid boxes that span at least 100 km and where it is assumed that the injected
aerosol is mixed instantaneously (instantaneous dispersion) (Golja et al., 2021). Examples are Weisen-
stein et al. (1997), Vattioni et al. (2019) and P. Irvine et al. (2019). They concluded that it would be
possible to stabilize Earth’s temperature by producing large amounts of Accumulation-Mode (0.1 - 1.0
um) sulfate particles (AM H,S0O,-H,0) which requires anywhere between 10 to 20 Mt of sulfur per year
depending on the required optical depth (Pierce et al., 2010; Rasch et al., 2008). Operational studies
then quickly concluded that specialized high-altitude aircraft, none of the like which are available today,
would the best solution to transfer such quantities to the lower stratosphere, as high as 20 km, and
distribute them by injecting H,SO, vapor into the jet engine plume. The need for such high altitudes
stems from the required minimum atmospheric lifetime of the aerosol (P. J. Irvine et al., 2016). The
requirements for a new type of aircraft and the cost of this operation were investigated by Janssens
et al. (2020) and de Vries et al. (2020).

As pointed out by Vattioni et al. (2019) and Floerchinger et al. (2020), remarkably little is known
about the growth evolution of aerosol inside a jet engine plume nor the mechanical methods to manu-
ally inject condensable vapor into the wake. Partly due to a lack of experimental investigation in light
of cost and safety considerations, but more importantly because the spatial and temporal scales ham-
per accurate simulations. The problem is often subdivided into a near-field plume dispersion model
(PDM) and a global general circulation model (GCM) or chemistry-transport model (CTM) (Vattioni et
al., 2019). The focus of this research relates to the former as there are still large uncertainties on the
microphysical processes that govern aerosol growth inside an expanding jet engine plume and they
are crucial to control the desired size and optical properties of the steady-state aerosol in the far-field.
There is a need for high-fidelity simulations of realistic SAl missions before attempting any large scale
experimental investigation. The injection of condensable vapor in a jet engine wake to produce aerosol
can be simulated with PDMs which are a subfield of atmospheric dispersion modeling (ADM). Simple
and validated PDMs exist such as the works from Petry et al. (1998) and Kraabgl et al. (2000), which
are both steady-state Gaussian plume models (GPMs), however they are limited to non-reactive, homo-
geneous flows with low-intensity turbulence and uniform diffusivity (Zannetti, 2013). The wake behind
a jet engine is a highly turbulent free shear flow characterized by strong velocity gradients where the
magnitude of diffusivity is strongly dependent on the radial distance from the jet core. In addition, the
emission of ions and non-volatile particulate matter (mostly soot) by a jet engine in combination with el-
evated exhaust gas concentrations can result in complex non-linear chemical reaction rates that affect
the growth evolution of the aerosol (Starik, 2007). Therefore, to simulate aerosol growth and dispersion
in a jet wake after injection of gaseous vapor, hybrid PDMs need to be developed which should contain
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the following three modules as a minimum: (1) a detailed flow solver that potentially includes the effects
of aircraft wake interactions (plume morphology) to capture the velocity field and turbulent diffusivity
inside the flow; (2) a microphysical model that simulates the different aerosol growth processes after in-
jection of condensable vapor in the wake and resolves the steady-state particle size distribution (PSD);
and (3) a diffusion-advection scheme which models the motion of the aerosol and vapor throughout
the plume and connects the other two modules. Yet, to the author’s knowledge, only two PDM-based
SAl studies (Pierce et al., 2010, Benduhn et al., 2016) exist that try to simulate stratospheric aerosol
injection through means of an aircraft. Both studies concluded that it is possible to achieve particle
sizes of approximately 0.1 ym, but lack detail in the flow field and plume morphology and omit some
key chemical processes that account for heterogeneous and ion-induced growth. This gap poses a
significant risk for the steerability of SAl, which is the capacity to spatially and temporally control its
effects both in nature and scale (Benduhn et al., 2016), and this provides the main motivation for this
research.

1.2. Research Objective

If a standard Gaussian plume model is used, the lack of spatial and temporal resolution in the flow field
impedes the ability to accurately capture the fluctuations in velocity, temperature and relative humidity
throughout the plume. This obscures a lot of the intricacies of the aerosol formation process in the
early stages of the wake. This research aims to investigate the processes related to aerosol growth
in a realistically simulated jet engine plume by solving the Reynolds-averaged Navier Stokes (RANS)
equations for the first milliseconds and as far as the end of the momentum-driven jet regime. This is
achieved with a decoupled PDM that includes a flow solver which resolves the average velocity and tur-
bulent intensity of the flow, a sectional chemistry module which includes all the relevant microphysical
processes that affect aerosol growth, and a diffusion-advection model which calculates the displace-
ment of aerosol, vapor, and chemiions in the flow field. The goal is to ensure steerability of SAl in
a way that accurate predictions can be made on the aerosol size distribution after injection of H,SO,
gas in the jet engine wake. Prior to this numerical investigation, a literature review was conducted
on the modeling approaches concerning the microphysical processes to identify any missing links that
should be included, and to establish a correct methodology in simulating an SAIl scenario where high
concentrations of condensable H,SO, vapor are injected into the highly turbulent wake of an aircraft
jet engine.

1.3. Report Outline

The report consists of seven chapters, proceeding with Chapter 2 that discusses the fundamental prin-
ciples behind aerosol mechanics within a jet engine’s wake, providing a basis for the study’s method-
ology in subsequent chapters. Chapter 3 details the scope of this research, followed by the research
questions, and verification and validation methods e. Moving on to Chapter 4, the developed plume
dispersion model is presented, explaining its assumptions and parameters. Chapter 5 presents and
discusses the results obtained from applying the plume dispersion model to different case scenarios.
The interpretation of results is then presented in Chapter 6, where the results are compared with the
literature and the limitations of the study are discussed. Finally, Chapter 7 summarizes the main find-
ings of the study and presents recommendations for further research to improve the accuracy of the
model and its application in SAl research.



Aerosol Mechanics
In a Jet Engine Wake

This chapter presents the literature review on aerosol mechanics in a jet engine wake, as part of a larger
investigation on SAI where condensable H,SO, is distributed in the lower stratosphere by injecting it
into the wake of an aircraft. Section 2.1 starts out by introducing the ‘discrete’ particle size distribution
to track an aerosol population over time and talks about the thermodynamic properties of an aqueous
H,SO, solution. This is followed by a discussion on particle-fluid interactions and the relevance of the
free molecular flow regime in Section 2.2. It introduces the concept of Brownian motion and the different
types of diffusion a particle might experience. Next, Section 2.3 talks about the various components
that can be found in the wake of jet engine and what effect they have on aerosol formation. This is useful
to understand the relevance of various microphysical processes, starting with the nucleation phase or
particle formation in Section 2.4. This section summarizes the known processes that lead to particle
creation and focuses on classical nucleation theory which is the standard modeling approach in a lot of
simulations. A second microphysical growth process, condensation (or evaporation when shrinking), is
discussed in Section 2.5. Thereafter, the third and last growth process called coagulation, is discussed
under Section 2.6. The review is concluded with Section 2.7 which talks about the relative impact of the
different aerosol growth processes as part of an aircraft plume environment which is highly dynamical.

2.1. Aerosol Particle Properties

To understand the analysis in the next chapters, it is important to adopt a consistent terminology to
describe aerosols and their distribution. In chemistry, an aerosol is defined as a colloidal suspension
of particles dispersed in a gas'. The particles can attain a solid state or appear in liquid form, in case
of the latter they are often referred to as droplets. Because a mixed state of both solid and liquid
compounds exists as well, this study chooses to describe them more generally as particulate matter
or particles. Besides the nature of the particles, aerosols are also categorized according to their size.
The term ‘colloidal’ in the definition above somewhat constrains the dimension of aerosols to particles
with a diameter of 1 nm to approximately 10 um. So they are slightly bigger than ordinary molecules,
yet smaller than an average blood cell or most living microbes in our body. This is an incredible size
range (i.e. four orders of magnitude) as a particle with a diameter of 10 um contains 10'? times more
volume than one with a diameter of 1 nm; that is proportional to about a trillion more molecules per

"https://www.oed.com/oed2/00003595 (Accessed on 17-06-2022)
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particle. It is the size of the particle that determines its ability to scatter light, retain heat, but also its
atmospheric lifetime. Therefore, the particle size distribution is key to tracking the growth evolution
of a polydisperse population (i.e. particles of varied sizes) in order to obtain the desired dimensions.
The classification of aerosols in terms of size is not trivial and Section 2.1.1 addresses some common
pitfalls regarding particle size distributions which often lead to confusion or incorrect interpretation of
statistical data. This holistic interpretation is followed by Section 2.1.2 that zooms in on the chemical
composition of a single aerosol particle and how the individual mole fractions of H,SO, and H,O vary
with relative humidity (RH) and temperature (T).

2.1.1. Size Distributions

This section’s introduction touched briefly upon the large range in volume (and mass) when dealing with
aerosol particles leading to difficulties in representing their size distributions truthfully. It is common to
subdivide the particle size range into discrete intervals or ‘bins’ as they are often called. Typically, the
resolution of the bin distribution is geometrically progressive which means the volume ratio between
adjacent bins is constant (Yu & Turco, 1998). For example, Golja et al. (2021) divide the size range
of sulfate aerosol into 40 logarithmically spaced bins with a volume ratio of 2, effectively doubling the
particle volume between adjacent bins. The particle diameters range from 0.39 nm to 3.2 um. Similarly,
Pierce et al. (2010) use 43 logarithmically spaced bins and a volume ratio of 2. Their size range
covers diameters of 0.6 nm up to 10 um. Usually, the smallest bin corresponds to particle sizes that
originate from homogeneous nucleation as discussed in Section 2.4. One should be careful drawing
any conclusions from a particle size distribution where the discrete resolution of particle bins is too crude.
If the volume ratio between adjacent bins is too large, artificial abundances of small and large particles
are created that broaden the size distribution and lower peak concentrations. When a particle reaches
the next highest or lowest bin, its mass is instantly distributed uniformly across that bin, and the next
time step no distinction is made between particles that just entered a certain size bin or particles that
resided there before. As a result, mass distributions can shift rapidly which is unrealistic (Jacobson &
Turco, 1995). This is a case of numerical diffusion and it yields unrealistic mass distribution in situations
where strong condensation rates occur. It happens to a lesser extent during the coagulation stage as
well. Turco and Yu (1998) further investigated this issue to conclude that volume ratios of 2 or less
are acceptable, while a ratio of 1.5 or less is preferable. It is possible to make use of a variable bin
size structure to accommodate for the rapidly shifting aerosol sizes and to reduce numerical diffusion.
Jacobson and Turco (1995) proposed a model where the volume of the bin changes in conjunction with
its particles, all the particles grow/shrink simultaneously within their respective bin. This gives better
flexibility but at a higher computational cost.

While the bin discretization simplifies the categorization process, it inherently has a number of draw-
backs. The first one being a loss of detail or structure inside a bin. Instead of a continuous function, one
obtains a histogram such as the distributions shown in Fig. 2.1. The comparison in this figure also high-
lights the importance of normalizing number concentrations by the size interval they belong to. As you
can see, this normalization step alters the statistical interpretation of the distribution significantly. While
Fig. 2.1a seems to indicate that almost all particles are bigger than 0.1 uym, Fig. 2.1b would suggest
that roughly 50% of the particles is smaller than 0.1 um (Seinfeld & Pandis, 2016). The attentive reader
might notice that a lot of the detail in Fig. 2.1b is lost due to the normalization step because most of the
particles are concentrated in the lower size range, resulting in a sharp peak. This is solved by imposing
a mathematical transformation which expresses the particle diameter d,, on a logarithmic scale; com-
monly as either In(d,, /1) or log(d,/1). The value in the denominator is a reference value (here taken to
be 1 ym), because formally you cannot take the logarithm of a dimensional quantity (Seinfeld & Pandis,
2016). This allows for a much wider range of values to be depicted in a single graph without loss of
statistical comprehension. However, caution is advised when comparing logarithmic distributions, as
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seemingly small differences to the eye can actually correspond to large numerical deviations.
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Figure 2.1: Histogram of aerosol particle number concentrations vs. the size range for the distribution (Seinfeld & Pandis, 2016)

Let us introduce a mathematical framework to express particle properties in. Suppose the discretization
of particle size is sufficiently smooth such that we can describe the number distribution of particles as
a continuous function n  (Ind,) where:

ny (Ind,)d (Ind,) = number of particles per cm? of air in the size range Ind,, to Ind,, d (Ind,))

Integrate this expression from -co to oo to obtain the total number concentration of particles N, ,, as
defined by (Seinfeld & Pandis, 2016) through Eq. (2.1). This value is equal to the area below the
distribution in the top half of Fig. 2.2. Other properties such as total particle surface area A, ; and total
particle volume V,, , (for a spherical droplet) then simply follow from Eq. (2.2) and (2.3).

N,, :/ ny (Ind,)dInd, (cm=3) (2.1)
Ay, = 77/ d?ny (Ind,)dInd, (um2cm=2) (2.2)
V., = g/ d3ny (Ind,)dInd, (um®cm=3) (2.3)

Often itis not useful to represent an entire dataset through a distribution function n y (In d,,) so statistical
approximations are used instead. It turns out that atmospheric aerosols tend to spread lognormally
in terms of size, which means the logarithm of the particle diameter follows a normal or Gaussian
distribution. This is very common in nature for complex processes which are affected by a lot of factors.
This is why the bell curve shapes appear in Fig. 2.2, although they might be shifted and/or have larger
spread around the mean size. The normal distribution of d, is given by Eq. (2.4).

~A (2
dN N, (nd, —Ind,,)

== e ———r P 2.4
v () dd, (2m)"2d,Ina, >® ( 2In’a, (24)

where cfpg, defined as Eq. (2.5), is the median particle diameter and o, is the geometric standard

deviation which is an indication of the spread of the data around the median diameter.

“ 1 0
dpgzM/O d,ny (d,)dd, (um?3) (2.5)

The mathematical expressions above increase our understanding of aerosol behavior in more than
one way and it is insightful to look at Fig. 2.2 which depicts a common size distribution of atmospheric
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particles. Notice that the horizontal scale is logarithmically distributed. This illustration reveals some im-
portant features of atmospheric aerosols, such as their different modes and typical bell-shaped curves.
Figure 2.2 reveals that the particle size distribution (PSD) (and surface/volume distribution) tends to
exhibit different modes which are a result of aerosol growth mechanics?.

In the atmosphere, ultrafine particles, or particles with a diameter below 0.1 ym, appear in much
greater numbers while particle concentrations closer to 1 um are practically negligible. However, the
particle volume distribution in the lower panel indicates that particles above 0.1 pm contain almost
all aerosol volume (Seinfeld & Pandis, 2016). The reason larger particles have smaller numbers is be-
cause they are formed out of the clustering of ultrafine particles and naturally the number has to go down
as particles combine to achieve growth. In addition, an atmospheric removal process called sedimen-
tation is much more dominant at this scale leading to a decline in the particle population (Weisenstein
etal., 1997). The fact that larger particles have shorter atmospheric lifetimes has important implications
on the effectiveness of SAI, as mentioned previously in Section 1.2.
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Figure 2.2: Typical number and volume distributions of atmospheric particles with the different modes (Seinfeld & Pandis, 2016)

Now, remember that the objective is to create sulfate aerosol particles of a certain size to maximize their
scattering ability and lifetime. This is achieved by injecting condensable vapor into the wake behind the
jet engine of an aircraft, and as a result the initial source of new particles that result from gas-to-particle
conversion all belong to the Nucleation mode (see also Section 2.4 on particle formation). Particles in
this category are typically between 1 and 10 nm. They grow rapidly into Aitken mode particles through
condensation of gas and water vapor onto the pre-existing condensation nuclei (CN). Their size range
is roughly 10 - 100 nm. At about 50 nm, coagulation starts to become dominant. Coagulation is a kinetic
process of collision and fusion between particles. This is the main contributor to growth and together

2https://www.dwd.de/EN/research/observing_atmosphere/composition_atmosphere/aerosol/cont_nav/particle_size_
distribution_node.html (Accessed on 17-06-2022)


https://www.dwd.de/EN/research/observing_atmosphere/composition_atmosphere/aerosol/cont_nav/particle_size_distribution_node.html
https://www.dwd.de/EN/research/observing_atmosphere/composition_atmosphere/aerosol/cont_nav/particle_size_distribution_node.html

2.1. Aerosol Particle Properties 8

with condensation results in particles with a size of 0.1 to about 1 um, called the Accumulation mode.
Lastly, there are solid particles with sizes >1 ym that result from mechanical processes, fittingly called
Coarse mode particles. This includes dust, salt, soot and many other categories (Seinfeld & Pandis,
2016). While small in number, they can act as CN and are highly competitive at scavenging Nucleation
mode particles early on in the growth process (Yu & Turco, 1998).

Thus, most Accumulation mode particles are obtained through growth of Nucleation and Aitken
mode particles. In the case of an isolated aircraft engine that emits particles in its wake, the PSD
inside a volume parcel would steadily shift from Nucleation mode particles to Accumulation mode sizes
over time. Yet, the atmosphere contains background aerosol as well and they will interact with the
wake. They scavenge freshly nucleated particles early on in the plume and use the same vapor source
to continue growing through condensation. Ideally, this is taken into account during the growth process
as part of the turbulent entrainment of ambient air in the engine plume.

2.1.2. Chemical Composition & Thermodynamics

Pure sulfate aerosol consists of H,SO, and H, O, and its weight composition has a significant impact on
its thermodynamic properties. Therefore it is essential to have a good estimate of the mole fraction of
its individual components. Aerosol thermodynamics is a complicated subject and a detailed analysis of
its mechanics is outside the scope of this research. This section focuses on the fundamental relations
that explain how certain parameters influence sulfate aerosol composition, and at times, chooses to
omit rigorous derivations to simplify the discussion.

To start, the equilibrium condition that governs the phase distribution of vapor and particulate matter
is closely related to the laws of thermodynamics. For a closed system, this is typically given as Eq. (2.6),
which combines the first and second law of thermodynamics. However, if the system is open to its
environment and the number of molecules inside the system is allowed to vary, a third term is added
to account for the change in internal energy due to a change in composition and Eq. (2.6) becomes
Eq. (2.7). This third term is called the chemical potential ¢ and it can be the cause of a chemical reaction
or mass transfer between two phases (Seinfeld & Pandis, 2016).

dU = TdS — PdV (2.6)

where U (J) is the internal energy of the system, T (K) is the temperature, S (JK~') is the entropy inside
the system, P (Pa) is the pressure and V (m?3) is the volume.

k
dU = TdS — PdV + ) ¢,dn, (2.7)
i=1
with ¢ (J mol’1) being the chemical potential, n, (mol) is the number of molecules of a species c and k
is the number of species inside a system.

Now, chemists often prefer a different formulation of this law through means of a thermodynamic
potential, the Gibbs free energy G. This variable is crucial in the formulation of classical nucleation
theory (CNT). A system that attempts to obtain chemical equilibrium under constant pressure and tem-
perature, will always try to minimize this potential. Its differential form is the Legendre transformation
of Eq. (2.7) and shown here as Eq. (2.8). Notice that the independent variables have now changed to
pressure and temperature, which are much more convenient to measure during an experiment.

dG = —SdT + VdP + Y ¢,dn, (2.8)

k
=1

Note that the chemical potential ¢ is the partial molar Gibbs free energy and G can be written as
Eq. (2.9).
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M=

G = D (2.9)

i=1
If you insert the derivative from Eq. (2.9) into Eq. (2.8) and rewrite, the final form is what is known as the
Gibbs-Duhem equation, or Eq. (2.10). This relation indicates that the chemical potentials of different
species inside a system change when the pressure or temperature of that system changes (Seinfeld &
Pandis, 2016).

k
—SdT + VAP = > n,d¢, (2.10)
=1

Under the assumption that pressure and temperature are constant (steady-state), it is possible to trans-
form Eq. (2.10) into an expression that is used to retrieve the weight composition of a binary mixture
(e.g. H,SO,4-H,0). This relation is defined here as Eq. (2.11) according to Poling et al. (2001).

0X4 T.p 0X, T.p

where x; is the mole fraction of a species i and ~, is the associated activity coefficient, which is a
measure for the deviation from the chemical potential of an ideal solution.

The parentheses denote an isobaric and isothermal process. In reality it is not possible to vary the
mole fraction x while keeping both P and T' constant. but usually the activity coefficient v has a weak
dependence on P and it is generally accepted to apply Eq. (2.11) to isothermal data. This equation
proves that the activity coefficients of the individual compounds inside a solution are dependent on
each other through a partial differential equation. Moreover, it is one of the few thermodynamically con-
sistent methods that allows scientists to extrapolate the partial vapor pressures of a fluid mixture from
limited experimental data. In the past, weight composition parameterizations for the case of H,SO,-
H,O aerosols were often limited due to a lack of experimental data. A regularly used parameterization
for the composition of sulfate aerosols in the stratosphere was the one from Steele and Hamill (1981)
based on a model from Gmitro and Vermeulen (1964). This was improved upon by Tabazadeh et al.
(1997), based on a model from Clegg and Brimblecombe (1995) that uses liquid-phase thermodynamic
data to determine the liquid water activity, and under the assumption that the aerosol is in equilibrium
with the water vapor. They are relatively accurate for the purpose of determining the weight composition
of microscopic particles, but not those of nanoscale (molecular) clusters that are formed during nucle-
ation; they require more advanced methods. Those models calculate the liquid activity coefficients of
both water and sulfuric acid based on the presence of hydrates and solve Eq. (2.11) iteratively to obtain
the mole fraction of H,SO, simultaneously with the cluster size (Vehkamaki et al., 2002, M&attanen et
al., 2017). This is discussed further in Section 2.4 on particle formation.

The reason for the activity coefficient stems from the fact that atmospheric aerosols are usually
non-ideal aqueous solutions. They do not obey Raoult’s law, which states that the partial pressure of
each component is equal to the vapor pressure of the pure species multiplied by its mole fraction in the
mixture3. Thus, the law needs to be scaled with an activity coefficient v as shown in Eq. (2.12).

Pi = PiViX; (2.12)

where p (Pa) is the partial pressure of the compound inside the solution and p° (Pa) is the equilibrium
vapor pressure of the pure species over a flat surface.

If the partial vapor pressure of a component in an aerosol exceeds its saturation vapor pressure,
it evaporates and the aerosol will continue to shrink until a new equilibrium is obtained. Typically, the

3https://www.sciencedirect.com/topics/chemistry/raoults-law (Accessed on 02-07-2022)
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partial pressures for H,SO,-H,O are much lower than predicted by Raoult’s law (y < 1) as illustrated
by Hamill et al. (1982) in Fig. 2.3. This occurs when the adhesive forces between H,SO, and H,O are
greater than the cohesive forces between H,SO, and H,SO, or H,O and H,O. This is the consequence
of the two strong hydrogen bonds that are created between H,SO, and H,O, which is not possible in
case of two water molecules due to geometric constrictions. As a result, both species won’t escape
from the solution as readily as Raoult’s law would predict. This is the reason why H,SO,-H,0 is hygro-
scopic which means it is able to absorb large amounts of water vapor, also in the case of low relative
humidity (RH). To summarize what is said above, activity coefficients are crucial to determine the partial
vapor pressures in a water-sulfuric acid solution, while the vapor pressure determines whether or not
a particle grows or evaporates. They are dependent on temperature, pressure and the mole fraction
of all substances in the system (Merikanto et al., 2016, Seinfeld and Pandis, 2016, Vehkamaki et al.,
2002).
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Figure 2.3: Schematic representation of the variation in the vapor pressures (in mm Hg) of water and sulfuric acid in an H,SO,-

H,O solution (solid lines). The dashed lines represent the idealized vapor pressures of a binary system obeying
Raoult’s law (Hamill et al., 1982)

Apart from the activity coefficients, there are other factors that influence the vapor pressure. In the
presence of a curved interface, as is the case for the surface of a droplet, one can show that the the
vapor pressure needs to be scaled with the radius of the particle through Eq. (2.13). This relation has
many names but the way it is formulated here, it is often denoted as the Ostwald-Freundlich equation
which is a derivation of the Kelvin equation (von Helmholtz, 1886).

20M
T = pe -
pl=p exp( uTPﬂ"p) (Pa) (2.13)

where pt (Pa) is the actual equilibrium partial pressure incl. the effect of curvature, o (Nm~") is the
surface tension, M (kg mol_1) is the molar mass, R, = 8.31446261 (JK™' mol_1) is the universal gas
constant, p; (kg m~3) is the liquid-phase density and r, (Um) is the particle’s radius

Notice that the vapor pressure over a curved surface always exceeds that of the one over a flat
surface (because all the terms under the exponential function are positive) which is commonly denoted
as the curvature effect, or otherwise called the Kelvin effect (Seinfeld & Pandis, 2016). This has some
big implications for the growth mechanics of aerosols because smaller particles will evaporate more
easily than larger ones and larger ones are more likely to grow during condensation. In case of aque-
ous H,S0,, the effect of curvature starts to play a role for particles with diameters below 0.1 ym, as
illustrated in Fig. 2.4. In case of increasing curvature, a higher mole fraction of H,SO, is required to
increase the particle’s hygroscopicity and maintain its equilibrium. The graph also shows that the equi-
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librium composition varies with RH because the water activity coefficient 4, in an aqueous solution
is approximately equal to RH. If RH decreases, less water vapor is present in the vicinity of the aerosol
and the mole fraction of H,SO, needs to go up to increase the hygroscopic effect and maintain equilib-
rium.
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Figure 2.4: Equilibrium concentration of H,SO, in an H,SO4-H, O solution as a function of RH and d,, (Seinfeld & Pandis, 2016)

2.2. Particle Behavior in a Fluid

To understand the different modeling approaches to particle growth, that are presented later in this
chapter, it is useful to introduce some fundamental relations that describe the behavior of particles
suspended in a fluid. The particle-fluid interactions in a flow depend on the size of the particle and
the fluid it moves through. The movement of ultrafine particles, for example, depends strongly on
individual interactions with the fluid’s molecules. The study of different particle flow regimes is the focus
of Section 2.2.1. Section 2.2.2 extends on that by introducing Brownian motion, a chaotic transport
mechanic related to the thermal motion of a fluid’s molecules. Finally, it is helpful to consider the
concept of diffusion and its variety of sources, because it has a big influence on aerosol growth and the
PSD. This is the topic of Section 2.2.3.

2.2.1. Particle Flow Regimes

The mathematical frameworks in Section 4.1 that describe fluid mechanics are derived for continuum
flow; the microscopic nature of the flow or interaction between individual particles is ignored. In most
aerodynamic cases, this assumption is generally valid and it is applied here to study the velocity field
and diffusivity of the wake behind an aircraft engine. However, the microphysical processes that govern
aerosol growth act on an entirely different scale. They deal with particles the size of a few molecules
and the kinetic interaction between an aerosol particle and the fluid has to be accounted for. The
similarity parameter that describes the nature of the fluid with respect to the suspended particle is the
Knudsen number Kn, which is the ratio of the molecular mean free path length over the particle radius
(Seinfeld & Pandis, 2016). Equation 2.14 reveals that the Knudsen number is actually the ratio of two
other similarity parameters, the Mach number Ma of the fluid and the particle Reynolds number Re,,.
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_Ma _war A (2.14)
Re, aur, r,

Kn

in which u (ms~") is the fluid velocity relative to the particle, « (ms~') is the speed of sound and X (um)
is the mean free path of the fluid, which is the average distance until a particle changes its direction or
energy as a result of a collision.

The Mach number is the ratio of the fluid velocity over the speed of sound and thus depends on the
temperature of the surrounding fluid. It is a measure for the compressibility of the flow and given by
Eqg. (2.15). The particle Reynolds number represents the ratio of steady inertia forces over the viscous
forces and is defined according to Eq. (2.16).

Ma =2 (2.15)
a

Re, — —2 _ v (2.16)

v oa\

where v ~ a) (m? s~ '), is the kinematic viscosity of the fluid (van Pelt et al., 2020). Refer to Eq. (2.24).
The Knudsen number is an important indication for the fluid regime that a particle experiences.

Depending on the value of Kn, three regimes can be identified. They are illustrated in Fig. 2.5.

(a) Kn <« 1 : Continuum regime
(b) Kn ~ 1 : Transition regime

(¢) Kn > 1 : Free-molecular or kinetic regime

(a) ®) ©

Figure 2.5: Schematic of the three regimes of suspending fluid—particle interactions; (a) continuum regime; (b) transition regime;
(c) free molecular (kinetic) regime. Adapted from Seinfeld and Pandis (2016).

Suppose an aerosol particle is several orders bigger than its mean free path in the surrounding gas
(Kn « 1), as is the case for (a) in Fig. 2.5. Then the aerosol’s interaction with its surroundings is
approximately constant. The aerosol perceives the surrounding gas as a continuum and it is possible
to use macroscopic state properties of the flow to estimate particle transport effects. If the aerosol is
substantially smaller than A, on the other hand (Kn >> 1), the aerosol is virtually indistinguishable from
a gas molecule and it becomes subject to the kinetic interactions between gas particles as shown in (c).
Macroscopic relations do not apply here because single particle interactions result in a large behavioral
change of the aerosol and this is one of the key shortcomings of classical nucleation theory as discussed
in Section 2.4.1. The transition regime is a grey zone where both macroscopic and molecular particle
transport properties are of importance and need to be accounted for.

The atmospheric mean free path increases with altitude due to variations in temperature and pres-
sure; the stratospheric mean free path is about 1 um, which is ten times larger than at sea level (Hamill,
Toon, et al., 1977). Higher density or larger molecule sizes of the ambient air lead to a decrease in A
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and thus Kn. Calculating the ambient mean free path inside an engine plume is not trivial due to the
large number of constituents and uncertainty on the average molecule and particle size. Because air is
by far the largest fraction inside a plume parcel, A can be approximated using Eq. (2.17) from Seinfeld
and Pandis (2016) for a ‘pure’ gas or air in this case.

2}

Aair =
P (8My/7R,T)

o (um) (2.17)

where 1 (N s m~2) is the dynamic viscosity.

For an engine outlet temperature of 600 K and a pressure of 5 kPa, this results in a mean free path of
3 um. Thus, A varies approximately between 1 - 3 ym from the engine exit until the plume has reached
background stratospheric conditions. This implies that particles with a diameter of d, = 0.2 — 0.6 um
or less will experience free molecular flow. Remember from Section 2.1 that particles, which originate
from nucleation, are within 1 - 10 nm. Modeling nucleation according to assumptions that relate to
continuum flow is therefore a fundamental error and leads to uncertainty in the nucleation rate. Please
consult Section 2.4.1 for more details.

Non-continuum effects also play a role in the motion of aerosols, and more specifically in the settling
velocity which determines their lifetime in the lower stratosphere. Although photolysis in the upper
stratosphere results in a reduction of particulate matter, aerosols in the lower part are predominantly
removed by sedimentation or gravitational settling (Weisenstein et al., 1997). The terminal settling
velocity u, of an aerosol particle can be derived using Stokes’ law describing particle drag and is given
by Eqg. (2.18), where the effect of buoyancy is neglected as only the particle density is considered
(P, > pruia)- However, because Stokes’ law is derived for continuum flow, a correction needs to be
applied to account for particles in the free molecular regime. In this case, the no-slip boundary condition
does not hold and Ebenezer Cunningham derived a slip correction factor f,, to reduce the amount of
drag that is predicted by Stokes’ law (Seinfeld & Pandis, 2016). The Cunningham correction factor is
formulated as Eq. (2.19).

1 4309 e

u, = (2.18)
18 o

with p,, (kg m~3) being the particle density, g (ms~2) is the gravitational acceleration and f,, is the
Cunningham correction factor.

fo—1+ 2 1257404 ( “dpﬂ (2.19)
= - 1. dexp | — i
ou d, 2)

Note that the derivation above is only valid for Re, < 0.1 where the particle travels at its terminal
velocity. For larger Reynolds numbers the drag force needs to be reformulated through means of a
drag coefficient (Seinfeld & Pandis, 2016).

The involvement of non-continuum physics is an important driver of the particle size requirement
in a potential SAl mission. For example, a particle with a diameter of 1 um in the lower stratosphere
has a terminal velocity of ~ 70 cmh~', while a smaller particle with d, = 0.01 pm only settles with
a speed of ~ 0.6 cmh~". Hence, the stratospheric lifetime of the smaller particle is a hundred times
longer. This has big implications for the injection rate of H,SO, and the required global sulfur burden.
Although smaller particles generally settle very slowly under gravitation, they are subjective to Brownian
diffusion which is the subject of the next section.

2.2.2. Brownian Motion

The previous section stressed the importance of the molecular mean free path and its role in how
aerosol particles behave when suspended inside a fluid. There it was shown that aerosols smaller
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than 1 ym start to experience free-molecular flow and cannot be modeled solely through continuum
mechanics. The study of submicroscopic particle interactions and their influence on the thermodynamic
state of gases is called the kinetic theory of gases. Thanks to some major breakthroughs in the early
20th century, scientists were able to prove e.g. the existence of atoms and even make them quantifiable
using this newly founded mathematical framework. It eventually resulted in the first statistical analysis
of Brownian motion and its relation to transport properties such as viscosity and mass diffusivity.

Brownian motion is the pseudorandom behavior of submicroscopic particles suspended in a fluid
due to individual collisions with the fluid’s molecules. It is named after botanist Robert Brown who
witnessed the erratic movement of dust particles in water under a microscope. Macroscopic particles
do not show this behavior because they are too large to drastically change the direction or intensity
of their movement based on a single collision. Because Brownian motion is random, by definition, the
mean displacement of a large number of identical submicroscopic particles is equal to zero. However,
it is possible to quantify the intensity by which the movement occurs by computing the mean square
displacement. First derived by Sutherland (1905), and later by Einstein (1905) in an alternate way, the
mean square displacement due to Brownian motion in a given direction is given by Eq. (2.20). Note
that Brownian motion is assumed to be isotropic.

_ 2kT fq, ;

= S (m?) (2.20)

(@%) = (v*) = (*)
where k (JK~) is the Boltzmann constant and ¢ (s) is time. Remarkably, a very similar expression is
obtained when Brownian motion is related to macroscopic diffusion through Fick’s second law, which
is a partial differential equation formulated as Eq. (2.21) in one dimension (remark its similarity with the
heat equation which models heat conduction in case of a temperature gradient) (Fick, 1855). The full
derivation is given in Seinfeld and Pandis (2016) but the final expression is Eq. (2.22). The diffusion
coefficient Dy is then given by Eq. (2.23), otherwise known as Brownian diffusivity. This relation is
famously known as the Stokes-Einstein(-Sutherland) equation, with the inclusion of the Cunningham
correction factor f,.

ON 0?’N
where N (cm~3) is the particle number concentration.
22y =2Dgzt  (um? 2.22
( B
e
37pd, (2.23)
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where B (s kg_1) is called the particle mobility.

2.2.3. Diffusion

At this point, it is informative to discuss the concept of mass, or momentum, diffusion and its various
types. Mass diffusion is a transport process that results in the equalization of substance concentra-
tions in a system*. Generally, three types of diffusion are identified: molecular diffusion, Brownian
diffusion and turbulent diffusion. Other diffusion processes related to temperature, pressure and elec-
trical charge are alternate forms of the mechanics that govern molecular diffusion and will not be treated
here. Different diffusion processes are commonly attributed for by their specific diffusion coefficient or
the process’s contribution to the rate of diffusion. Brownian motion and its diffusion coefficient D

“https://www.thermopedia.com/content/695/ (Accessed on 25-09-2022)
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have been discussed elaborately in Section 2.2.2. It is the random motion of ultrafine particles in a
fluid resulting from individual collisions with the fluid’s molecules. It leads to unidirectional dispersion
of ultrafine particles under all conditions.

Molecular diffusion, on the other hand, has a direction. It describes the movement of a substance
from a region of high concentration towards one with a lower concentration. It is driven by the gradient
in chemical potential ¢ or Gibbs free energy, where the direction has the opposite the sign of the gradi-
ent. Molecular diffusion is closely related to viscosity, which is a measure of the fluid’s intermolecular
resistance against motion. In fact, the molecular diffusion coefficient D,,, which is the rate of momen-
tum diffusivity, is approximately equal to the kinematic viscosity. In one dimension, viscosity is directly
proportional to the molecular mean free path of a fluid through Eq. (2.24), which can be derived using
kinetic theory of gases (Trachenko and Brazhkin, 2020, Smits, 1999) Although the equality involving
the speed of sound is not entirely correct, it is a regularly used assumption in gas dynamics.

% —v=D, ~ %Am X (pm2sT) (2.24)
where ¢ (ms~') is the mean magnitude of the velocity of a particle and in this case the average molecular
speed given by Eq. (2.25). This expression is used in Section 2.5 to estimate the diffusion coefficient
D,, in the gas-like regime of molecular dynamics, given by Eq. (2.60).

8 iT
m™m

c= (ms™") (2.25)
with m (kg) being the the mass of one molecule of gas.

Finally, a third form of diffusion, and arguably the most efficient, happens through turbulence. Turbu-
lence is the overarching term for pressure and velocity fluctuations in a flow, and it has four characteristic
traits: it is irregular (unpredictable), diffusive (transport of mass, momentum, heat), rotational (contains
fluctuating vorticity) and dissipative (removal of kinetic energy) (Roberts & Webster, 2002). The field of
turbulence is complex, and remains one of the least understood phenomena in modern physics. This
section focuses purely on its ability to transport particles through diffusion and deliberately ignores large
parts of theory to maintain the overview. Now, the velocity fluctuations in a turbulent flow are the result
of vortical motion or ‘eddies’, which are spatial structures in the flow. Researchers have tried to model
the transport or diffusion of mass due to turbulent velocity fluctuations using Reynolds analogy, which
is the observation that the transport of heat or mass in a turbulent flow depends on the same eddies. To
this end, scientists have come up with a set of empirically-determined dimensionless parameters that
quantify the relative magnitudes of mass, momentum and heat transfer. The main parameter of interest
is the turbulent Schmidt number Sc, given by Eq. (2.26), which is the ratio of momentum diffusivity and
mass diffusivity. It is the product of two other dimensionless numbers: the turbulent Prandtl number
Pr, (the ratio of momentum diffusivity and thermal diffusivity) and the Lewis number Le, (the ratio of
thermal diffusivity to mass diffusivity). It can also be shown that the turbulent Schmidt number equals
the squared fraction of the Kolmogorov and Batchelor length scales 7, and nz. The former is related
to turbulent energy dissipation among the smallest eddies, while the latter is an estimate for the scale
at which molecular diffusion acts (Forstall Jr. and Shapiro, 1950, Roberts and Webster, 2002).

2
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Sc _Pr.le W _ U (K) (2.26)
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where v, (cm?s™') is the ‘eddy viscosity’, w (cm?s~") the thermal diffusivity, and D, (cm?s~") the

turbulent mass diffusion coefficient. Note that the turbulent diffusion coefficient is dependent on the

time scale of the motion because the Schmidt number is determined by the nature of the turbulence
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and thus depends on the flow dynamics (Forstall Jr. & Shapiro, 1950).

The turbulent diffusion of momentum is modeled through a quantity called the eddy viscosity, in
analogy to kinematic viscosity (or intermolecular shear). However, it has no physical relevance, and
only approximates reality well in certain cases. The eddy viscosity v, is an important field property
which can be computed through calibrated turbulence model parameters based on the assumption of
isotropic turbulence (Franke et al., 2004), and is given by Eq. (2.27).

K

€

v, =Cp (cm?s~1) (2.27)
with C,, a calibration constant, k, (m? s=2), the turbulent kinetic energy, and ¢, (m? s~3), the dissipation
rate of the turbulent kinetic energy.

With the use of Eq. (2.26) and Eq. (2.27), an approach is obtained to model mass diffusion through
turbulence, but it remains doubtful whether this approach is accurate because it has no grounded
physical basis and the correct value of S, remains heavily bound to the local flow conditions (Tominaga
& Stathopoulos, 2007). Forstall Jr. and Shapiro (1950) investigated the transfer of momentum and
mass in in coaxial gas jets experimentally and concluded that Lewis numbers are close to unity, while
the Prandtl number is approximately equal to 0.7 resulting in a Schmidt number of 0.7 (Karcher, 1995).
The influence of a variation in S, will be further investigated as part of this research.

2.3. Engine Wake Composition

In order to understand the relative importance of specific microphysical processes inside an aircraft
engine plume, it is important to have a good overview of the wake’s constituents and the chemical
interactions that occur shortly after combustion. The need for specialized aircraft and propulsion design
was discussed by Janssens et al. (2020), but this section will describe engine emissions in general due
to the high uncertainty on engine type. What might be surprising is that only 8.5% of the total mass
flow exiting a modern turbofan engine with high bypass ratio can be attributed to combustion products,
while the remaining 91.5% is ambient air passing through the engine (Daley, 2016). The composition of
that small fraction of combustion products is the focus of Section 2.3.1, followed by an in-depth look at
chemiions and their effects in Section 2.3.2 as they might play a big role in the development of H,SO,-
H,O aerosols.

2.3.1. Combustion Products

Combustion is a complex chemical reaction that involves oxygen and produces heat as well as light.
The intricacies of this process lie outside the scope of this project, this study chooses to focus merely
on the products resulting from this reaction next to its reactants. Figure 2.6 depicts the chemical com-
pounds that partake in combustion. The fuel, kerosene, is a hydrocarbon mixture that is supplemented
with several additives. In an ideal situation, besides the unaltered components of ambient air (nitrogen
(N,) and oxygen (O,)), the combustion products mainly consist of carbon dioxide (CO,) and water vapor
(H,0) and their proportions depends on the specific carbon-to-hydrogen ratio of the kerosene (C, H,,,).
It is safe to assume that there is about 2.5 times more CO, than H,O in the engine wake. Because the
fuel is supplemented with sulfur (S) to increase its lubricity, small fractions of sulfate dioxide (SO,) are
created as well. However, incomplete combustion results in several residual products such as nitrogen
oxides (NO,), hydrocarbons (HC), carbon monoxide (CO), sulfur oxides (SO, ), and soot (Daley, 2016).
Especially those last two components are of interest to SAIl as they both participate in the formation
of sulfate aerosols in the engine wake and might influence the injection strategy. Particulate matter in
the wake is either volatile (vPM) or non-volatile (nvPM) and the difference lies in the composition of
its core. “Upon evaporation at modest temperatures, volatile particles do not leave a residual core of
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sufficient size to be detected as a condensation nucleus. Non-volatile particles on the other hand leave
a detectable refractory core” (Yu & Turco, 1998). While soot belongs to the latter, sulfur oxides in the
wake combine with water vapor to form aqueous H,SO, solutions which are a type of vPM.

Fuel
ﬂ C.Hp +S Ideal combustion:
CO, + H,0 + N, + 0, + SO,
Air
m—
2+ 0

Actual combustion:
CO, + H,O + N, + O, + NO,
+ SO, + HCs + CO + Cg

Figure 2.6: Aircraft engine emissions under ideal and realistic conditions (Daley, 2016)

Itis common practice to categorize emissions in terms of an emission index (El) which is the amount of
mass (grams) emitted per mass (kilogram) of fuel burned®. Table 2.1 lists emission data for non-LTO
(landing and takeoff) stages (assumed to be cruise), retrieved from a combination of sources. The data
are global averages of various aircraft and engine types flying at altitudes between 10 to 15 km. The
data from Daley (2016) is largely obtained in light of NASA’s ‘Atmospheric Effects of Aviation Program’
(AEAP) at the end of the 20th century (Friedl et al., 1997) and summarized by the Intergovernmental
Panel on Climate Change (IPCC) in their report on ‘Aviation and the Global Atmosphere’. Although
most species besides CO, and H,O only appear in small quantities, they still have a disproportional
effect on the atmosphere over longer time spans (Fritz et al., 2020). Note that Els are strongly sen-
sitive to engine type, thrust settings and flight altitude. As as result, this data is expected to vary for
altitude corresponding to the lower stratosphere (> 20 km). Because this study is mainly interested
in the concentration of H,O, which remains constant with altitude, and the total content of nvPM for
hetereogeneous nucleation, which is almost negligible with the advances in turbofan machinery, the
error related to the altitude difference is considered acceptable knowing that the uncertainty on engine
characteristics outweighs the variation in emissions with altitude.

Table 2.1: Typical aircraft emission indices under cruise conditions. Data retrieved from “(Quadros et al., 2022), *(Daley, 2016)

Species | Emission Index El (g/kg-fuel)
Quadros® IPCC?

CO, 3155 3160

H,O 1237 1230

NO, 15.0-15.5 11.1-154

(6]0) 22-26 1-35

HC 0.1-0.2 0.2-1.3

SO, 05-1.0 1.0

nvPM 0.03-0.04 <0.1

As mentioned earlier, almost all of the sulfur in the fuel oxidates to form SO,, but a minor fraction fy¢
is more highly oxidized to the S(VI) radical, which are SO; and H,SO, molecules. While the fraction

Shttps://www.easa.europa.eu/downloads/45576/en (Accessed on 21-06-2022)
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of H,SO, has been a point of uncertainty in the past, it is now commonly accepted that f;; ¢ lies below
1 — 2% and it decreases as the fuel sulfur content increases (Penner et al., 1999; Rasch et al., 2008).
The SO, molecule eventually also undergoes oxidization to form sulfur trioxide (SO;), and subsequently
sulfuric acid (H,SO,) following the reaction sequence under (2.28) (Weisenstein et al., 1997).

HSO, + 0, —+ SO, + HO, (2.28)
SO, + H,0 + H,0 — H,S0, + H,0

where M is a non-reacting molecule that absorbs a portion of the reaction energy. Note that the conver-
sion from SO, to SO; is time-limited and takes up to a few weeks, while the transformation of SO into
H,SO,, in the presence of water vapor, is almost quadratic and happens instantly. Thus, it is assumed
that all SO; in the wake at the time of emission is equivalent to H,SO, (Sander et al., 2006; Weisenstein
et al., 1997).

In favor of the discussion on microphysical processes in subsequent chapters, it is helpful to express
the Els from Table 2.1 in terms of volume mixing ratios or concentrations. Both are used in atmospheric
sciences. The volume mixing ratio y is the number of moles of the gas divided by the number of moles
of air, while the concentration is the number of molecules per volume of air®. The volume mixing ratios
at the engine exit plane based on mass conservation laws according to Schumann et al. (1996) are
shown in Eq. (2.29) - (2.31).

Ely,o - FF - My,

J\/[HZO * Pair Ac,exit " Uge

fFSM . (1 _ fHS) -FF - Mair
- 2.
XS0,,exit Ms - pair - A exit * Uac -

(2.29)

XH,0,exit =

Jesm * Jus - FF - My
Mg - pgir - Ac,exit * Uge

XH,S80,,exit = (2.31)
where FF (kgs™) is the fuel flow rate, El, (g kg_1) is the emission index for for a species i, M, (g mol_1)
the molar mass of species i, p,, (gm~3) is the air density in the plume, frqy (9 kg’1) is the fuel sulfur
mass content, A, o (m?) is the initial cross-sectional area of the plume, and u,, (ms~') is the true air
speed of the aircraft. To get the species’ number concentration N;, apply a conversion using the ideal
gas law and ratio of molecular weights as shown in Eq. (2.32).

N, = Mxi (molecules,/um?3) (2.32)

RuTair

with Ny (mol’1), being the Avogadro constant; R, (J K™’ mol’1), the universal gas constant; P, (Pa)
and T, (K) are the pressure and temperature of air inside the plume; y; is the volume mixing ratio of
a species i.

It is now possible to create an estimate of the amount of particles present at the engine exit using
operational data from the preliminary case study of Janssens et al. (2020). Assume that the propulsion
requirements result in fuel flow rate FF of 0.4056 kgs "' if the aircraft is to fly 210 ms~', but the value
used for u,, is the engine exit speed of 450 ms~". The fuel sulfur content frg), is about 0.06% by
weight, or 0.6 g kgf1 in accordance with Quadros et al. (2022). Next, the engine exit area A, is equal
to 3.0 m2. As a crude approximation, the pressure inside the plume is equal to the ambient conditions
in the lower stratosphere at 21 km, so about 5.0 kPa. The temperature of the core exit flow is about
600 K, and correspondingly the air density is equal to 0.029 kgm~3. Then, with the use of Eq. (2.29) -

Bhttps://www.e-education.psu.edu/meteo300/node/534 (Accessed on 22-06-2022)
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(2.31) and Eq. (2.32), the concentration levels listed in Table 2.2 are obtained.

Table 2.2: Estimated emission concentrations at engine exit for stratospheric conditions

Species Concentration (molecules/cm?®)
H,O 1.2 x 106

SO, 3.4 x 10'?

H,SO, 3.4 x 101°

nvPM ~ 107 soot particles*

*Estimation based on 105 particles of soot/kg fuel (Quadros et al., 2022; Starik, 2007).

The results from Table 2.2 match with the predictions from Zhao and Turco (1995), who estimate a
water vapor concentration of 3.5 x 10'® molecules/cm3. They predict that the relative ratio of H,O to
H,SO, is about 10® to 107 which is similar to what is shown here. The small differences that arise
might be attributed to a different choice of engine parameters. However, in case of SAl missions, the
amount of H,SO, might increase to the order of 10"® - 10'® molecules/cm3, as estimated by Benduhn
et al. (2016). This would bring the amount of water to sulfuric acid in balance and this might have
significant consequences on the underlying modeling assumptions in binary nucleation theory, which
is discussed in Section 2.4.1. Note that the background water vapor concentration can be as large as
10"® molecules/cm?® according to Zhao and Turco (1995).

As indicated before, the concentration of nvPM is a point of concern as well due to their ability
to interact with and scavenge the volatile plume particles, as well as act as CN (Turco & Yu, 1999).
Among nvPM are metals and organics (unburned hydrocarbons), but it is assumed that the bulk of the
nvPM emitted by an aircraft engine can be classified as soot and contemporary estimates of the initial
concentration are about 107 particles/cm? (Starik, 2007). This is based on the initial concentration in
the combustion chamber, but the exact amount that exits the engine is highly uncertain and might be
considerably lower depending on the engine, the power setting and flight level. This is why the role
of soot in the aerosol growth process remains difficult to assess. Turco and Yu (1999) argue that soot
is not able to compete effectively with volatile plume particles because their number concentration is
not big enough. Rasch et al. (2008) claim that the amount of soot is less than 1% of the total number
of emitted particles, which means that 99% is volatile. This might sound unreasonable, if not for the
observation from Hofmann and Rosen (1978), where they measured a volatile fraction of 80%, but
the real fraction is probably significantly higher because the instrumentation at the time was unable
to measure ultra-fine, highly concentrated volatile aerosols, as pointed out by Turco and Yu (1997).
Besides their number, the average soot particle size also plays a role. Based on field collections, the
size distribution of soot at the engine exit can be represented as log-normal function with a mean
particle diameter Epg = 20 nm and a standard deviation o, = 1.4, with an upper limit of 80 nm (Yu
& Turco, 1998). Thus, freshly emitted soot particles are usually small and highly hydrophobic. The
smaller they are, the less likely they are to act as CN (Zhao & Turco, 1995). A soot particle is initially
‘activated’, meaning accessible for aerosol accumulation, either through heterogeneous nucleation or
coagulation with an acid droplet. Once the solid is coated by a layer of aqueous H,SO,, it is able to grow
through condensation of additional vapor and obtain radii that are up to 12 times the size of its solid
core. According to Starik (2007), about 10% of the soot particles are already activated upon creation
in the combustion chamber because of solvable impurities that attach to the carbon cluster. From the
remaining 90%, depending on the fuel sulfur content only 5-15% is activated through coagulation (for
d, < 15 nm) and heterogeneous nucleation (for d, > 15 nm). The fraction that effectively partakes in
the microphysical processes related to H,SO, might thus be closer to the order of 108 particles/cm?.
Unfortunately, the picture becomes even more complex once you start looking into the effects of ion
presence in the wake.
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2.3.2. Chemiions

The term chemi-ionization, as introduced by pioneer Hartwell Calcote, describes a process that involves
the formation of an ion during a chemical reaction between a gas molecule and a particle in an excited
state that also involves the creation of new bonds (Calcote, 1948). An ion is an atom or molecule
with a net electrical charge ¢ (C), further subdivided into cations (positive charge) and anions (negative
charge) depending on the balance between electrons and protons. Chemi-ionization naturally occurs
during the combustion of e.g. hydrocarbons or kerosene, and it generates a copious amount of anions
and cations inside the combustor of a turbofan engine (Starik, 2007). Most studies on ion formation
are based on experiments with flames, using mass spectrometry to measure the ion concentration
N,on- This revealed that ion composition strongly depends on the fuel-to-air equivalence ratio £ and on
the type of fuel (Fialkov, 1997). Yet, this complicates matters because modern combustion chambers
operate in diffusion mode which results in a wide range of fuel-air mixing ratios and consequently in
a large group of different ion types. Starik (2007) has created an elaborate overview of the various
chemiions that might appear in a turbofan engine and their relationships as shown in Fig. 2.7.
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Figure 2.7: Schematic of ion formation in hydrocarbon+air flame (Starik, 2007)

Although the complexity of this picture might be unsettling at first glance, the initial formations steps
are explained rather elegantly by Yu and Turco (1997) and the chemical reactions from (2.33).

CH+O - HCO" +e
CH(?Z+) + 0 — HCO" +¢ (2.33)
HCO" + H,0 — H,0" +CO

Chemiions are created during the oxidization of a (radical) hydridocarbon molecule (CH) as this results
in the loss of an electron e and the creation of the formyl cation (HCO+). The cations exchange protons
with H,O and eventually transform into hydronium cations (H;O") at a rate exceeding 10~° cm3s™"
(Yu & Turco, 1997). H;O™", acting as core ion, will subsequently start to form clusters with H,O and
other polar molecules at similar rates. The free electrons, on the other hand, are rapidly scavenged
by O, molecules which are omnipresent. They form O3, which eventually reacts with nitrogen and
sulfur species to form the stable anions of nitrate (NO; ) and hydrogen sulfate (HSO, ). These anions
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are likely to cluster with sulfuric acid and form agglomerations such as HSO, - (H,SO,) _ at an ion-
molecule reaction rate which is greater than 10~° cm®s~" (Viggiano et al., 1980).

When Frenzel and Arnold (1994) first confirmed the expected presence of sulfuric acid-based cluster
ions in jet engine plumes, it sparked the theory of ion-induced nucleation (IIN) and coagulation (1IG).
Chemiions induce particle nucleation by lowering the Gibbs free energy of formation, they stabilize
clusters by introducing an electric field that increases the binding energy of sulfuric acid and water
clusters, and they help keep the molecules together (Merikanto et al., 2016); they enhance neutral
coagulation through electrostatic attraction and repulsion (Yu & Turco, 1998); and they are responsible
for the partial activation of soot particles into CN (Savel’ev & Starik, 2006). It turns out that ions inside
the combustor tend to attach to soot clusters, attracting water soluble compounds (impurities) such as
organic sulfates, sulfur-containing ions, and organic molecules on the surface of soot particles which
make them highly hydrophilic (see the end of Section 2.3.1). This is only a minor part though, the
main fraction forms neutral clusters or particles with a small charge (¢ < 2¢). These particles can not
accumulate polar molecules within a combustor and are hydrophobic until they are either activated
through through coagulation or heterogeneous nucleation (Starik et al., 2006).

The realization that chemiions could acts as precursors for volatile aerosol particles, led researchers
to believe that they were responsible for the discrepancy between observations and the theoretical nu-
cleation rates of aerosol (Yu & Turco, 1998). Multiple experimental investigations, supplemented by
numerical analyses inside the combustor, have since then increased our understanding of mechanisms
and principal pathways of ion formation (Starik, 2007). While the population of chemiions initially con-
sists of elementary ions such as the cations N3, O;, N*, and the anion Oy, they are usually short-lived
and rapidly cluster together. Interestingly enough, it appears that the charge sign of cluster ions influ-
ences their composition and size (Arnold, 2006). Positively charged clusters will attract molecules that
have a higher proton affinity and therefore often contain less H,SO,. Although H,O has a similar proton
affinity as H,SO,, the water content for positively and negatively charged clusters does not seem to
vary as the result of a dynamical advantage when the water content is significantly higher than other
species, such as is the case for jet engines (see Table 2.2) (Benduhn, 2008). Note that soot clusters
tend to be more positively charged because they attract cations (NO+, H;O™) more easily due to to
their smaller mass, as compared to anions (HSO,, NO;) (Starik, 2007).

Observations and numerical studies have shown that NO™, H,0", SO;, HSO,, and NO; are the
only chemiions that are still abundant at the combustor exit. Kiendler et al. (2000) found some traces of
larger organic ions such as C,H,O" and C,H, O™ in their laboratory experiments which are remnants of
the early combustion process where large biomolecules are formed and hydrocarbons such as C,H;0™"
have the largest maximum concentration reaching up to 10'" to 10'2 ions/cm?® (Starik, 2007). This
charge concentration is drastically reduced, however, in the milliseconds that follow combustion. The
process of ion-ion recombination leads to the neutralization of charge and results in maximum concen-
trations around 108 to 10° ions/cm? for the small molecular ions of interest roughly 0.01 seconds after
ejection from the combustion zone. The associated ion-ion recombination coefficient « is equal to 10~7
to 1078 cm3s~" (Yu & Turco, 1998). Yet, Starik (2007) argues that a maximum concentration of both
anions and cations equal to about 2 x 107 to 10% ions /cm? is more realistic based on the measurements
from Haverkamp et al. (2004). The amount of molecular ions at the engine exit increases with frgy: if
the fuel sulfur content drops, the concentration of NO; and NO, ions becomes more apparent.

It is mentioned several times already that large ionic clusters are formed inside the wake. The
mixing process and the entrainment of ambient air into the plume leads to a variety of agglomera-
tions. They usually consist of large clusters involving a core anion and sulfuric or nitric acid: e.g.
HSO, (H,SO,), (H,0), , NOs (HNO;3) (H,0), ,HSO, (HNO;3) ,and HSO, (SO;) with n =1 -3,

m =1 -9. Clusters with a core cation occur as well such as H;0* (H,CO) (H,0) ~and H;0" (H,0)
(Arnold et al., 1999, Schumann et al., 2002, Starik, 2007). It is still unclear as to what percentage of
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molecular ions participates in cluster formation. Measurements from Arnold et al. (1998) indicate that
the ion cluster concentration drops to 10* - 105 ion clusters/cm3 50 m behind the engine. Moreover,
Arnold (2006) argues that the amount of cluster ions increases with the amount of precursor gas that
is available. This is the result of the higher process efficiency that is a function of the number con-
centration of the source species (Benduhn, 2008). Figure 2.8 designates the evolution from molecular
ion sizes to large-scale cluster formation for increasing H,SO, concentrations. Remark that the lowest
Ny, s0, only involves the creation of nitric acid clusters, which is analogous to the case where frgy = 0
in a combustion process. Notice that the PSD (here represented through a spectral mass distribution)
has a bimodal shape, which is a characteristic of a dynamical growth process that involves two stable
composition ranges (Benduhn, 2008). This duality appears in processes that involve ion-induced par-
ticle growth, which is explained in Section 2.6.2.
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Figure 2.8: Mass distributions of negative cluster ions measured in a laboratory flow reactor experiment. The four mass distri-
butions correspond to different gaseous H,SO, concentrations, as part of SO, (red - lowest / blue - highest). For
the lowest Ny, 5o, the ions are NO3 (HNOj3) , (H,0), clusterions and for the 3 cases with elevated H,SO, the ions
are HSO, (H,S0O,4) (H,0), cluster ions. From Arnold (2006) who adapted it from Wilhelm et al. (2004).

To conclude this section, it is insightful to return to the injection strategy as part of a SAl mission. It is
clear that molecular- and cluster-sized chemiions are present in the wake and large organic ions take
part in the combustion process. In case the desired PSD of H,SO, aerosol is constrained, it might be
best to avoid the injection of H,SO, in or even close to the core flow exit because of the uncertainty on
growth implications as the result of cluster presence. Instead, the introduction of gaseous sulfuric acid
in the bypass flow would avoid the major part of charge concentration inside the plume until dilution
and ion recombination have neutralized most of the charge in the wake. The role of ion recombination
and dilution is taken into account in Section 2.4.2 on IIN because it affects the lifetime of an ion and
limits the amount of sulfuric acid molecules a critical cluster can absorb. As opposed to Yu and Turco
(1998), it should be stressed that there is still no decisive answer to what really is the cause behind the
large amount of grown volatile particles to be found in jet engine wakes because the ion concentration
that (Starik, 2007) suggests is too low to explain observational data. Instead, it is likely the cumulative
effect of various processes at work and an increased understanding of cluster forming and enhanced
heterogeneous nucleation might be the missing link. The next chapters explain the various process
that are known to take part in more detail.

2.4. Particle Formation

Volatile particles appear in an engine wake as the result of two distinct processes: either they are emit-
ted directly as chemical byproducts of the combustion process, or they are nucleated from condensable
vapor in the subsequent stages of the aircraft plume. Particles that are created through the former op-
eration are denoted as ‘primary aerosols’ while the latter are called ‘secondary aerosols’ (Turco & Yu,
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1997). The previous chapters showed that the number of volatile aerosol particles depends on engine
and combustor design, the fuel sulfur content and flight altitude (Starik, 2007). Because of the high
uncertainty on the [INer mechanics that are at play during combustion, and possibly the existence of
large organic ion clusters, Section 2.3.2 concluded that it would be best to inject the gas-phase sulfuric
acid somewhere towards the end of the engine train or even in the by-pass flow stream. Therefore, the
maijor part of particle formation would happen through secondary aerosol growth and it safe to neglect
the influence of primary aerosol.

Secondary aerosol production can happen trough a number of ways and it involves almost always
some type of nucleation barrier, which is a probability function that governs the formation of clusters
against the trend of cluster decay. Nucleation has two roles in an engine wake, it creates new parti-
cles from the vapor phase through homogeneous nucleation and it activates pre-existing particles, like
soot, such that they become CN (Yu & Turco, 1998). This activation process, called heterogeneous
nucleation, has been touched upon earlier in Section 2.3.1 and it describes the buildup of particulate
matter onto a foreign substance or surface. If the gas-to-particle conversion involves multiple species,
it is called heteromolecular nucleation as opposed to homomolecular nucleation in the case of a single
species. The transformation of gaseous to aqueous H,SO, involves H,O and because it is a two-
component system, it is more often referred to as ‘binary nucleation’.

While there have been studies on the possibility of ternary homogeneous nucleation (THN) involving
nitric acid (H,SO,-HNO3-H,0O) and ammonia (H,S0O,-H,0-NH;), they are not considered in this study.
Pueschel et al. (1989) have shown the existence of HNO; in stratospheric particles and Kiang et al.
(1975) suggest their formation process might be more favorable than binary homogeneous nucleation
(BHN). Yet, based on Miller et al. (2003), the El of HNO5 in an engine wake is estimated to below
0.1 g/kg and its influence on the nucleation process in the case of high H,SO, concentrations will
be rather small (see also Section 2.3.1). Ammonia on the other hand is typically not present in the
emissions of an aircraft, but it might be in the future as part of alternative jet fuels to achieve zero-
emission aviation goals’. Itis known to increase the nucleation rates of sulfuric acid particles by several
orders of magnitude by stabilizing the critical clusters and possible aiding in the process of ion-mediated
nucleation (Yu, 2006a, Kirkby et al., 2011). Therefore, the effect of NH; should be taken into account
whenever these new type of fuels come into effect, but until then they are omitted from this theoretical
discussion. In general, it is probably safe to neglect any THN when the binary system is kinetically
limited, such as is the case for the high H,SO, injection rates for SAl missions. The kinetic regime is
the collisional limit of any nucleation process where the free energy barrier that inhibits the formation
process vanishes. As a result, the particle formation rate cannot be enhanced by the presence of
any third chemical species (Merikanto et al., 2016). Barrierless kinetic particle formation (BKPF) is
discussed as an extension of classical nucleation theory (CNT) in Section 2.4.2.

Another possible particle formation mechanic is ion-induced nucleation (lIN), which requires the
presence of chemiions. Because it involves a third body, it is sometimes seen as part of THN, although
it is often treated as a separate pathway to particle creation due to various distinct effects, inherent to
ions. For example, Yu and Turco (2001) argue that ions are not involved continuously throughout the
formation process because they undergo neutral stages during the particle growth process. Charged
critical clusters lose their advantages of enhanced stability and growth once they combine with ions from
the opposite sign (please read Section 2.3.2 on chemiions and their effects). Therefore, they employ
a kinetic model to simulate the dynamic interaction between neutral and charged clusters and prefer
to speak of ion-mediated nucleation (IMN) as opposed to |IN, because they include the unstable size
range (Yu, 2003, Benduhn, 2008). This kinetic approach to modeling nucleation is part of a larger effort
to work around the deficiencies of CNT, which are discussed in Section 2.4.1. Examples of the kinetic
treatment of the nucleation process are Yu (2006b) and Lovejoy et al. (2004), who consider particle

7https://www.ammoniaenergy.org/articles/nasa-boeing-ucf-to-study-zero-carbon-ammonia-jet-fuel/ (Accessed on 10-07-2022)
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dynamics such as attachment and disintegration. While this new approach is fundamentally more
correct, Benduhn (2008) finds that the uncertainties related to this mechanical method are arguably just
as as large as the thermodynamical approach by e.g. Laakso et al. (2002) due to a lack of experimental
validation. Besides, the computational load of the thermodynamic model is a few orders smaller.

The need for computationally efficient models is driven by the spatial and temporal scale of the
problem (see Section 1.1). To save time, thermodynamic models and the calculation of nucleation
rates are parameterized, which can decrease computation time considerably. Despite its shortcom-
ings, recent papers still use CNT to model particle formation in global atmospheric models because of
its simplicity, although with the inclusion of hydrate theory (Vehkamaki et al., 2002). While other the-
oretical approaches exist such as the aforementioned kinetic models or methods that involve the use
of potentials, this study will explain and apply particle formation through CNT and hydrate theory. The
possible impact of hydration of gaseous H,SO, on nucleation, first proposed by Heist and Reiss (1974)
and reexamined by Jaecker-Voirol et al. (1987), can be significant in locations with large concentrations
of water vapor. Hydrates are small bound molecular clusters that contain at least one H,SO, molecule
and multiple H,O molecules. They stabilize the vapor and hinder nucleation as it is energetically more
difficult to create aerosol from hydrates instead of free sulfuric acid molecules (Vehkamaki et al., 2002,
Maattanen et al., 2017).

Zhao and Turco (1995) argued in the past that hydrate theory was premature because it suffered
from the same deficiencies as CNT and Yue and Deepak (1982) found that it had no significant effect
in stratospheric conditions, but the high vapor concentrations behind the engine do not allow for the
omission of hydrate effects. Now, following a series of quantum chemical experiments, Merikanto et al.
(2016) claim that the inclusion of hydrates has improved the predictive power of CNT in line with ex-
periments, but the accuracy of CNT as a whole remains questionable. One of the first and widely used
models that included the effects of hydrates was the parameterization by Vehkamaki et al. (2002), but
this model suffers from the limitation that it only applies to a small RH range while the critical clusters
should contain at least four molecules. This was the result of experimental issues related to contamina-
tion by trace gases and the minimum measurable particle size. Recently, the Cosmics Leaving OUtdoor
Droplets (CLOUD) experiments at European Organization for Nuclear Research (CERN) resulted in un-
precedented qualitative data on sulfuric acid-water particle formation rates, with the inclusion of ions
(Duplissy et al., 2016). The parameterization of Maattanen et al. (2017) makes use of this newly ob-
tained dataset to improve upon Vehkamaki et al. (2002) by including ion-induced nucleation, for critical
clusters that approach the one component limit, and for extreme dry conditions. Yet, their temperature
range is not sufficient to study the 600+ K conditions at an engine exit. The intent for this study is
to use BKPF theory and try to bridge the gap between the high temperature region and the start of
the validity range of the parameterization. For this to work, the H,SO, vapor concentration needs to
remain sufficiently high such that the application BKPF remains valid. This only needs to last for the
first milliseconds past emission until diffusion has lowered the temperature level sufficiently.

In search for processes that might explain the discrepancy between observed particle sizes and
predicted nucleation rates in the atmosphere, scientists have come up with various explanations. The
most likely mechanisms have been introduced in the previous paragraphs, but for sake of completeness,
there are two remaining phenomena that this study would like to point out. Firstly, the effect of cluster-
cluster interaction during nucleation. The concentration of H,SO, monomers is actually smaller than
the concentration of clusters inside a steady-state vapor. Since CNT considers the growth rate of
a critical embryo past the saddle point of the Gibbs free energy and it probably does not grow one
monomer at the time, it is worth investigating. Suzuki and Mohnen (1981) found that cluster-cluster
interaction actually lowers the nucleation rate, but the influence on BHN is negligible. Secondly, Friend
et al. (1980) proposed the creation of CN through coagulation of HSO, radicals, but the uncertainty on
their reaction sequence, oxidization rate and vapor pressure makes it difficult to incorporate them in



2.4. Particle Formation 25

this study. Therefore, both processes will not be considered in this work. This study will explain the
particle formation process through classical nucleation theory Section 2.4.1, including its limitations,
and focusing on binary homogeneous nucleation. Followed by Section 2.4.2 which extends on BHN
to account for heterogeneous nucleation, ion-induced nucleation and kinetic particle formation. The
reader might wonder why homomolecular (or pure) nucleation of water and sulfuric acid particles is
not considered. Previous investigations from Hamill, Kiang, et al. (1977) and Zhao and Turco (1995)
showed that the saturation ratios are too low to allow for pure nucleation of water droplets or sulfuric acid
droplets. Yet, homomolecular nucleation of H,SO, is actually partially accounted for in BKPF theory.
Under extreme saturation ratios (especially in the case of SAl), the one-component limit is reached and
the formation of a pure sulfuric acid particle is feasible; but in subsequent growth stages pure particles
will almost always take up water by condensation, if not trough coagulation with a binary H,SO,-H,0O
particle.

2.4.1. Classical Nucleation Theory: Binary Homogeneous Nucleation

Nucleation is a stochastic process that can be described by P ~ exp (AG/kT), which is a Boltzmann
probability distribution where AG is the Gibbs free energy of nucleus formation. This nucleus is also
referred to as a cluster of monomers, and still early in the forming process, might be called an embryo
which pertains to its unstable state. As already mentioned in the introduction to this section, nucleation
either creates particles from the vapor phase or activates particle surface areas for condensation (Yu &
Turco, 1998). The first quantitative description of nucleation was formulated almost a century ago with
the pioneering work of Volmer and Weber (1926) and further refined/completed by Becker and Déring
(1935) and Zeldovich (1943). These three works together form the basis of what is known as classical
nucleation theory (CNT), a phenomenological approach that makes use of macroscopic quantities and
continuum dynamics to describe the onset of phase separation in a supersaturated system?°. Follow-
ing the nominal work of Flood (1934) on heteromolecular nucleation, Reiss (1950) adopted CNT to
create a full treatment of binary nucleation. In BHN, particle formation can still occur when two vapor
species are not supersaturated as long as both participating vapor species are supersaturated with re-
spect to the liquid solution (the aerosol) (Seinfeld & Pandis, 2016). However, the influential work from
Stauffer (1976) pointed out several thermodynamic inconsistencies in Reiss’s work and proposed a
revised version of CNT. More modern approaches now include the most thermodynamically consistent
versions of CNT, including hydrate effects (e.g. Laakso et al. (2002)), and experimentally-determined
quantum-chemical (QC) activity coefficients (Noppel et al., 2002, Merikanto et al., 2016), otherwise
called QC normalized CNT.

Limitations

Standard CNT has been criticized in the past because it is an approximative theory. The dissertation
from Benduhn (2008) does an excellent job at explaining the various shortcomings of CNT, but this
work will only mention them briefly to inform the reader about their existence. To start, CNT does not
incorporate unstable particle dynamics. It assumes instantaneous thermodynamic equilibrium which
is not reality. This issue also arises in the construction of parameterizations based on steady-state
laboratory experiments. These conditions are not representative of the highly dynamical environment
that is encountered in the wake of an aircraft. This relates back to the kinetic treatment of particle
formation by Yu (2006b) because he believes that the unstable stages during the formation of the
critical cluster have a large impact on effective nucleation rates. To this end, evaporation of clusters
is one the biggest uncertainties during particle formation (F. Yu, personal communication, November
10, 2022). On the other hand, a study by Modgil et al. (2005) seems to indicate that particle dynamics

8https://www.mpikg.mpg.de/864538/Nucleationlecture.pdf (Accessed on 20-07-2022)
9http://spider.science.strath.ac.uk/cmac/files/media/PNCPathway.pdf (Accessed on 20-07-2022)
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react sufficiently fast to fluctuations in ambient conditions to justify this assumption. Secondly, the law of
mass action is not satisfied, which implies that for a chemical reaction in equilibrium, the ratio between
the concentration of reactants and products is constant. Researchers circumvent this by assuming
that, close to an equilibrium state, stable and unstable system assumptions apply simultaneously. This
allows for the formation of new particles while assuming thermodynamic equilibrium. This problem,
however, is solved in QC-normalized CNT Merikanto et al. (2016). A third assumption and arguably
the most intrusive one, is the application of the capillarity approximation, i.e., the assumption that the
critical nucleus surface tension equals the surface tension of a flat interface (Laaksonen & Napari,
2001). This entails the application of the liquid drop model to scale macroscopic (bulk) properties to
molecular-sized clusters. The liquid drop model is part of continuum dynamics which does not apply to
microscopic particles submerged in a fluid, as was shown in Section 2.2.1. The incorrect description of
properties such as surface tension and subsequently partial vapor pressures on the smallest scale are
the major cause of large errors in predicted nucleation rates, especially because smaller clusters result
in the highest formation rates (Merikanto et al., 2016). During an SAl mission, H,SO, saturation levels
behind the jet engine are very high so the cluster sizes will only consist of a few molecules (< 5 molec.)
and CNT is expected to fail (Yu & Turco, 1998). Yet, based on a series of Monte Carlo simulations of
clusters in an imperfect vapor, Merikanto et al. (2007) showed that CNT and the inclusion of the liquid
droplet model are suited to describe the work required to form small clusters, given a experimentally-
determined correction factor for clusters with less than 10 molecules which is constant for all sizes. Now,
the final two assumptions are related to particle formation in the presence of ions. The fourth premise
is the use of the the Kelvin-Thomson equation to calculate the nucleation barrier in the presence of
charged particles (see extension 2.4.2). It has been shown that this relation performs poorly on cluster
level, when dipole interactions start to become important (Yu, 2005). This partly stems from the third
assumption on the liquid drop model. Lastly, Yu (2002) warns that classical lIN incorrectly assumes that
the formation rate is a linear function of ion concentrations. Beyond a threshold concentration, the ion’s
lifetime decreases due to increased neutralization and this impedes nucleation as particle disintegration
is enhanced. It is clear that CNT has some fundamental limitations and for some extreme conditions
this leads to deviations of up to ten orders of magnitude between experimental and simulated nucleation
rates. Yet, other methods still have comparable levels of uncertainty at a much higher computational
cost (Benduhn, 2008).

Thermodynamic model

Merikanto et al. (2016) apply advanced algebraic methods to create their nucleation model which can
be difficult to follow. For the purpose of this discussion, the explanation of BHN will be simplified
in accordance with the explanation from Seinfeld and Pandis (2016) to keep a clear overview. The
overarching equation to predict the neutral homogeneous nucleation rate J according to CNT is given
by Eq. (2.34), which includes the Boltzmann probability distribution.

_ *

Jneutral,hom = C EXP ( kTG ) (embryos formed/(cm3s)) (2.34)

where C'is a pre-exponential term or kinetic pre-factor (see Section 2.4.2) and AG* (J) is the energy that
is required to form a critical embryo (where the asterisk denotes properties related to the critical cluster).
It is the saddle point or local minimum of the Gibbs free energy change due to particle formation AG
which is a function of temperature and aerosol composition.

Locating this saddle point in a thermodynamic consistent way has been the reason for the revision
of CNT by e.g. Stauffer (1976), Mirabel and Reiss (1987). Note that Merikanto et al. (2016) prefer to
use the terminology ‘work of formation’ instead of Gibbs free energy. The general expression for AG
is Eq. (2.35). In the case of two nucleating species (BHN) and under the assumption of a spherical
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droplet forming, this becomes Eq. (2.36). The presence of ions or hydrate formation are omitted for
now.

AG = AG\gyme + AGgyace = —n¥ + Ao (J) (2.35)
AG _ Lag =" 2
(na,ng, T) = —npkTIn —% —ngkTIn — +4nrc  (J) (2.36)
La I'gy

where v (J/mol) is the thermodynamic affinity, A, (nm?) is the surface area, A and B are the participat-
ing species, k (J/K) is the Boltzmann constant (expressed alternatively for clarity), and » (nm) is the
nucleus/embryo radius. Note that the surface tension ¢ (Nm~") is dependent on the aerosol weight
composition. The activities I'; are defined here according to Seinfeld and Pandis (2016):

I pa/pPa = activity of A in gas phase
Ig, = pg/pg = activity of B in gas phase
Lae = pp,/Pa = activity of A in the liquid phase
I's, = pg_,/pg = activity of B in the liquid phase

with p? the saturation vapor pressure of component i and P, the vapor pressure of compound i over a
flat surface of a solution with the same composition as the aerosol.

The first two terms on the right side of Eq. (2.36) represent the bulk free energy change that de-
scribes the likelihood of a phase change through its thermodynamic affinity ¢) and it scales with volume.
This term is always negative in the case of condensation (energy gain). The last term on the right is the
energy cost to form an interface between the two phases, it scales with surface area and it is always
positive. Both contributions are shown in Fig. 2.9 as a function of the nucleus radius. The affinity of a
transformation from a gas to a liquid phase depends on the chemical potential of both phases and it is
commonly expressed through the theory of supersaturation as shown in Eq. (2.37).

Fi,g

N
— kTIn 22959 (g /mol) (2.37)

V=0;,— ¢, =kIINSR, = kT'In
’ ' i Vi,etVise

where SR, denotes the saturation ratio of a species ¢, which can be expressed through its activities or
through the product of the number concentrations and their activity coefficients. The latter approach is
taken in Eq. (2.48) from Merikanto et al. (2016). If ¢» < 0, the process is thermodynamically impossible;
1) > 0 corresponds to a spontaneous process; and i = 0 indicates thermodynamic equilibrium.

interfacial
AG energy ~ r’

X
\ic,

AG” AG(n,ng)

\Saddle point

volume
energy ~ r’

Figure 2.9: Graphical illustration of the free energy change Figure 2.10: Schematic diagram of saddle point in the AG
AQG as a function of the embryo radius surface (Seinfeld & Pandis, 2016)
(Priezjev, 2020)
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Figure 2.9 and 2.10 illustrate the physical relevance of the critical embryo radius r*. It is a point of
metastability in the phase transformation and represents the smallest cluster that is at least as likely
to grow as to decay (Merikanto et al., 2016). Clusters that have r < »* will eventually redissolve, but
clusters that surpass the critical radius will continue to grow as it is thermodynamically favorable. In
the event of BHN, the Gibbs free energy of nucleus formation represent a three-dimensional surface,
as seen in Fig. 2.10, which contains a saddle point. The embryo radius r is given by Eq. (2.38), but the
critical radius can be obtained through optimization by setting the derivative of Eq. (2.36) with respect
to the radius equal to zero.

gm“sp = npmp + ngMmg (2.38)
<3AG <7"*>> —0 (2.39)
or Xp=Xx,T

where m, is the mass of molecule 4, and x4, = n, /(n4 + np) is the mole fraction of species A.

The boundary condition imposed by Eq. (2.39) results in an expression for r*, given by Eq. (2.40),
which needs to be solved iteratively in conjunction with the critical weight composition. Remark that
Eq. (2.40) is an alternate form of Eq. (2.13) (Ostwald-Freundlich). The weight fraction of each species
is determined with the Gibbs-Duhem relation, derived earlier in Section 2.1.2, and rewritten here as
Eq. (2.41). The critical Gibbs free energy change AG* is then obtained through Eq. (2.42).

L 20(¢))5(%)

FTINSR, (nm) (2.40)

sp(x%)INSR 4 = ¢4 (X% ) INSRp (2.41)
4 2

AG* = §7TO'(XT4)T‘* J) (2.42)

wherein ¢, (m%/mol) is the partial molar volume of species i.

It turns out that the critical radius is much less sensitive to variations in ambient conditions compared
to the weight composition (mole fractions) of the critical embryo and the nucleation rate, in particular the
saturation ratios (Maattanen et al., 2017). Next, the pre-exponential factor C' needs to be addressed.
Its original form, already derived by Reiss (1950), still stands and it is formulated here by Eq. (2.43).

C - Bale

= Z(Ny+ Ng)Ar (1 3 2.43
6ASinzC+BBCOS2§ (Na+ Ng) A5 (1/(cm®s)) ( )

where ; (1/(cm?s)) is the impingement rate of molecules of component i and calculated according to
Eq. (2.44); the angle ¢ depends on the free energy surface and the impinging rate of both species and
is illustrated in Fig. 2.11, a practical expression for ¢ according to Maattéanen et al. (2007) is Eq. (2.45);
Z is the Zeldovich non-equilibrium factor; NV, are the number concentrations of the gas-phase species;
and A’ is the surface area of the critical cluster.

B, = ﬁ (1/(cm?s)) (2.44)
tan¢ = n—% (2.45)
LN

The impingement rate is also known as the forward rate constant (counter to the reverse rate constant
which governs cluster disintegration). It can be accompanied by an accommodation factor which is
a measure for the fraction of monomers that collide with the critical cluster and stick (see e.g. the
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kinetic model from Yu and Turco (1998)). Here it assumed to equal unity. The Zeldovich factor is
the probability that a cluster on top of the nucleation barrier continues to grow instead of redissolving
(Zeldovich, 1943). While it is possible to simplify the pre-exponential term for certain limiting cases
where one of the solution components is dilute with respect to the other (e.g. Hamill et al. (1982)),
this is not possible for the saturation ratios related to an SAl mission and the full expression needs
to be evaluated. This can be a tedious process and the model from Merikanto et al. (2016) solves
it algebraically through Eq. (2.46), an alternative expression of the nucleation rate, but the principle
remains the same.

1

* * 3
Jneutrahom = BgaZN* = |\| —==—===N* (embryos formed/(cm"s)) (2.406)
|det G (r*)]
with
Ryay = > Fn e : Average growth rate due to condensation
' Ba sin“ ¢ + Bg cos? ¢

—AG* . " :

N* = (Np + Ng) AL exp ( T > : Number concentration of critical clusters in the vapor

Lastly, to be able to solve the model above, a wide range of experimental data is required on various
thermodynamic properties including the surface tension, the density of the aerosol solution, and the
equilibrium vapor pressures over a flat surface. The various sources, mainly combined by Vehkamaki
et al. (2002), are summarized in Table 1 from Merikanto et al. (2016).

Hydrates

As mentioned in the introduction on particle formation, Merikanto et al. (2016) make use of quantum
chemical data to define the activity of sulfuric acid vapor, which depends on the amount of hydrates
present in the vapor. The theory behind QC normalized CNT is outside the scope of this work, but the
implications on the thermodynamic model are summarized below. The data from the CLOUD experi-
ments provides information about the partitioning of H,SO, into free monomers and hydrated molecules.
Only the free monomers take part in particle formation and thus the concentration of free sulfuric acid
monomers defines the activity and subsequently the saturation level (Vehkamaki et al., 2002, Merikanto
etal., 2016). Suppose H,SO, corresponds to species A and H,O to species B, then the affinity can be

expressed as:
free

=kThhSR, ~kT'In | ——
v 1 (N{fie )

) (J/mol) (2.47)
where N is the number concentration of free molecules of component i in the nucleating vapor and
N{fie is the number concentration of component ; in saturated vapor above a solution with sulfuric acid
mole fraction x,. This new definition needs to be included in all equations that rely on the saturation
ratio, e.g. Eq. (2.48) for the Gibbs free energy of formation.

Ifgee Ngee 5
G(r,x,) =— KT'In| —2— | — ETIn| —=— | +4 X J 2.48
(7,X4) A, tot NE‘?;? (X4 npB, tot Ng?g (X4) mreo (X,)  (J) ( )
where the total numbers of sulfuric acid and water molecules n 4 1oy = 14 c+nys@Nd g o = np +np g
include both bulk liquid (n 4 ¢, np ;) and surface excess (n 4 s, n 5) contributions.

A word of caution, Merikanto et al. (2016) assume that the concentrations of hydrates with more than
one acid molecule are negligible, so only clusters with one sulfuric acid molecule are significant and the
hydrate distribution is truncated after four water molecules. This assumption stems from the fact that
they expect higher orders of H,O concentrations compared to H,SO,, but this is not necessarily true
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for an SAI application. Remark that the concentration of water vapor molecules is not really affected
by hydration in humid conditions and therefore Nfiee = N9l (Vehkamaki et al., 2002).

2.4.2. Extensions of Classical Nucleation Theory

So far, the only gas-to-particle conversion process that has been discussed is binary homogeneous
nucleation where the homomolecular nucleation of H,SO, is only considered feasible under conditions
where BKPF is applicable. BHN is very temperature sensitive and occurs only in areas of relatively
low temperature and high ambient sulfuric acid or water vapor concentration (Yue and Deepak, 1982,
Weisenstein et al., 1997). As became apparent in the introduction to particle formation, several other
pathways that lead to nucleation of volatile particles exist. They are introduced below and naturally
extent on the CNT framework that has been covered in Section 2.4.1.

Heteromolecular Heterogeneous Nucleation

Heteromolecular heterogeneous nucleation is the formation of multi-component solution droplets onto
the surface of foreign pre-existing particles, e.g. the creation of mixed particles through nucleation of the
H,SO,-H,0 binary system on soot particles. Once they are covered by aninitial layer, they are activated
for subsequent growth through condensation, at which point they are classified as condensation nuclei
(please see the discussion on soot in Section 2.3.1). Accumulation of gaseous vapor onto foreign
particles either happens through adsorption or absorption. The former process is the event where
gas molecules collide with a solid surface and reside on the exterior face for a limited amount of time.
The latter process requires the CN to be soluble, such as a salt, which results in ternary systems, but
not a lot is known about their properties (Hamill et al., 1982). To the author’s knowledge, there are
no significant constituents in the wake that allow for absorption. As mentioned earlier, the fresh soot
particles that exit the jet engine are usually small and hydrophobic. Yet, a small fraction is viable for
heterogeneous nucleation through adsorption if they are large enough (d,, > 15 nm). On top of that, if
the soot clusters are charged, heterogeneous nucleation will happens much faster (Starik, 2007).

To calculate the heterogeneous nucleation rate, the effect of the foreign surface on the Gibbs free
energy of nucleation has to be considered. In the case of homogeneous nucleation, the surface area
that needs to be formed is that of a sphere, but in the presence of a foreign object, part of that surface
area is accounted for and this lowers the nucleation barrier (Zhao & Turco, 1995). This is illustrated
in Fig. 2.11. The lower nucleation barrier is implemented by multiplying the required AG* for homoge-
neous nucleation from Eq. (2.42) with a correction factor f,, (6, R¢y) that depends on the contact angle
and the radius of the CN, as shown in Eq. (2.49). The correction factor can be estimated with Eq. (2.50)
for a spherical impurity from Fletcher (1958).

AGhet = AGromfn () (2.49)
Jualbysby) = {1 ()’ 453 [2 —3 (k) + (%)3} +3by03 (s — 1)} (2.50)
with
by =cosf= Usvgﬂ : An expression for the contact angle based on the interfacial tensions
LV
b, = RTC*N : Ratio of radii

1/2

by = (1403 —2b4b,) : Substitution parameter
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Figure 2.11: The geometry of heterogeneous nucleation: a critical cluster of radius r* on the surface of a pre-existing particle
of radius Rcy. 6 is the contact angle. Angle ¢ is related to Eq. (2.43) and (2.45). Adapted from Maattanen et al.
(2007).

The contact angle 6 is a measure for the wettability of a surface. Depending on the material and rough-
ness of the CN, this angle may range anywhere between 0° and 180°. The difference in heterogeneous
nucleation rate for a case where 8 = 0° (perfectly wettable surface) and § = 180° (non-wettable surface)
can span 50 orders of magnitude. A correct estimation of the contact angle is thus vital to assess the
impact of heterogeneous nucleation. In the past, contact angles of 70° have been assumed based on
a case where sulfuric acid is formed on solid sulfur. For comparison, the contact angle for water on ice
is very close to zero (Hamill, Kiang, et al., 1977, Hamill et al., 1982).

The reader should be careful to apply the extension for heterogeneous nucleation in practice, as it
does not take into account the presence of hydrates nor charged CN explicitly, and foreign particles are
most definitely not always perfectly spherical. Moreover, the extensive bookkeeping that is required
to follow the growth evolution of a mixed particle (a liquid aerosol with a solid core) can increase the
computational load significantly. This is related to the issue with fixed particle bins and the inherent
numerical diffusion as discussed earlier in Section 2.1.1.

lon-induced Nucleation

In the proximity of (chemi)ions, an alternate pathway to particle formation is possible through a combi-
nation of heterogeneous nucleation and electrostatic effects. The various contributions of chemiions to
particle mechanics in the engine wake were discussed previously in Section 2.3.2. This section intro-
duces the framework behind the implementation of IIN as an extension of CNT but without the inclusion
of dipole effects and charge sign dependence (e.g see Yu (2005)). The classical version of lIN includes
the addition of a fourth term to the Gibbs free energy of formation that takes the electrical potential of
the ion into account, as shown in Eq. (2.51). This modified version of AG results in a new expression
for the critical cluster size r*, given by Eq. (2.52) and often referred to as the Kelvin-Thomson equation
(although he did not derive it).

MG = A+ g (1- 1) (1= 1) ) (2.51)
IIN — neutral 87TEO e, r Ton .
. 200X )si(X) 7 1\ 1
" T TETInSR, 1= 64meqo (X)) 1= =) (nm) (2.52)

where ¢ (C) is the net electrical charge of the ion and ¢; (F/m) is the permittivity of the solution (r) and
the vacuum (0).

The last term of Eq. (2.51) is proportional to 1/ and always negative when the radius of the ion is
smaller than the critical embryo r,,, < . As a result, the nucleation barrier falls off more rapidly and
smaller critical clusters can be obtained. Apart from the electrostatic effect, the ion also provides a
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surface to condense on which is the heterogeneous effect (Merikanto et al., 2016, Hamill et al., 1982).
Because of the added term between brackets, Eq. (2.52) has two possible real solutions (instead of
one in the neutral case). This is best explained by looking at Fig. 2.12, where the Gibbs free energy of
formation now has a local minimum next to a local maximum. This graph clearly shows that the impact
of the ion, embedded in the cluster, on the arrival rate of vapor molecules is considerably weaker than
that on the evaporation rate. Above all, it stabilizes the cluster and prevents disintegration of smaller
clusters through the local minimum (Seinfeld & Pandis, 2016).
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Figure 2.12: Work of formation as a function of cluster geometric radius with fixed composition x* for the ion-induced sulfuric
acid-water particle formation. The cluster at r} contains the core ion with some sulfuric acid and water attached,
and r cluster contains the ion at the core as well as additional sulfuric acid and water attached into it. Adapted
from Merikanto et al. (2016).

The green dashed line in Fig. 2.12 indicates the onset of barrierless kinetic particle formation (BKPF) at
increased saturation levels (concentrations) which is the final extension to CNT and discussed hereafter.
It is the restricting case where the particle formation rate becomes kinetically inhibited by the arrival
rate of gas molecules.

Note that the IIN theory above does account for sign preferences, but there is strong evidence that
suggests that certain gases nucleate faster depending on the charge sign. To give an example, it has
been known for more than a century that water molecules prefer to bind with anions due to their polarity
and this is also the case for sulfuric acid molecules. This sign preference stems from the dipole inter-
actions that are relevant on microscopic scale of clusters (Yu, 2005). Chemical polarity is the concept
of asymmetrical charge distribution over a molecule, creating a permanent dipole moment (PDM) with
a negatively and positively charged end. Although the inclusion of these PDMs is theoretically more
grounded, the implementation still leads to the same degrees of uncertainty as the original model (see
the discussion on ion interactions by Benduhn (2008)). Secondly, classical IIN implicitly assumes that
the size of the ion does not influence the energetics of nucleation. Mathematically, this means that
the radius of the bare ion should be smaller than the lower critical cluster radius: r;,, < r;. This is the
case for the small molecular-sized ions that exit the engine such as NO*, H,0*, SO3, HSO,, and NO;
which are mostly conjugate bases of acids. However, should the ions be part of large organic clusters
through charging of soot, the classical IIN approach is not suitable anymore (Maattanen et al., 2017).
Common molecular-sized ion radii are ~ 0.5 nm and all clusters treated by IIN consist of only one ion.
Lastly, the linear dependence of the nucleation rate on the ion density might not hold for increasing
concentrations as pointed out by Yu (2002). This is the consequence of increased recombination rates
and leads to shorter lifetimes. The leftover concentration of ions can be estimated with the use of
Eq. (2.53) that incorporates the effect of dilution, coagulation/scavenging by pre-existing particles and
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ion-ion recombination (Dunne et al., 2016).

dN,
Nan(®) = Nonont — | (L512) |+ Coagy, New + ANy + Jun| ¢ (1/em%)  (253)
lution

with the operator Coag, (1/s) that represent the scavenging rate due to coagulation with pre-existing
particles, o (cm®/s), the ion-ion recombination rate and .J,,,, (1/(cm?s)), the ion-induced nucleation rate.
The dilution rate can be calculated explicitly with an advection-diffusion scheme.

Barrierless Kinetic Particle Formation

The final extension to CNT follows from the necessity to be able to simulate the limit of particle formation
where the nucleation barrier AG* vanishes. Mathematically, this corresponds to the case where the
exponential term in Eq. (2.34) equals zero and the nucleation rate becomes limited by the kinetic pre-
fractor C'. This barrierless kinetic particle formation (BKPF) limit is obtained for high concentrations
of gas-phase molecules, as is the case for SAl where large amounts of H,SO, are injected into the
engine plume. Critical embryos become extremely stable, containing only one sulfuric acid molecule.
Maéattanen et al. (2017) created a parameterization to calculate the threshold concentration for the onset
of BKPF depending on temperature and RH. The neutral and ion-induced kinetic particle formation rates
are then given by Eq. (2.54) and (2.55), which are analytical expressions presented by Merikanto et al.
(2016). A discussion on their origin is outside the scope of this work.

Jiinneutral = %ﬁ(i\f}"‘a' )2 (embryos formed/(cm’s)) (2.54)
3
Jkin,ion-induced = CkPFVpre VT (N,tfftaI) (embryos formed/(cms)) (2.55)
with
2 1 3 0.5
Cokpr = (Ta + Trer) | [87k | — + (cm?/(sK™™)) (2.56)
ma Mref
where

Tef =74 =0.3-10°m and m=m, =98.07-1.661-10"2"kg :in case of Eq. (2.54)

Tref = Tion = 0.487-107°m and m = m;o, = 98.07 - 1.661-1072’kg : in case of Eq. (2.55)

Note that species A corresponds to H,SO, and the pre-existing cluster concentration N, is the neg-
ative ion concentration N,,,,. The reference clusters are relics from normalized CNT and it suffices
here to treat them as constants. If nucleation takes place in the kinetic regime, the neutral particle
formation rate becomes a function of the collision rate between a free sulfuric acid molecule or hydrate
with another free sulfuric acid molecule or hydrate, while the ion-induced nucleation rate depends on
the collision frequency involving ions.

Remark that the kinetic neutral rate is proportional to the concentration of sulfuric acid squared,
yet the kinetic ion-induced rate only to the first power. Literature calls the former ‘kinetic-type’ particle
formation and the latter ‘activation-type’, but in this study they are both denoted as BKPF processes.
In addition, both rates are weakly dependent on temperature (v/7') and have an almost negligible de-
pendence on relative humidity (through collisions involving hydrates). BPFK is always the upper limit
to nucleation and this is shown in Fig. 2.13 where the formation rates (solid lines) converge towards
the kinetic limit (dotted lines). Notice the restriction (black striped line) where the amount of available
ions limits the formation rate.
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Figure 2.13: Neutral (red line) and ion-induced (blue line) particle formation rates as a function of sulfuric acid concentration.

Dotted red and blue lines illustrate the kinetic limits for the neutral and ion-induced particle formation rates, respec-

tively. The black dash-dotted line represents the ion production rate, which poses an upper limit for the ion-induced
particle formation rate (Merikanto et al., 2016).

On a final note, whenever a binary system resides in the kinetic regime, the nucleation is likely not af-
fected by the presence of a third chemical species because there is no free energy barrier that normally
impedes formation. This was mentioned already in this section’s introduction but it is worth repeating
(Merikanto et al., 2016).

2.5. Condensation and Evaporation

The previous section introduced nucleation, the initial stage of volatile particle formation where stable
particle diameters can range from ~ 1 to 10 nm. Once a particle is stable, the process of particle growth
continues either through condensation (2nd stage) or coagulation (3rd stage). Although both growth
processes can exist simultaneously, condensation is usually dominant for the early lifetime of a particle.
Condensation, in the way that it is treated here, is defined as the phase transformation of a gas-phase
substance to its liquid form when in contact with an ‘activated’ pre-existing particle, otherwise called
‘condensation nuclei’ (CN). The reverse process is called evaporation. Note that some authors use
terms like condensation rate to denote collision frequencies when dealing with nucleation, but this can
lead to confusion. This work uses the term in its traditional sense to refer to the second stage of parti-
cle growth. Once again, it is possible to differentiate between homo- and heteromolecular, as well as
homo- and heterogeneous processes (see the introduction of Section 2.4). As shown earlier, sulfuric
acid vapor can condense onto activated soot clusters next to pure H,SO, droplets. This discussion
only focuses on heteromolecular condensation and does not discriminate between homo- or heteroge-
neous condensation because it does not affect the growth process on the level of abstractness that
is considered here. In reality, the nature of the particle core (foreign or pure material) does have an
influence on the energetics of formation, especially in the presence of charge.

Nucleation mode particles evolve into Aitken mode particles through the act of condensation (see
also Section 2.1 on particle properties). Aitken particle diameters range anywhere between 10 - 100
nm, and at 50 nm coagulation already starts to become dominant (Seinfeld & Pandis, 2016). In the
undisturbed stratosphere, condensation is usually the biggest contributor of the vapor-to-particle con-
version, but Section 2.7.2 will show that coagulation is the dominant growth process in an aircraft
plume (Weisenstein et al., 1997). The primary effect of condensation is the shift of the PSD to larger
particle sizes over time where the total condensed volume only depends on the available amount of
condensable vapor. A secondary (indirect) effect of condensation is its influence on the total number
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concentration of particles through the coagulation kernel, which is dependent on the particle size distri-
bution. Larger particles are less prone to merge upon coagulation than smaller particles (Turco & Yu,
1999). This is discussed in Section 2.6.

This study will use Eqg. (2.59), a one-dimensional expression, to calculate particle growth based
on the approach by Hamill (1975) and Hamill, Toon, et al. (1977). Alternatively, one could regard
condensation as a coagulation process and use a kinetic approach, e.g. Yu and Turco (1998), Benduhn
(2008). ltis left to the reader to study this method on their own initiative. The original from of the growth
equation is Eq. (2.57). Under the assumption that the average volume per molecule and the mole
fraction of sulfuric acid in the aerosol droplet remains the same, this can be reshaped into Eq. (2.59)
following Fuchs and Sutugin (1971). Note that the subscript s refers to the sulfuric acid fraction.

drp B drp dn,

At dn, dt (2.57)
dﬁ _ 4mr, Dy N (2.58)
dt  4rrix; 14 feoKn '
dr, Dy (p,—pl) /(kT)
- = ( ) (Hm/s) (2.59)

dt 7,Xs (14 feoKn)

where v (nm?) is the average volume per molecule in the droplet, D,, is the molecular diffusion coef-
ficient, x, is the mole fraction of H,SO, in the droplet, f., is the correction factor, Kn is the Knudsen
number, p, is the partial vapor pressure of ambient sulfuric acid, and pl the partial vapor pressure of
sulfuric acid over the droplet surface. If (ps - Pl) > 0, growth by condensation occurs. If (ps - Pl) <0,
evaporation occurs.

Note that the diffusion coefficient D,, in the gas-like molecular regime is now given by Eq. (2.60),
which is exactly the same as Eq. (2.24) for the kinematic viscosity predicted by kinetic theory of gases
(Trachenko & Brazhkin, 2020). This is a different process than Brownian diffusion and Eq. (2.23) from
earlier does not apply. Similarly, the Knudsen number was introduced by Eq. (2.14) but is calculated
slightly different using an “effective” mean free path A\ for sulfuric acid molecules in air, given by
Eq. (2.61). Lastly, the correction factor f., to account for non-continuum effects and imperfect sur-
face accommodation can be approximated with Eq. (2.62) (Fuchs & Sutugin, 1971)(Seinfeld & Pandis,
2016).
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Now, the expression for particle growth in Eq. (2.59) is problematic in more than one way. To
start, it explicitly assumes that the aerosol particle is activated with respect to the sulfuric acid vapor
because the acid vapor is supersaturated (SR > 1) and the RH of water vapor is below 100%. As a
result, the aerosol is in equilibrium with the water vapor and the growth depends on the impingement
rate $ of H,SO, molecules. When a sulfuric acid molecule condenses onto the aerosol, its molality
changes and it moves away from its equilibrium radius determined by the path of minimum Gibbs free
energy (see also Section 2.4.2 on nucleation). Yet, if it absorbs extra H,O molecules it falls back to its

ir is the number density of air molecules, d,, = %(dair +d,) and b, is the accommodation
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equilibrium state or local minimum. This is illustrated in Fig. 2.14. It is assumed here that the water
vapor concentration is multiple orders larger than the sulfuric acid concentration and that the water
vapor equilibrium is obtained instantaneously. At this local minimum in AG, any water molecule that
impinges onto the aerosol, re-evaporates immediately (Hamill, 1975)(Weisenstein et al., 1997). Note
that the aerosol can still grow or shrink when the RH of the surrounding system changes as shown in
Fig. 2.15. In case Ny g0, > Ny,o Or when the RH is above 100%, this theory requires modifications.

Secondly, the expression for dr,/dn, in Eq. (2.57) assumes that the average volume per molecule
and the mole fraction of sulfuric acid in the aerosol is constant. The evaluation of Eq. (2.59) requires
small increments over the radius to limit the error, thus small time steps. A third shortcoming of the
growth equation above is the omission of several other influential factors such as the effect of dissolved
impurities (core material) on the vapor pressures, the influence of latent heat released by vapor con-
densation on the temperature of the droplet (thermal diffusion), and the attachment of H,O clusters to
H,SO, molecules through the diffusion of water (Turco et al., 1979).

Nns=100

"a | 20 -

Growth trajectory

“Path of minimum AG /___._nmo

n,

20 40 60 80 100
B RH , %

Figure 2.14: Growth trajectory for a solution droplet in the Figure 2.15: Equilibrium radius of embryo as a function of
n 4, ng plane (Hamill, 1975) relative humidity for droplets containing 2 to
100 molecules of H,SO, (Hamill, 1975)

Ultrafine particles grow less fast than bigger particles because of the Kelvin effect (see Section 2.1.2).
At larger sizes, the surface tension is less influential and the amount of water molecules that can be
absorbed for every sulfuric acid molecule increases (Hamill, 1975). The same effect can also create
a peculiar situation where smaller particles evaporate while larger particles continue to grow (Hamill
& Yue, 1979). However, for radii larger than 0.1 ym the growth rate slows down as more molecules
are required to cause a significant change in size. Consequently, PSDs tend to ‘squeeze’ over time,
creating a smaller size range (Seinfeld & Pandis, 2016). Logically, the time of growth is inversely
proportional to the number concentration of H,SO,. Furthermore, the accommodation coefficient b, for
the condensation of H2SO4 molecules on particle surfaces remains a point of uncertainty. It can range
anywhere between 0.1 - 1. Most authors assume that the coefficient equals unity but Yu and Turco
(1998) warn that it might be significantly lower for particles between 0.05 - 0.5 ym. They predict values
closer to 0.1 for submicroscopic particles.

Remark that the condensation rate, and correspondingly aerosol growth, is heavily influenced by
the nucleation process as they both compete for the same vapor source. Therefore, depletion of acid
vapor over time should be accounted for.

2.6. Coagulation

The third and final stage of aerosol growth is called coagulation and involves the collision and coales-
cence of stable aerosol particles. It continues long after the vapor source has been depleted until it is
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eventually quenched by dilution of the plume. The interaction between the dilution rate of the plume
(increase in volume) and coagulation is discussed in Section 2.7.2. The relative motion between two
particles that forgoes collision can be induced through Brownian motion (thermal agitation), gravita-
tional sedimentation or turbulent motion and it is further influenced by hydrodynamics (viscous forces),
the presence of electric charge, the size of a particle and its fractal geometry. All this phenomena can
be accounted for by specifying specific coagulation rate coefficients, or kernels, which are commonly
superimposed although this theoretically leads to erroneous results due to interdependencies. For a
complete summary on coagulation mechanics, the reader is referred to the works from Fuchs (1964),
Jacobson (2005) and Seinfeld and Pandis (2016). The primary effect of coagulation is that it limits
the particle number density n, whereas the amount of condensable vapor predominantly governs the
obtained particle size or total aerosol mass in the system (Turco and Yu, 1997, Rasch et al., 2008).
Yet, as will become clear in Section 2.7.2, the comparatively short time frames of the nucleation and
condensation stages cannot compete with the long-lasting coagulation stage which makes coagulation
the dominant particle growth process under elevated concentrations in an engine plume (Turco and
Yu, 1999, Pierce et al., 2010). The timewise variation of the particle size distribution of a coagulating
aerosol can be described by Eq. (2.63), which is a version of the aerosol continuity equation (Yue &

Deepak, 1979).
on(r,t)
ot

= —n(r, t)/o K(r,7)n (' t)dr

1 [ [
+2_[ ‘é K(ri’rﬂ')n<ri7t)n(7'jvt)d7‘idrj

where n(r,t) dr is the continuous number distribution of the particles that participate in coagulation
and K (cm?® particlef1 s ') is the coagulation kernel. The first term on the right describes the reduction
in number of particles of radius r as they collide with other particles, while the second term on the
right accounts for the production of newly sized particles with radius r through coalescence of two
particles with radius r, and r,;. The method is volume-conserving such that the radii are related through
Eq. (2.64).

(2.63)

3+ 7"? =3 (2.64)

It is possible to include more terms in the continuity equation that account for condensational growth
and the scavenging of newly formed aerosol by ambient aerosol in the atmosphere. The former has
been treated separately in Section 2.5 and the latter is neglected for now. For those who wish to know
more, Turco and Yu (1997, 1998, 1999) have derived some powerful analytical solutions to the aerosol
continuity equation that include the effects of condensation, and aerosol scavenging by soot under cer-
tain limiting conditions. Now, because the evaluation of Eq. (2.63) over time in continuous radius space
is an impossible task due to its large range (easily 4 orders in magnitude), the continuous coagulation
equation can be expressed in logarithmic space using particle size bins. Please see Section 2.1 where
the effects of this mathematical transformation are discussed. Following the approach from Yue and
Deepak (1979), one can obtain the discrete coagulation equation for a polydisperse population which
is given here by Eq. (2.65) from Weisenstein et al. (1997).
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where the subscripts now denote particle bins with size indices i and j. Note that the particle number
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concentration of a bin ¢ can only increase through collisions between particles of bin i —1 and bin i —1,
bin ¢ and bins smaller than bin ¢, or bin i — 1 and bins smaller than i — 1.

The rate at which coagulation happens is governed by the coagulation kernel K;;, or the collision
frequency per unit volume. This kernel is often a superposition of individual kernels that simulate a
multitude of microphysical processes. The size and shape of the particles that partake in coagulation
can have an impact on the coagulation/collection/coalescence efficiency E,,, (among other factors),
especially in the kinetic regime where not all collisions result in coalescence. This efficiency needs to
be multiplied with the kernel. Note that this study assumes all particles are spherical and only considers
two-body collisions, but in theory more bodies could be involved in a single collision.

An intuitive way to quantify the impact of several microphysical effects is to compare their coagu-
lation kernels. Figure 2.16(a) indicates that Brownian motion is the dominant coagulation mechanism
for particles below 1 ym or the kinetic regime, which is supported by Yu and Turco (1998) and Golja
et al. (2021). Diffusion enhancement, the second biggest contributor to the kernel, is an indirect effect
of Brownian motion and the eddies that particles create in their wake. Remark that for sub-micrometer
particles the contributions by other processes pale in comparison with the Brownian coagulation kernel
as they are 4 to 8 orders in magnitude lower. However, the author expects that the presented kernels
related to turbulence use standard atmospheric turbulence dissipation rates (¢, ~ 10" — 10% cm?s~3)
which are non-representative of the conditions found in a jet engine plume (¢, ~ 10* — 108 cm? s73).
The difference could amount up to 4 - 6 orders of magnitude, increasing the contribution of turbulent
shear and acceleration, but still not surmounting the effect of Brownian motion. In addition, the pres-
ence of electrical charge in the form of ions can significantly enhance the collision rate and sticking
probability of two colliding particles and is not shown here. The nature of the particle (liquid, solid or
mixed) can also play a role, but this is outside the scope of this research.
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Figure 2.16: (a) Coagulation kernels for five processes when a particle 0.01 um in radius coagulates with particles of different
size at 298 K. (b) Coagulation kernels for five processes when a particle 10 ym in radius coagulates with particles
of different size at 298 K. The dip at 10 ym results because the difference in fall speed is zero at that point. The
real width of the dip is narrower, but the resolution of the size bins used for the graph was coarse (Jacobson, 2005).

2.6.1. Brownian Coagulation

The introduction to Section 2.6 introduced the concept of coagulation kernels and showed that the
collision rate of aerosol particles as the result of Brownian motion are the dominant contribution to
particle aggregation. Brownian coagulation is fairly well understood and the uncertainty is much smaller
compared to nucleation and condensation rates (Pierce et al., 2010, Seinfeld and Pandis, 2016). This
study follows the formulation of the coagulation kernel from Eq. (2.66) as derived by Fuchs (1964),
which is applicable in all three regimes of fluid-particle interactions: continuum, transition and free
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molecular flow.

K;j =4 (r;+r;) (Dp, + D)
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where D (cm? s~ ") is the Brownian diffusion coefficient given by Eq. (2.23), ¢, is the average kinetic
velocity of a particle from Eq. (2.25) and b, is the sticking coefficient. For more information on the origin
of Brownian motion, please consult Section 2.2.2. Note that in the calculation of the diffusion coefficient
and the Knudsen as part of the Cunningham correction factor, you need to use the ‘effective’ mean free
path defined as Eq. (2.67). The correction factor ¢, is given by Eq. (2.68) and corresponds to the mean
distance from the center of a sphere reached by particles leaving the sphere’s surface and traveling a
distance of particle mean free path A, (Jacobson, 2005).
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in which N, is the number density of air molecules and d,, = %(dair + daerosol)-
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where
\; = (8Dg,) / (n¢;) (2.69)

The Brownian coagulation kernel is visualized in Fig. 2.17 for particles of different sizes as a function
of their diameter d,,.
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Figure 2.17: Brownian coagulation coefficient Ky, for coagulation in air at 25 °C of particles of diameters d,,; and d,,. To use
this figure, find the smaller of the two particles as the abscissa and then locate the line corresponding to the larger
particle (Seinfeld & Pandis, 2016).
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It is clear that the collision kernel increases with the ratio of particle diameters which is indicative of
the increasing synergy between the two particles. For equally-sized particles, a maximum is reached
around 0.02 ym. Large particles coagulate relatively slowly compared to smaller particles, but they
on the other hand tend to miss each other more often because of their smaller cross-sectional area.
A large and small particle combine the advantages of a large target area and a large relative speed
difference which results in a larger collision rate. One can show that in the continuum limit Kn — 0 the
coagulation kernel is independent of the particle size, while the kernel in the kinetic regime Kn — o is
proportional to the square root of the particle size (Turco and Yu, 1998, Seinfeld and Pandis, 2016).
As noted in the introduction to this section, not all collisions results in coalescence and this is ac-
counted for via a general coagulation efficiency E,,,, or in this case a sticking coefficient b,. While
many models simply assume this coefficient is equal to unity, this is probably an overestimate of the
coalescence of ultrafine particles (< 0.1 ym) according to Yu and Turco (1998). By looking at Eq. (2.66),
one can see that K is only sensitive to variations in b, when r;, +r; < A;. Thus, when bigger particles
collide, they can be seen as permanently aggregated. Yu and Turco (1998) propose a semi-empirical
relation to estimate the dependence of b, on the particle sizes which is shown here under Eq. (2.70).

bs(r- 7"») = Min bl(:)g<7'ref/\/ﬁ7'j>/Ic)g(""ref/7"mole(:ule)7 1 (270)
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where by = 0.01, r s = 10 nm and 7 g1ecue = 0-277 Nm.

2.6.2. lon-induced Coagulation

The presence of an electrostatic field normally does not have a big impact on aerosol coagulation ker-
nels under standard atmospheric conditions because there needs to be a significant charge difference
between the two colliding bodies. Clouds can contain charged ice crystals which leads to enhanced
coagulation with aerosol particles, but self-coagulation of aerosol is usually not significantly affected
(Jacobson, 2005). Yet, Section 2.3.2 explained that copious amounts of molecular-sized ions can be
found in the wake of a jet engine as the result of chemi-ionization processes during combustion and
Section 2.3.1 revealed that a significant amount of soot particles are present in wake as well which may
lead to persistent cloud/contrail formation under the right conditions. The discussion thus far focused
on the role of chemiions during particle formation/nucleation and their role in the activation of soot par-
ticles. For more information, consult Section 2.4. Once charged particles clusters have formed, the
presence of ions at their core core leads to enhanced attraction/repulsion during coagulation, increas-
ing the overall collision rate and the probability that particles coalesce upon impact. Incorporating this
effect in a theoretically consistent way at low computational expense is still a work in progress and
requires further investigation (Benduhn, 2008).

A relatively inexpensive approach is the one from Fuchs (1964) which uses a semi-empirical formu-
lation for the potential energy WV that exists between two charged particles corresponding to the central
electrostatic force F'. This base form does not take into account the asymmetric charge distribution of
molecular scale clusters, which becomes important when a charged particle interacts with a polarizable
molecule. To generalize the base equation, Yu and Turco (1998) include a permanent dipole moment
(PDM), which is an uneven distribution of charge, where the final formulation is given as Eq. (2.71).
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where ¢; and ¢; (C) are the charges located at the center of the particle clusters, g, (C) is the elementary
charge and L; (Cm) is the PDM of the condensing molecular species (in this case H,SO,). The first
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term on the right represents the Coulomb force, the second are the inductive forces and the third is
the PDM correction for molecular sizes. The corresponding electrostatic enhancement factor f,, is
calculated via Eq. (2.72).
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By solving Eq. (2.72) numerically for equally-sized particles with charge ¢, = ¢, and possible combina-
tions of ¢; = sg; (s = —1,0, 1), you obtain the curves depicted in Fig. 2.18.
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Figure 2.18: Dependence on particle size of (a) the coagulation enhancement factor and sticking coefficient and (b) the coagu-
lation kernel, with and without the effects of electrical charge. Adapted from Yu and Turco (1998).

The impact of electrostatic enhancement on the collision rate of small particles is striking as the en-
hancement factor for oppositely charged particles can be larger than a factor 100 for the smallest
aerosol droplets with radii of approximately 0.3 nm. Similarly, charge-like particles result in repulsion
and notice that the effect is stronger than attraction because it is more difficult to achieve collision than
merely repelling any particles in the vicinity. Charge-neutral interactions also enhance coagulation,
although be it less profound with a factor closer to 1 - 2. This is because charged particles induce
temporary image forces (polarization) in neutral particles (Starik, 2007). Once particles grow beyond
radii of 10 nm, the charge effects become negligible. The electrostatic force field induced by an ion
decays relative rapidly with increasing radius. As a result, larger particles can’t use it to their advan-
tages to stabilize growth and increase the sticking probability. This is based on the assumption that a
single ion charge is located at the center of the aerosol and this approach should not be used for multi-
charge distributions. Typically, the initial size of soot and mixed solid-liquid aerosols is about 20 nm and
because they are additionally sparsely distributed, they do not experience strong electrostatic effects
during growth (Yu & Turco, 1998). The observant reader will also notice two curves for the neutral case
(without electrostatic enhancement) where two different sticking coefficients are used. One assumes
all collisions result in coalescence (b, = 1), the other applies the scaled sticking coefficient b(r;,r;)
from Eq. (2.70) which results in a retarded collection rate for smaller particles. When charge effects
are present, b, is equal to unity because the electrostatic potential is much larger than the kinetic en-
ergy of colliding mono- and dimers. Understanding the role of chemiions in an aircraft plume remains a
complex issue with various uncertainties about its mechanics. According to Yu and Turco (1998), they
have a profound impact on the PSD from the start as large concentrations of ultrafine aerosol clusters
form upon the ions themselves in the milliseconds after ejection. Subsequently, these ionized particles
are much more efficient at scavenging sulfuric acid than neutral clusters and coagulate at a faster rate
among themselves. This inhibits the growth of the neutral part of the nucleation mode particles and
results in accelerated growth of ionized segment. The result is a bimodal-shaped PSD (see Fig. 2.8)
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as opposed to the recurring log-normal distribution for atmospheric aerosol. While laboratory observa-
tions (e.g. Arnold (2006)) seem to confirm this trend, in-situ measurements of aircraft plumes failed to
provide clear evidence in the past due to the limited sampling range of its acquisition probes.

2.7. The Aircraft Plume

Up until now the discussion mostly ignored the influence of the plume domain on aerosol mechanics,
but it is an important part of the aerosol growth process because it leads to non-linearity in the chemical
rates (e.g. nucleation). Non-linear effects or plume-scale effects are conditions where the chemistry be-
haves differently than the surrounding atmosphere (Fritz, 2018). This is the result of elevated saturation
levels of vapor sources such as H,0 and H,SO,, the presence of chemiions in high concentrations, and
the evolution of jet wake turbulence among others. A good example is the discussion in Section 2.4.1
on the failing linear dependence of the ion-induced nucleation rate on the ion concentration under ele-
vated conditions (Yu, 2002). Injecting high H,SO, concentrations as part of SAl may further aggravate
these effects or conversely reduce them. Therefore, it is essential to have a good understanding of
plume dynamics.

As part of the Climatic Impact Assessment Program (CIAP), plume dynamics were reviewed ex-
tensively in the early 1970s (Yu & Turco, 1998) and not much progress has been made in the field of
plume morphology hereafter apart from some more advanced large-eddy simulations (LES) (e.g. Un-
terstrasser et al., 2014, Paoli and Shariff, 2016) to investigate the mixing mechanics in the exhaust
plume. This is the topic of Section 2.7.1. Then, around the turn of the century, increasing concern
about the possible impact of aircraft emissions on the climate lead to a new series of in-situ measure-
ments involving sub- and supersonic aircraft flying in the tropo- and stratosphere. Famous examples
are the AEAP project by NASA in North-America (e.g. Friedl et al., 1997, Fahey et al., 1995) and the
POLINAT, SULFUR experiments by DLR in Western-Europe (Schumann et al., 2002). In the follow-up
of these experiments, multiple PDMs with varying complexity were created to simulate the dispersion of
engine emissions and investigate aerosol growth to gain insight in the dominant formation mechanics.
Therefore, Section 2.7.2 focuses on the contribution of individual microphysical processes to aerosol
growth in an expanding plume that undergoes mixing.

2.7.1. Plume Morphology

In order to understand the following discussion, it is helpful to explain some terminology which is com-
monly used to describe an aircraft plume. There is no exact definition of an aircraft plume and this
study chooses to define it from an emissions standpoint, it being the temporary volume created by the
passing of an aircraft that contains elevated concentrations of pollutants above ambient conditions. The
morphology of a plume refers to its structure or shape which is dependent on the turbulence intensity
and stratification of the atmosphere as well as the influence of the aircraft through wake turbulence of
which the jetwash and wingtip vortices are main contributions. A plume degrades over time, it dilutes
through the act of dispersion where the particles of a substance scatter in the air, reducing pollutant
concentrations and weakening plume-scale effects. In literature, the terms dilution and dispersion af-
ter often used alternately to describe the same process. However, this study would like to stress that
dispersion is one cause of dilution (next to advection for example). Dispersion is synonymous to diffu-
sion, a process of spreading, but diffusion comes in many forms: molecular or spontaneous diffusion,
Brownian or thermal diffusion and turbulent diffusion. The reader is referred to Section 2.2.3 to learn
more about their differences.

The evolution of the aircraft plume can be categorized in four dynamical regimes based on time and
mixing intensity (ratio of entrainment). They are illustrated in Fig. 2.19. The jet regime, a momentum-
driven axisymmetric flow, is the earliest stage of the plume and initially undergoes free expansion. It
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experiences strong diffusion through turbulent entrainment of the ambient air as a result of the jetwash,
which is the turbulence associated with the rapid expulsion of hot gases from the engine. At the same
time, due to the spanwise variation in circulation along the wing wing, a trailing vortex sheet is created
which rolls up in a pair of counter-rotating vortices that are shed at the wingtips and interact with the jet
wake. After a few seconds (¢t ~ 10 s), the evolving vortices eventually trap the engine exhaust in their
core forming the primary wake. This marks the start of the vortex regime, a period of slow mixing and
low dilution. The vortex pair sinks in the vertical direction as the result of their mutual downward velocity
induction and warms up. At that stage, a secondary wake is created as the result of baroclinic instability
(density difference). A small part of the exhaust mass, temperature, and momentum is detrained from
the primary wake and rises upward, connecting the primary wake to the cruise altitude. As a result,
it experiences a different dynamic and microphysical evolution. This stage lasts up to 3 min (¢ ~ 100
- 200 s) depending on the vortex strength until the primary vortex pair and secondary vorticity start
to disintegrate. This is the start of the vortex-dissipation regime where the organized vortical motion
breaks up in turbulence and its energy subsequently dissipates into the background. This stage ends
after about 3 hours (¢ ~ 1000 s) once the aircraft-induced diffusion has become negligible. Atmospheric
turbulence and sedimentation will continue to disperse the plume in the diffusion regime until full mixing
is obtained, usually within a few hours. Aircraft plumes can last up to 12 hours and reach up to 100-200
km horizontally while only growing 200-400 m vertically. This is especially true for the lower stratosphere
which has stable stratification and does not experience a lot of convection. (Yu and Turco, 1998, Gerz
et al., 1998, Tait et al., 2022)

Vortex roll-up;
jet/vortex interaction

A few hours

Vortex regime \

Vortex descent; Dissipation regime
Crow (elliptic) instability

~1k
. Diffusion regime m

Stratification;
vortex breakup 5
... To global scales
.‘

Atmospheric variability

Figure 2.19: Classification of aircraft wake evolution into four regimes (Paoli & Shariff, 2016).

Plume dynamics and their influence on emissions have been studied in the past both empirically (e.g.
Schumann et al., 1998) and with the use of high-resolution large-eddy simulations (e.g. Dirbeck and
Gerz, 1995, Paoli et al., 2008) to determine the dilution ratios and diffusivity coefficients associated
with each dynamical regime. Well-constructed LES can provide highly accurate flow fields mapping
out the inhomogeneity of the flow and revealing the strong fluctuations that exist among the pressure,
temperature and humidity levels. However, the high computational cost of LES still limits its application
to specific case studies rather than any fully-fledged sensitivity study of particle formation in the wake.
Only a handful of studies have tried to couple simplified microphysical models with LES. Paoli et al.
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(2008) concluded that inhomogeneity in the plume can lead to strong alterations of the PSD compared
to a plume where thermodynamic quantities are averaged across the plume. This is the result of
turbulent entrainment of cold ambient air and the transport of fluid particles from the hot center of
the plume to the colder outer edges of the plume. In the past, researchers have simplified plume
morphology considerably by creating quasi-one-dimensional representations of the wake with a single
circular streamtube behind the aircraft and a constant expansion rate as is shown in Fig. 2.20. The low-
cost Gaussian plume model (GPM) is very popular among literature to simulate plume cross-sectional
areas and concentrations and makes use of empirical or LES-calibrated diffusion coefficients to account
for each regime. Yet, it is not applicable to simulate the dispersion of chemically active species which
can result in non-uniform concentration distributions as mentioned previously in Section 1.1 (Kraabgl
et al., 2000). To alleviate this problem and bridge the gap between simple GPMs and costly LES,
Fritz et al. (2020) created APCEMM, a multi-layered microphysical plume model, which starting from
the dissipation regime, accounts for radial variations in emission concentration levels and asymmetry
of the plume. Sitill, they choose to model the jet and vortex regime as an expanding box with cross-
sectional homogeneity in accordance with the approach of Karcher (1995), because the entrainment
rates are low and mixing is relatively consistent across the plume. Figure 2.21 shows a depiction
of a multi-layered plume. As mentioned in Section 1.2, one of the key objectives of this study is to
investigate whether spatial fluctuations in temperature and concentrations heavily affect the non-linear
microphysical processes early on in the plume. Therefore this study does investigate the jet regime and
tries to simulate the flow field more accurately with a decoupled RANS simulation, which is explained
in more detail in Section 4.1.

Circular or
elliptical Layers
layers
Figure 2.20: Quasi-one-dimensional single plume represen- Figure 2.21: The multi-layered plume (Kraabgl et al., 2000).

tation of aircraft wakes.

2.7.2. Plume-scale Aerosol Microphysics

This literature review has now covered binary H,SO,-H,O aerosol thermodynamics, fluid-particle in-
teractions, processes related to aerosol formation and growth, engine emissions, and aircraft plume
dynamics. To end the discussion, it is only natural that the impact of plume-scale effects on aerosol
microphysics and the interdependence of individual microphysical processes is elucidated. Past re-
search has shown that the steady-state PSD of secondary aerosol, formed in the aircraft engine wake,
is highly insensitive to variations in nucleation and condensation rates. Nucleation and condensation
act on remarkably short timescales compared to coagulation, as illustrated in Fig. 2.22. Within sec-
onds after emissions, almost no H,SO, vapor remains in the system and further growth of the aerosol
purely happens through self-coagulation. The dominant role of coagulation in the aerosol growth pro-
cess cannot be understated as it continuous to reduce the aerosol particle concentration long after
the formation of new particles has seized, shifting the PSD to larger particle sizes. Any differences in
the freshly nucleated aerosol population are quickly damped by coagulation as it is proportional to the
square of the particle concentration (Benduhn et al., 2016; Pierce et al., 2010; Turco & Yu, 1999). The



2.7. The Aircraft Plume 45

only countermeasure to coagulation is particle dispersion or diffusion and in the jet regime this happens
predominantly through turbulent entrainment of ambient air which increases the plume volume and re-
duces the concentration of aerosols as well as condensing vapor. This competitive interplay between
coagulation and dilution quickly became the focus of research at the end of the 20th century as various
PDM were built to analyze the dispersion of aircraft emissions. It was believed that the PSD might be
invariant to the early growth stage and could purely be modeled through asymptotic solutions to the
coagulation equation.
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Figure 2.22: Schematic showing the rough timescales where various processes are important within the aircraft plume following
H2S04 emission. The timescales for the processes vary from the values shown here depending on the nucleation,
condensation and dilution assumptions tested in the plume model (Pierce et al., 2010).

It was Friedlander and Wang (1966) who showed that a lognormal PSD is a self-preserving spectrum
under Brownian coagulation. This also holds for processes that involve nucleation and condensation
as long as Brownian coagulation is dominant (Picht et al., 1970). Lai et al. (1972) expanded on this the-
ory by proving that it holds in both the continuum and free-molecular regime. Based on this approach,
Turco and Yu (1997, 1998, 1999) showed analytically that, beyond a initial concentration threshold,
the steady-state aerosol particle population inside an expanding jet plume is independent of its for-
mation rate and instead governed by the dispersion/mixing rate of the plume and self-coagulation of
the aerosol. They even formulated an expression for the invariant aerosol population analogous to
the self-preserving log-normal PSD for Brownian coagulation derived by Friedlander and Wang (1966).
Their approach fully determines the time evolution of the aerosol and provides an estimate for the to-
tal number concentration of the aerosol after reaching atmospheric background conditions. However,
the theory assumes some stringent conditions and this makes it highly unlikely that this method is
an accurate representation of reality. The problem with this theory is threefold, it assumes a uniform
aerosol population (in size and concentration) across the plume, uniform mixing and a size-averaged
coagulation kernel. While Wang and Friedlander (1967) already showed that under a size-dependent
coagulation kernel (Knudsen number dependence) the self-preserving property of PSD does not hold,
the previously-mentioned authors also recognize that in the presence of turbulence, spatial and tempo-
ral inhomogeneity in concentration levels might lead to variations in the PSD. Likewise, the presence
of soot and ions can result in unforeseen alterations to the PSD as the initial population consists of
different aerosol types and sizes (F. Yu, personal communication, November 10, 2022).

Although self-limited growth seems unlikely in the wake of an engine aircraft, it did lead to insights
in the competitive effect of dilution/mixing and coagulation. The influence of self-coagulation and dilu-
tion can be evaluated through their characteristic time constants. Based on empirical data, the time
evolution of the plume volume (or its cross-sectional area at that time instant) can be estimated with
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Eq. (2.73) (Rasch et al., 2008).

V(t)/Vo = (141t/Tmi) ~ 100t%8  where ¢ > 0.0032s (2.73)

where 1/, is the initial plume volume and 7.,,;, (s) is the characteristic mixing time scale. In the case of a
jetengine, 7, is anywhere between 0.1 and 10 s based on Schumann et al. (1998). The characteristic
time constant for coagulation 7, is given by Eq. (2.74).

2
= (2.74)

NpOKCO

7-()0

where N, is the initial aerosol concentrations and K, is the initial coagulation kernel.

Rasch et al. (2008) visualize the effect of the rate of mixing on self-coagulation in Fig. 2.23 by
defining a scaled time parameter, f, = t/7.,, and scaled mixing parameter f,, = Tnix/7co- YWhen
mixing is comparatively slow compared to coagulation (high values of f,,), the aerosol concentrations
in the volume are preserved longer which results in more collisions, thus bigger growth of the average
particle radius and a decline in aerosol numbers. Conversely, for fast mixing rates, dilution of the
plume quenches coagulation and you end up with more particles of smaller size which is desirable for
SAl applications. Prompt self-coagulation under slow dilution/mixing rates is difficult to compensate for.
Only reducing the initial particle concentration would help, but this would require lower injection rates
and lead to additional flight activity which then again affects payload and/or infrastructure (Rasch et al.,
2008; Turco & Yu, 1999). Luckily, prompt coagulation should normally not be an issue in jet engine
wakes as the mixing rate is sufficiently high. Another factor that might lead to a reduction in aerosol
particle numbers is the entrainment of larger background particles which scavenge freshly nucleated
particles before they grow to size. Turco and Yu (1999) estimate their influence to be low, but Benduhn
et al. (2016) advise to keep the early plume growth period as short as possible such that particles are
large enough by the time background interaction becomes dominant.
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Figure 2.23: Evolution of the total concentration of particles V,, and the mass-mean particle radius 12, in an expanding injection
plume. Both variables are scaled against their initial values in the starting plume. The time axis (f, = t/7¢,) is
scaled in units of the coagulation time constant tco. Each solid line, corresponding to a fixed value of f,,, gives
the changes in N, and R, for a specific mixing time scale tmix measured relative to the coagulation time scale
Teo OF frn = Tmix/Teo- The heavy dashed line shows the changes at the unit mixing time, for which f, = f,, when
the plume cross-sectional area has roughly doubled; the longer the mixing time scale, the greater the reduction in
particle abundance and particle radius (Rasch et al., 2008).



Methodology

This chapter provides a comprehensive and transparent account of the research process. It starts by
recapitulating Chapter 2, summarizing the known microphysical pathways that lead to the formation
and growth of sulfate aerosol in a jet engine wake in Section 3.1. This preludes the explanation of the
research approach in Section 3.2, including the research questions, and what cases were considered
in the verification process and the sensitivity study. Lastly, Section 3.3 elaborates on the modeling
framework and the new features that were implemented, i.e. the implementation of the local distribution
of temperature and water vapor in the domain, and the entirely new nucleation module that includes
ion-induced nucleation.

3.1. Pathways to Sulfate Aerosol Formation and Growth

The possible pathways to sulfate aerosol formation and growth are numerous because there are other
compounds present in a jet engine wake besides gaseous H,SO, and H,0. The schematic in Fig. 3.1
depicts most of the known pathways that were identified as part of the literature review on aerosol
mechanics in Chapter 2, focusing on the predominant channels. This study will only consider secondary
aerosol, i.e. particles that form from condensable vapor in subsequent stages of the plume.
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Figure 3.1: Responsible processes for aerosol particle formation in a jet engine wake (Starik, 2007).
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The first stage of particle formation is usually nucleation which serves two functions, it creates new liquid
particles from the vapor phase through homogeneous nucleation and it activates pre-existing particles,
like soot, through heterogeneous nucleation such that they become condensation nuclei. If the process
involves multiple species, it is called heteromolecular, or in this case, a ‘binary’ process because pure
sulfate aerosol only contains H,SO, and H,O (Yu & Turco, 1998). For the particular case of SAl and
the buildup of large vapor concentrations, the nucleation barrier (a probability function that governs the
formation of clusters against the trend of cluster decay) can vanish and particle formation becomes
kinetically limited. Then we speak of barrierless kinetic particle formation as opposed to nucleation
(Merikanto et al., 2016). Nucleation can be aided through external factors such as a third compound
which acts as a catalyst by participating in the formation process (e.g. HNO;) or through electrostatic
attraction in the presence of charged particles (ions).

Once a stable aerosol embryo has been formed, the process of particle growth continues either
through condensation (2nd stage) or coagulation (3rd stage). Although both growth processes can ex-
ist simultaneously, condensation is usually dominant for the early lifetime of a particle. Condensation,
in the way that it is treated here, is defined as the phase transformation of a gas-phase substance to
its liquid form when in contact with an ‘activated’ pre-existing particle, otherwise called ‘condensation
nuclei’ (CN). The reverse process is called evaporation. In the undisturbed stratosphere, condensation
is usually the biggest contributor of the vapor-to-particle conversion, but coagulation is undoubtedly the
dominant growth process in an aircraft plume (Pierce et al., 2010; Weisenstein et al., 1997). Coagu-
lation is a mechanical process where two particles collide and fuse because of their relative motion,
induced by either Brownian motion, gravitational settling, ions, or turbulence (Yu & Turco, 1998). In
the end, the aerosol population consists of volatile particles (no solid core upon evaporation) and non-
volatile particles covered in a soluble (mixed).

A word of caution, throughout this study it has been mentioned several times that the presence
of non-volatile material (mostly soot) and chemiions in the wake can significantly alter the aerosol
formation process. Activated soot provides a grow bed for H,SO, droplets to nucleate onto. While it
is very rare for pure sulfuric acid particles to freeze, mixed H,SO,-soot particles also tend to freeze
more easily and create contrails. Condensation rates are heavily affected by ice forming and this
should be accounted for. If the ice supersaturation is persistent, this leads to cloud formation. A good
indicator for the formation of contrails is the Schmidt-Appleman criterion (Appleman, 1953; Tait et al.,
2022). Yet, the stratosphere is relatively dry and the atmospheric temperature usually does not allow
contrails to appear (Zhao & Turco, 1995). Moreover, given the comparatively low concentrations of
soot in the engine wake in the case of SAl, it is believed that soot does not have a significant impact
on the particle size distribution of H,SO,-H,O aerosol in the stratosphere (Turco and Yu (1998); F. Yu,
personal communication, November 10, 2022). Chemiions on the other hand could play a significant
role in the early formation process, and should be accounted for, based on their ability to stabilize early
cluster formation, and to enhance neutral coagulation. Remember that ion-induced particle formation
is always energetically preferred to neutral particle formation (Merikanto et al., 2016).

3.2. Research Approach

This research started out as a logical continuation of the work from Golja et al. (2021) on aerosol dynam-
ics in the near field of the SCoPEX stratospheric balloon experiment. The aim of this study is to act upon
their recommendation to identify any weaknesses in the modeling of high-density aerosol nucleation,
condensation and coagulation in an aircraft wake. The literature review on aerosol mechanics revealed
that (1) the role of chemiions in particle formation is considerable, and should not be excluded from
the modeling framework; (2) while non-volatile particulate matter (of which soot comprises the biggest
share) will not be able to significantly influence the particle formation process given their low number
densities in the plume; (3) large uncertainties are involved with the modeling of high-density nucleation
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and condensation, especially in hot environments given the limited temperature range of the parame-
terizations in Table 4.1; (4) Previous studies have pointed out that the PSD is remarkably insensitive
to strong variations in nucleation and condensation rates given the short timescales they are allowed
to continue, as opposed to coagulation which spans several time decades (see also Section 2.7.2 on
self-limited growth). Yet, there are concerns that the adopted modeling approaches, which lead to this
conclusion, are based on too stringent conditions (e.g. uniform population across the plume, uniform
mixing, and a size-averaged coagulation kernel); (5) the high injection concentrations that are required
to make an SAl mission economically/logistically viable impose a serious risk of prompt self-coagulation,
and overshooting the target particle size by the end of the early growth period. As a result, the choice
of where to inject, and the associated diffusion/dispersion rates, may have a significant impact on the
steerability of SAI.

Based on these findings, the choice was made to expand on the modeling approach of Golja et al.
(2021), and replace the flow field with a RANS simulation of the jet engine wake. The microphysical
routines were adapted to improve the fidelity of the simulation: the existing nucleation routine was
replaced entirely, to improve the validity range and allow for the modeling of ion-induced nucleation;
the thermodynamic parameterization for the equilibrium vapor pressure over a flat surface of liquid
water was replaced; and the entire microphysical module was adapted to work with local (gridded)
temperature and water vapor concentrations instead of a global uniform value. The plume dispersion
model is discussed in its entirety in Chapter 4, but the implementation of the gridded distribution of
temperature and water vapor, as well as the ion nucleation module, is explained in Section 3.3.

3.2.1. Research Questions

To formulate the research questions, let us return to the research objective in Section 1.2 which ex-
presses the intend to gain insight in the growth process of Accumulation-Mode H,SO,-H,O aerosol in
a jet engine plume after injection of condensable sulfuric acid vapor by realistically simulating the jet
regime using the RANS equations. Therefore, the main question this investigation aims to answer is:
“What are the mechanisms within the near-field of a jet engine wake that lead to the creation
of aerosols and subsequent growth, when accounting for local variations in temperature and
relative humidity?”

The first steps to address this problem have been undertaken by reviewing relevant aerosol models
and their validity range. To investigate the interaction among different aerosol growth processes further,
some important sub-questions could be: At what stage do certain processes become significant and
what time intervals do they span? How do they compete for the same vapor resource by looking at
the H,SO, depletion rates? This might prove insightful to establish a correct injection strategy that
incorporates factors like engine settings, injection rates, and locations. Based on the answer to the first
research question, a second research question is addressed: “How can classical thermodynamic
approaches to nucleation and condensation be improved to better model high-density aerosol
formation from condensable vapor?”

The goal is to identify the modeling errors that are most impactful on the growth process of the
aerosol, and the final particle size distribution. If possible, alternative approaches will be considered
to increase the model’s fidelity. In general, the literature review revealed several assumptions and
limitations in modeling aerosol mechanics in a jet engine wake. Yet, their impact is uncertain, or not
quantifiable. Therefore, a third research question is formulated: “What are the key uncertainties in
modeling aerosol mechanics in a jet engine wake and how do they impact our understanding
of the microphysics?”

The answer to the third question will enable us to improve on the right areas in the modeling ap-
proach, and to perform targeted sensitivity studies in subsequent stages to quantify their relative impact
on the microphysics.
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3.2.2. Study and Verification Cases

In order to formulate an all-inclusive answer to the research questions from Section 3.2.1, a series of
sensitivity studies is to be carried out by varying several key parameters such as temperature and the
initial concentrations of H,SO,, H,O, or chemiions at the engine exit; injecting into the core, bypass
or further downstream; or variations in the turbulence parameters such as the Schmidt number are
also among the possibilities. However, the first step is to verify the trustworthiness of the simulation.
As mentioned in the the introduction, there is is a need for in-situ observations of near-field plume
aerosol dynamics for SAl applications in order to truly validate the model output because no experi-
mental datasets exist that cover any realistic recreation of a SAIl scenario that employs aircraft as a
distribution platform (Floerchinger et al., 2020). To the author’s knowledge, no simulations have been
reported on SAI studies in the early-plume regime. It is possible to circumvent part of the problem by
looking at the experimental investigations from e.g. Fahey et al. (1995), Friedl et al. (1997) & Schumann
et al. (2002) that were conducted to map out aircraft emissions at the start of the 21st century. They
provide a wide range of aircraft wake measurements for various sub- and supersonic aircraft at both
tropo- and lower stratospheric altitudes, but serious concerns were raised on the detection limit of the
measurement equipment as it struggled to detect the nanoscale (below 5 nm) aerosol population under
plume conditions (Karcher, 1998; Schumann et al., 2002). The most common approach to compare a
polydisperse aerosol population is to visualize the particle size distribution (PSD) over time. Key vari-
ables are the particle radius r (or the diameter) and the particle number distribution dn/dlog(r) which
is distributed logarithmically to allow for better visualization of the size range. Figure Fig. 3.2 shows an
excellent example of a PSD of the various aerosol types in an exhaust plume 1 sec after emission (or
roughly 250 m in plume distance). Remark the large estimated ranges of variability of both number and
sizes due to variations of key parameters (e.g. fuel sulfur content, conversion fraction of H,SO,, en-
gine emission parameters, ambient conditions), making it difficult to compare individual cases (Karcher,
1998; Penner et al., 1999). Yet, together with the in-situ measurement data from the SULFUR-7 ex-
periments (Schumann et al., 2002) for a plume of young age (0.4 - 0.8 s after emission), it is possible
to validate volatile and non-volatile particle number predictions under ‘normal’ conditions (meaning no
artificially-increased concentrations of sulfuric acid vapor or other emissions). However, the model that
is used for the purpose of this study, is still under development, and currently unable to simulate dif-
ferent aerosol types (pure, binary, or mixed with a solid core). While ion-assisted nucleation has been
implemented, further adaptation of the coagulation routine by including electrostatic enhancement is
required before the model can predict ion modes correctly. This would demand additional computation
time, because instead of self-coagulation among one aerosol type, one needs to account for positively-
and negatively-charged clusters as well as neutral clusters, and the possibility to recombine/neutralize.
Therefore, the first step is to verify particle formation of binary sulfate aerosol without the inclusion of
ions. Yu and Turco (1998) did a sensitivity study on the differences between ion-mediated nucleation
and neutral nucleation, and presented a neutral particle size distribution for ~ 1.5 s and 16 min after
exhaust emission, as illustrated in Fig. 3.3. This will form the base of the verification process, and from
there sensitivity studies can be conducted on the parameters that were mentioned at the start of this
section. In the future, individual microphysical processes and their effect on the PSD could be verified
by comparing them to other models from e.g. Brown et al. (1996), Yu and Turco (1998), Karcher (1998),
Paoli et al. (2008), and Fritz et al. (2020).
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Figure 3.2: Schematic of the various aerosol types present in a young jet plume. Shown are approximate number size dis-
tributions versus aerosol radius for volatile aerosols (neutral and ionized modes), black carbon soot (primary and
secondary modes), and primary contrail ice particles (dashed line). Exhaust metal particles are not shown. Horizon-
tal and vertical bars indicate the estimated ranges of variability of both number and sizes due to variations of key
parameters (e.g., fuel sulfur content, engine emission parameters, ambient conditions). In the presence of contrail
crystals, the spectra of the other components may be subject to changes (not shown) (Kércher, 1998).
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Figure 3.3: Size distributions of the acid (volatile) particles at two times during the evolution of the plume (~ 1.5 s and 16 min
after exhaust emission) for the classical model, without ions nor soot present, and with ideal “sticking coefficients”
for all particle collision processes (Yu & Turco, 1998).

3.2.3. Research Setup

Because of the uncertainty on potential harmful effects of SAl to nature (see Chapter 1), this research is
done purely by means of numerical simulations. The faculty of Aerospace Engineering at TU Delft has
a strong expertise in numerical flow simulation along side good turbofan jet engine models as well as
a dedicated research group ACNE for aircraft noise and emissions. The engine model is based on the
mission design from Janssens et al. (2020) and built with the Royal Netherlands Aerospace Centre’s
in-house turbine simulation tool GSP 12". This tool provides the initial conditions for the computational
fluid dynamics (CFD) and constrains the problem. The CFD mesh is constructed in Ansys FLUENT,

"https://www.gspteam.com/index.html
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a commercial software program available to TU Delft students, mainly for ease of adaptation should
the need arise to try out different solver types or turbulence models. The results are then interpolated
with tools available in ANSYS to match the grid that is used to solve the microphysical equations. The
additional microphysical routines will be written in MATLAB, and build further on the code that was
developed for the research of Golja et al. (2021). A different possibility would have been to use the
APCEMM microphysical model from Fritz et al. (2020) which was developed in C++ and is made publicly
available through GitHub?. While an argument can be made about better achievable performance with
C++, MATLAB has the preference because of its good data visualization options, mathematically robust
build-in routines and toolboxes as well as good debugger functionality. Itis a commercial software which
limits its widespread use, but it is generally accessible for the scientific community. Thus, for the early
development stage and the implementation of new microphysical processes, MATLAB will be the main
coding language.

3.3. Modeling Framework

The full description of the decoupled plume dispersion model is the topic of Chapter 4. This section
focuses on the specific contributions that were made to the microphysics module of the PMD to increase
its fidelity in simulating aerosol formation and growth in a jet engine wake. Consider Fig. 3.4, which
depicts the structure of the aerosol microphysics module.
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Figure 3.4: Flowchart of the microphysics module, including new contributions.

The new features are indicated by the blue-dashed blocks. The biggest contribution is the inclusion of
a gridded temperature and RH field. This required the addition of a new plume dilution model, which
is the topic of Section 3.3.1. In the end, this affected almost all elements of the microphysics module
because they had to be adapted to work with local field variables instead of a constant value for T

2https://github.com/MIT-LAE/APCEMM
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and RH. A second contribution is the full replacement of the nucleation routine, and the addition of a
ion-nucleation module which is discussed in Section 3.3.2.

3.3.1. Plume Dilution

The dilution rate of the exhaust plume is a crucial factor in the microphysical processes that promote
aerosol growth, but the dilution rate varies widely over the course of a plume’s lifetime depending on
the stage, engine specifications, and ambient conditions. Therefore, the entrainment and mixing of
ambient air, resulting in the expansion of the plume and dispersion of exhaust emissions, has been
the subject of investigation alongside the development of microphysical models. A correct estimation
of the time evolution of emission concentration levels and local temperature is key in simulating early-
plume aerosol microphysics. Technically, all this information can be provided by an accurate numerical
simulation of the flow field and the necessary boundary condition, e.g. the LES investigation from
Gerz et al. (1998) on transport and diffusion of aircraft emissions. Because only the early jet regime is
considered in this study, the RANS simulation should be able to provide the necessary information on
the temperature and mass diffusion rates in the domain. Yet, as the simulation of the flow field was still
under development as part of another study from Tluk (2023), and some information was still missing,
it was desirable to compare the RANS case to other (empirical) studies, given the large dependence of
aerosol microphysics on local concentration, temperature and relative humidity. An excellent source is
the empirical investigation by Schumann et al. (1998) who created a timewise interpolation of the “bulk”
plume dilution ratio, which is the amount of air mass with which the exhaust resulting from a unit mass
of burned fuel mixes per unit flight distance within the bulk of the plume. This curve, shown in Fig. 3.5,
is based on in-situ measurements of CO,, NO, NO,, SO,, H,0, temperature, and contrail diameters
behind subsonic and supersonic aircraft in the upper troposphere, tropopause, and lower stratosphere,
for plume ages of seconds to hours, and sampled from over more than 70 plume encounters.
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Figure 3.5: Dilution ratio versus plume age. The symbols without error bars are derived from measurements. The dots with
error bars denote characteristic values for the engine core and bypass exits. The dilution on the jet axis computed

for two engines of type CFM56 and RB211 is shown by short and long dashed curves. For more information, see
Schumann et al. (1998).

However, the fit is best for young plumes between 1 to 50 seconds, as it fails to capture the early-jet
regime (< 1 s) and the region of slow-mixing during the vortex regime (10 - 180 s) where mixing with
ambient air is almost entirely suppressed (see Fig. 3.6, and also the discussion on plume morphology
in Section 2.7.1). Secondly, and more importantly, the fit is based on averaged plume measurements
while the early plume concentrations are highly non-uniform with a strong Gaussian distribution in radial
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direction. This is confirmed by a two-dimensional mixing model for two separate engines (long-dashed
curves on the bottom) in the core region along the jet axis, which indicate that the concentration on
the plume axis stays about constant until 0.02 s, and then approaches the bulk mean after about 0.3
s Schumann et al. (1998). This study will follow the box-model approach from Karcher (1995) instead,
which puts special emphasis on modeling the relaxation of temperature and peak exhaust chemical
species concentrations in the innermost part of the plume (the core) for the early jet regime. Because
the rate of diffusion in the jet regime is largely the result of turbulent mixing of the wake with the ambient
air, they model the rate of change of temperature and species concentrations through a first-order decay
term with a turbulent entrainment rate w, as shown in Eq. (3.1) and Eq. (3.2).

drT

E = —Wwr (T - Tamb) (31)
dN
dat = —wn (N — Namp) (3.2)

where the subscript ‘amb’ denotes ambient conditions.
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Figure 3.6: Simulated entrainment rate w; of the plume and wake of a commercial airliner versus time ¢ after passage of the
aircraft without (solid line) and with (dashed line) weak atmospheric turbulence. The rate is based on the maximum
value of the concentration of a tracer in the flow field. Taken from Gerz et al. (1998) and adapted by Karcher (1999).

The concentration entrainment rate, depicted in Fig. 3.6 for the case of a high-bypass B747-400 jet
engine operating at subsonic speeds (0.8 Mach), varies significantly depending on the plume regime.
The plume entrains little to no air until ~ 0.01 s after emission, when the mixing process which starts
at the shear line of the axisymmetric jet, has reached the jet axis. At that point, the entrainment rate
reaches its maximum and subsequently decays with ~ 1/t for the time period of the jet regime (Gerz
et al.,, 1998). The jet entrainment rates between 0.001 and 1 s are taken from Karcher (1995), who
extracted them from a two-dimensional turbulent mixing model of a single jet of hot exhaust gas with
the atmosphere. The curve fits of the entrainment rates are shown in Fig. 3.7a. The integration of
Eq. (3.1) and Eq. (3.2) is done in MATLAB with standard “ode15s” functionality for ordinary differential
equations, given appropriate initial and ambient conditions (see Table 3.1).

Table 3.1: Aircraft parameters and ambient conditions for the tropopause and stratosphere study cases.

To (K) T (K) N (#lom®) Ny (#cm®)  ug (M/S)  tamp (M/S)  Pap (WPa)
B7472 590 224 n.a. n.a. 473 237 239
Case study® 570 216 3.5e16 1.0e13 450 210 48

aData from the original model case of the high-bypass B747-400 engine flying at cruise conditions in the tropopause
(Karcher, 1995), but it was not possible to extract bypass parameters.

bConditions for the study case in the lower stratosphere. Biggest discrepancy is the ambient pressure. Water vapor
concentrations are retrieved from Zhao and Turco (1995).
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For the case study in the lower stratosphere, the evolution of peak temperature and water vapor con-
centration in the core of the plume are shown in Fig. 3.8a and Fig. 3.8b. The normalized flow variables
are shown in Fig. 3.7b, in line with figure 3b from Karcher (1995), and clearly indicate slower mixing of
temperature compared to water vapor as a result of the bypass flow temperature surpassing ambient

conditions.
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Figure 3.7: (a) Entrainment rates for the B747-400 engine versus plume age. Due to the presence of a bypass, w is different
from wyy in the jet regime. (b) The temporal evolution of the normalized peak temperatures and water vapor mixing
ratios.
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Figure 3.8: Temporal evolution of the peak (a) temperature, and (b) water vapor concentration in the plume core as a result of
turbulent diffusion. Initial and ambient conditions are reported in Table 3.1.

The next step is to convert the temporal dependence of Fig. 3.8a and Fig. 3.8b to a spatial dependence,
such that it can be used with the three-dimensional microphysical grid. This is achieved with the sub-
stitution ¢ = = /u, giving us the spatial evolution of the peak temperature and concentration along the
plume axis. The final step is to replicate the Gaussian distribution in radial direction, for which we
look at the resolved radial temperature distribution from our RANS simulation. This is arguably the
biggest discrepancy in the modeling approach as we implicitly assume that the radial diffusion does
not depend on the engine exit conditions, and ignore the shortcomings from the k-¢,, turbulence model
(see Section 4.1.2). This is only considered acceptable given that the first and foremost goal of this
research is to perform an early sensitivity study of the effect of temperature and relative humidity. It is
now possible to combine the information from Fig. 3.9a and Fig. 3.9b, and create a three-dimensional
temperature distribution with the scaling operation described by Eq. (3.3), under the assumption that
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the Lewis number in radial direction is equal to 1. The procedure for the water vapor concentration in
the domain is performed in the same way.

TR(x»% Z) — Tamb _ TK(m,y,z) — Tamb _ NK(ZE,y,Z) — Namp

- = (3.3)
TR,max(-T> - Tamb TK,max(x) - Tamb NK,max<$) - Namb
T (-Ta Y, z) — Tamb Tk max(x) — Lamb
Tw(z,y,2) = ( R amb . = + T, (3.4)
el ) TR,max(x) — Tamb 1 amb

where T (x,y, z) is the unknown radial distribution of temperature along the plume axis for the temper-
ature evolution described by Karcher; T (z,y, z) is the known radial distribution of temperature along
the plume axis from the RANS simulation; T . () is the known one-dimensional peak temperature
evolution along the plume axis described by Karcher; and T, .« () is the known one-dimensional peak
temperature evolution along the plume axis from the RANS simulation.

The resulting (three-dimensional) temperature field based on the temperature evolution from Karcher
(1995) is shown in Fig. 3.10, the RANS-resolved temperature field is shown for comparison in Fig. 3.11.
Because the domain is axisymmetric, a section cut at the core of the plume (z = 0 m) suffices to visu-
alize the entire domain.
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Figure 3.9: (a) Evolution of the peak temperature versus plume distance for both the RANS simulation and box-model equation
from Karcher (1995). (b) The RANS-resolved radial temperature profile in one dimension along the plume axis.
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Figure 3.10: A 2D section cut of the temperature distribution of an axisymmetric plume based on the peak temperature evolution
from Karcher (1995), and radial profile from RANS, section cut at z =0 m.
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Figure 3.11: A 2D section cut of the RANS-resolved temperature distribution of an axisymmetric plume, section cutat z =0 m.

Notice the distinct difference between both temperature profiles in Fig. 3.9a. The RANS-resolved plume
core temperature remains constant until about 45 m behind the engine exit (~ 0.1 s), as opposed to
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the mixing model from Karcher which predicts a much faster breakdown of the core after roughly 5 m
(~ 0.01 s). Consequently, the 3D temperature distributions in Fig. 3.10 and Fig. 3.11 also look vastly
different. Further analysis will have to confirm what the reason is for this discrepancy, but both models
can be used to perform a sensitivity study and assess the impact of temperature and relative humidity
on the microphysical processes. The axial evolution profile, and 3D-distributions of the water vapor
concentration are included in Appendix A. Finally, take a look at the relative humidity distributions
which are an overlay of the water vapor concentration and its saturation vapor pressure based on
the temperature distribution. They are shown in Fig. 3.12 and Fig. 3.13, note that the values are
scaled logarithmically to improve the resolution of the image. The faster rate of dilution predicted by
Karcher also shows in the evolution of relative humidity. Both models predict extreme dry conditions
just beyond the engine exit (RH < 0.01 %), and the relative humidity increases gradually in the core
of plume albeit at a faster rate in the case of Karcher. Similar humid conditions in the jet shear line
are witnessed after approximately 20 m with relative humidities reaching maxima of just above 20 %.
This is significantly larger than the standard relative humidity levels of approximately 1 % for lower
stratospheric atmosphere.
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Figure 3.12: A 2D section cut of the RH distribution of an axisymmetric plume based on the peak temperature evolution from
Karcher (1995), section cut at z = 0 m. Values are log-scaled for illustrative purposes.
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Figure 3.13: A 2D section cut of the RH distribution of an axisymmetric plume based on a RANS-resolved temperature distribu-
tion and Le; = 1, section cut at z = 0 m. Values are log-scaled for illustrative purposes.

3.3.2. lon-induced Nucleation

To improve the functionality of the nucleation routine, the parameterization from Vehkamaki et al. (2002)
was replaced by the one from Maattanen et al. (2017) (see also Section 4.2.2). This increased the tem-
perature validity range, and provided the possibility to simulate ion-induced nucleation based on an
experimentally-validated parameterization. The architecture of the new routine closely resembles the
old nucleation routine as the methodology remains the same. First, the critical cluster composition, and
size, is determined based on the local temperature, local relative humidity, and the gas phase concen-
tration of sulfuric acid. Then, the nucleation rate is determined. The next step is to scale the fresh
nucleus to match the sectional bin composition, and categorize them according to their size. Finally,
the metrics to track the population of vapor and aerosol are updated, and safety checks are in place
to verify that no negative nucleation rates nor negative population counts are witnessed. The inclu-
sion of charged particle formation requires all of this steps to be performed twice with different model
parameters and coefficients, but the principle remains the same. As mentioned before in Section 3.2,
the ion module is still in development and ion-assisted coagulation is not available yet. Therefore, all
clusters (neutral or charged) are treated equally, and a charged aerosol particle does not posses any
physical advantages over their neutral siblings. They may have a different composition and/or size
though, depending on the conditions.
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In addition, a new population metric for ions was created to track the concentration of ions in the
plume. Their movement is governed by the same advection-diffusion equation as the aerosol, and
vapor, but ions do neutralize over time (the process where two oppositely charged ions recombine).
The evolution of the ion concentration is tracked using Eq. (2.53), but the scavenging rate due to
coagulation with pre-existing particles is neglected at this stage. The ion-ion recombination rate is
estimated based on a parameterization from Dunne et al. (2016), and given by Eq. (3.5).

4
%) (cmd/s) (3.5)

The predicted nucleation rates of the ion module were verified by replicating the graphs from Maattéanen
et al. (2017) in a simple box-model.

o = (6 x 10°8) \/(300/T) + (6 x 10-2%) N, (



Plume Dispersion Model

The problem statement in Section 1.1 briefly introduced the necessary modules to create a hybrid PDM
that is able to realistically simulate the flow behind a jet engine with the inclusion of aerosol particles:
(1) a 3D flow solver which resolves the Navier-Stokes equations to some extent; (2) a chemistry module
which includes all the relevant microphysical processes that affect aerosol growth; and (3) a diffusion-
advection module which calculates the displacement of mass in the flow field. Ideally, they are fully
integrated in one cohesive physical model that takes all inter-dependencies into account, but the com-
putational load to perform only a simple sensitivity study among its variables would be insurmountable.
Instead, a decoupled modeling approach is followed where some variables are solved independently
of others. The velocity field and turbulent diffusion of the wake are computed on a meshed domain
with the use of ANSYS, a commercial CFD package, as described in Section 4.1. The aerosol dynam-
ics are resolved separately on a different grid, meaning that the flow does not perceive the presence
of particulate matter nor chemical reactions between different species. Consequently, an interpola-
tion method is established to transfer knowledge of the flow field to the microphysics solver. Aerosol
mechanics were described extensively under Chapter 2, and Section 4.2 explains what microphysi-
cal relations were used to simulate aerosol formation and growth, and shows the validity ranges for
several parameterizations of important thermodynamic parameters. Lastly, Section 4.3 elaborates on
the advection-diffusion scheme, which models the transport of aerosol, vapor, and ions throughout the
plume, and is also written in MATLAB.

4.1. Numerical Flow Solver

The flow field in the wake of a jet is highly turbulent and complex. To predict the resulting velocity
field, we need to solve the Navier-Stokes equations, which is often times not pragmatic as discussed in
Section 4.1.1. To reduce the complexity of the problem, the equations are filtered, and separated in their
low- and high-frequency components. This process is discussed in Section 4.1.2. Lastly, Section 4.1.3
outlines the exact specifications of the RANS simulation that was conducted for the purpose of this
research.

4.1.1. The Navier-Stokes Equations

Fluid motion has to obey the laws of mass, momentum, and energy conservation (Eq. 4.1 - 4.3). They
are shown below in their conservation (Eulerian) form, but often appear in their convective (Lagrangian)
form elsewhere by introducing the substantial derivative. To obtain the velocity field of a jet engine wake,

59
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this set of equations needs to be solved simultaneously for given boundary conditions. Note that they
are derived for a Newtonian fluid, where the fluid is treated as a continuum (see also Section 2.2.1).
In addition, the fluid is assumed to be isotropic and isobaric. A short overview is given below, for full
derivations the reader is referred to Anderson (2017).

The differential form of the continuity equation is a mathematical expression of the fundamental
principle that ‘mass can neither be created nor destroyed’:

Ip
= . =0 4.1
5 + V- (pu) 4.1)
where the bold font represents the three-dimensional velocity vector u = [u,,, u,, u,].

The momentum equation, consisting of three equations in total, embodies Newton’s second law
which states that ‘a force acting a (fluid) body equals its time rate of change of momentum’:

0
a(pu)—i—v- (pu®u) = —-VP+V - 1+ pf (4.2)
where V- is the divergence, ® is the outer product, 7. (Nm~2) is the viscous stress tensor, and f
(N kgf1) are any net body forces per unit mass acting on the fluid.

The energy equation, derived from the first law of thermodynamics, which embodies the physical
concept that ‘energy can neither be created nor destroyed, but only change form’:

aat[f’ (U+”uz|2ﬂ v {f’ <U+”uz|2) “} =pd =V (Pu) +p(f-w) + Qo+ Wige  (43)

where U (J kg*1) is the internal energy per unit mass, ¢ (J kg*1 s~ 1) the rate of volumetric heat addition
per unit mass. Q(,isc and W\jisc (Nm~—2s~") are dummy variables that represent the energy fluxes of
heat and work due to viscous forces.

The system of five equations, shown above, is under-determined as it contains six dependent values
(p, Pyug,u,,u,,U). It needs an additional sixth equation of state to relate pressure, temperature, and
density of the fluid to each other. One could for example use the perfect gas law (Eq. 4.4) and the

assumption that the gas is calorically perfect:

R
P=p—T 4.4
P 4.4)
c, PM
—cT =2 4.
U=al=""Tor (4.5)

where ¢, (J kgf1 K1), the specific heat capacity at constant volume, is assumed to be a constant. This
is only valid for air in subsonic and low supersonic conditions.

The last step is to include expressions for the viscous terms in the momentum and energy equation.
The multi-dimensional viscous stress tensor 7. has nine components that are linearly proportional to
the time rate of strain or the spatial derivative of the velocity vector:

(Nm~2) (4.6)

Tvisc = Tye  Tyy Tyz

T sz T2z
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with the normal stresses 7,; on the diagonal and tangential shear stresses 7,

Tox = :ub(v : 11) (47)
ou ou
o = Ty = 24—z 4,
= =0t + 5 ) “8)
where 1, (Nsm~2) is the bulk (or second) viscosity coefficient, often modeled as y;, = —%u.
Likewise, it can be shown that:
e o)+ o)+ 3 o)
vise = 9, \ 1T gy Oy T Oy 92 15, '
wherein ¢ (Ns~1K=") is the thermal conductivity.
/ a (ua:Ta::E) 8 (ul T!M) a (ua:Tza:)
Wiise = Oz * Oy * 0z
a (UUT U) 8 (uUT’UU) 8 (uUT U)
i z 4.10
+ =+ 9y +— (4.10)
8 (U’szZ) 8 (uZTUZ> a (uszz)
+ ox + y * 0z

Insert Eq. (4.6) - (4.8) into Eq. (4.2), and insert Eq. (4.9) - (4.10) into Eq. (4.3), to obtain the complete
set of parameters that govern fluid dynamics (ignoring body forces here):

Oou, %Jr Oou,, 8u177@+£< ou )
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Equations (4.11) to (4.13) are the infamous Navier-Stokes equations, which are seemingly impossible
to solve analytically. They are a coupled system of nonlinear, second-order partial differential equations.
In combination with Eq. (4.1) and Eq. (4.14), they describe unsteady, compressible, three-dimensional
viscous flow (Anderson, 2017). The complexity of the system (attributed to its non-linearity) demands
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for a numerical approach to obtain an approximative solution. While its technically possible to solve
the Navier-Stokes equations with a Direct Numerical Simulation (DNS), the computational effort for
turbulent flows such as a jet is very high, and often not pragmatic. This is caused by the need to
resolve the smallest turbulent scales in the flow, which requires a very refined computational grid (small
cells) and small time steps. The way to overcome this problem is to filter the Navier-Stokes equations
and divide the flow field in its low- (mean) and high-frequency (turbulent) values. This is the topic of
Section 4.1.2 on RANS simulations.

4.1.2. The RANS Equations

The most common and pragmatic approach to model a turbulent flow is a RANS simulation which solves
the Reynolds-averaged Navier-Stokes equations (or Favre-averaged in case of compressible flows).
This gives a time-averaged (steady-state) representation of the fluid dynamics where the effects of
turbulence (temporal fluctuations in the flow) are approximated through turbulence models. The RANS
equations are obtained after inserting Eq. (4.15), the Reynolds decomposition (Reynolds, 1895), into
Eq. (4.2). Favre formulated an alternative filtering step to account for the variable density and simplified
the notation, as seen in Eqg. (4.16). The final form of the RANS equations is then given by Eq. (4.17).

u(z,y, z,t) =u(z,y,2) + u'(z,y, z,t) (4.15)

where u denotes the expectation (steady-state) value of the velocity, and u’ the turbulent fluctuations.

w1+ 22) (16)
9 (5t B . -
(aptu) 4V (pu®u) +V- (pu” ®u//) — _VP+V'TVisC (417)

where p is the Reynolds-averaged density, 1 is the Favre-averaged velocity vector. For the Favre-
averaged versions of the continuity equation and the energy equation, please see Rumsey (2017).
The terms on the left of Eq. (4.17) are convection terms (field properties), while the ones on the right
resemble diffusion processes (material properties). The specific terms that need additional modeling
are the nonlinear Reynolds stresses (turbulent accelerations): V - (pu” ® u”’). As mentioned earlier
in Section 2.2.3, the observation that turbulence leads to exchange of momentum, has resulted in it
being modeled as a linear diffusion process, comparable to the viscous stress tensor 75, as shown by
Eq. (4.18). This is called the Eddy Viscosity Model (EVM), which assumes the mechanics of turbulence
are analogous to molecular stresses and thus the mean shear rate. This is an effective but inadequate
representation of turbulence because it neglects its anisotropic nature (Franke et al., 2004).
S 2
u’ u’ =28, — géijkt (4.18)
where the dynamic viscosity is replaced by a different proportionality factor, dubbed the ‘eddy viscosity’
v, (m?s71); S;; (s7") is the mean shear rate, §,; is the Kronecker delta, and &, (m?s~2) is the turbu-
lent kinetic energy. It is important to stress that the eddy viscosity is a field property, it is determined
empirically, and does not represent a material property even though it is modeled as such. Multiple
expressions exist that try to quantify the eddy viscosity. A popular method, and the one used for this
study, is the k-¢ turbulence model (Jones & Launder, 1972), where two additional transport equations
are solved to compute the turbulent kinetic energy k, and dissipation rate of the turbulent kinetic energy
¢, Itis likely the most widely used model in engineering applications because of its low computational
cost and good applicability to external flows, but it is known for its inaccuracy to predict the spreading
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rate of round jets'. The value of the eddy viscosity then follows from Eq. (2.27), shown earlier as part
of the discussion on turbulent diffusion.

4.1.3. CFD Simulation

This section describes the work that was carried out as part of another investigation (Tluk, 2023). Per-
mission was given to use the outcome of that study for the purpose of this research. The computational
domain has been constructed with the use of ANSYS Meshing. As a first step in the design and anal-
ysis of a jet engine wake, the mesh is shaped into cylinder, with a radius of 12 m and a length of 200
m. This reduces the complexity of the simulation since the axisymmetric assumption can be applied.
Instead of solving the RANS equations in three dimensions, an axisymmetric simulation only requires
solving the equations in two dimensions, which greatly simplifies the computation. Additionally, the
axisymmetric geometry often results in fewer boundary conditions, and makes the simulation faster
and more efficient?>. The meshed domain comprises 35,000 cells in total, which are tailored by sizing
the edges according to the number of divisions, and bias factor (the ratio of the largest edge to the
smallest edge). This results in cell expansion towards the boundaries of the domain. The number of
divisions in axial direction is 1000, and the radial direction has 25 divisions. The bias factor in both
dimensions is equal to 10. The jet exit is modeled as an inflow condition at the left boundary of the
domain. This is a (Gaussian) velocity profile ranging from y = 0 m (the core) up to y = 2.25 m, including
the bypass, and the shear line which is 0.25 m wide. The maximum exit velocity is determined with
GSP (see Section 3.2.3 on the research setup), and the turbulence intensity is set at 10 %. The exit
temperature is equal to 570 K, and the exit pressure is equal to about 1.2 xP,,,. The boundaries of the
domain are modeled as free-stream inflow conditions, except for the core axis (y = 0) which is the axis
of the symmetry, and the right boundary which has an outflow condition based on the static pressure.

The RANS simulation was conducted with the finite-volume solver ANSYS Fluent, and the standard
k-¢ turbulence model. The Semi-Implicit Method for Pressure-Linked Equations (SIMPLE) algorithm is
used for pressure-velocity coupling in conjunction with Roe flux-difference splitting. The Least Squares
Cell Based method is used for discretization of gradients, the Second Order Upwind scheme is used
for discretization of momentum, and the First Order Upwind scheme for turbulent kinetic energy and
turbulent dissipation rate.

4.2. Aerosol Microphysics Module

The microphysical model is an adaptation of the nucleation, condensation and coagulation subroutines
of the Atmospheric and Environmental Research (AER) 2-D chemical transport model (Weisenstein
et al., 2015) that were translated from Fortran to MATLAB as part of Golja et al. (2021)’s research on
aerosol dynamics in the near field of the SCoPEXx stratospheric balloon experiment. It makes use of
a number of thermodynamical properties of a substance that are not calculated explicitly, but param-
eterized instead, and they might not always be valid for the conditions inside a jet engine plume (and
for high H,SO, saturation ratios). They are listed in full in Table 4.1, and mentioned throughout this
section with the acronym PARAM.

4.2.1. Sectional Particle Bins

The sulfate aerosol size distribution is subdivided into 40 geometrically progressive bins based on
particle radius, where the volume ratio between adjacent bins is equal to two. The particle radii range
from 0.39 nm to 3.2 ym. The smallest bin should therefore be able to accommodate the smallest of
liquid particles that originate from homogeneous nucleation, consisting of pure sulfuric acid, i.e. aerosol

Thttps://imechanica.orgffiles/fluent_13.0_lecture06-turbulence.pdf (Accessed on 16-01-2023)
2https://help.solidworks.com/2021/english/SolidWorks/cworks/c_2D_Simplification_Overview.htm (Accessed on 16-01-2023)
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containing only 2 H,SO, molecules and no water (see Section 2.4 on BKPF and the one-component
limit). It is bound by a number of limitations. To start, the particle bins do not make a distinction between
aerosol types (pure, mixed, charged etc.), which is a point of improvement for future studies on different
aerosol modes. Because it is a sectional model, it also suffers from numerical diffusion during the
condensation and coagulation stages, as discussed in Section 2.1.1. While a volume ratio of 1.5 would
give better accuracy, this also increases the number of bins that need to be tracked, and consequently
the computational load. Moreover, the code (and the coagulation stage in particular) would require
modifications because particles would be able to skip particle bins as their volume increase surmounts
the bin width. Both studies from Turco and Yu (1998) and Debra Weisenstein (personal communication,
December 02, 2022) showed that a volume ratio of two is sufficient for modeling nanoscale particles, as
they predominantly grow by coagulation, and the PSD is largely unaffected by even lower volume ratios.
Although the size of (sub)microscopic particles can still differ by a factor two, since they grow through
both condensation and coagulation. In addition, the PSD is based on the wet mass of the aerosol
(particle radius), instead of dry mass (# of H,SO, molecules/particle), so it is required to specify the
weight composition (and resulting density) of each bin. The particle composition is calculated with
PARAM (1) (Tabazadeh et al., 1997) based on the assumption that the equilibrium vapor pressure of
water over the aerosol solution is equal to the water partial vapor pressure, thus setting the liquid phase
water activity equal to the gas phase water activity. However, the model does not incorporate the Kelvin
effect (see Eq. (2.13)), thus all bins have the same composition, while in reality, particles with radii less
than ~ 0.01 ym have different weight percentages. This would result in less particles in the lower
sizes, but the impact should be minimal on integrated aerosol quantities, as very little mass resides
in these small particles (D. K. Weisenstein, personal communication, November 17, 2022). Once the
composition is known, the density of the sulfuric acid-water solution is calculated with PARAM (2), a
fit from Vehkamaki et al. (2002). For standard lower stratospheric background conditions, i.e. 216 K
and 48 hPa, the aerosol inside the particle bins would have a sulfuric acid mole fraction x,, ,, of 0.3255
(thus 1/3 acid, 2/3 water), and a density p,,;, of 1.7177 g/cm3.

4.2.2. Nucleation

Originally, the nucleation routine was almost fully modeled through the parameterized equations from
Vehkamaki et al. (2002), which is a thermodynamic model based on QC-normalized CNT. The strengths
and limitations of this theory were discussed elaborately in Section 2.4. The nucleation routine only
considers binary homogeneous nucleation of liquid aerosol, and is not able to simulate the formation
of mixed aerosol (with a solid core) through heterogeneous nucleation, nor charged particle formation
and electrostatic enhancement through ions. Besides, it is only valid at temperatures between 230.15
K and 305.15 K, relative humidities between 0.01% and 100%, and sulfuric acid concentrations from
10% to 10" cm~3. Its inability to work with high number densities of gaseous H,SO,, motivated Golja
et al. (2021) to implement a new routine capable of identifying and simulating regions where barrierless
kinetic particle formation could occur (see Section 2.4.2 on BKPF). The analytical relations are provided
by the parameterization from Maattanen et al. (2017), building on the model from Merikanto et al. (2016).
Based on more recently obtained experimental data from the CLOUD project in CERN, the parame-
terization from Maattanen presents itself as an overall update on Vehkamaki's parameters, and it was
decided to fully implement the thermodynamic equations from Maattéanen et al. (2017) for this study.
Although they deviate slightly more from the theoretical nucleation rates compared to Vehkamaki et al.
(2002) at low or high nucleation rates, it is still a significant improvement over their predecessor due to
its larger validity range. They prescribe wider temperature and sulfuric acid concentration ranges, ex-
tend to very low relative humidities, and above all, include a new routine that allows for the prediction of
ion-induced nucleation, which is an important aerosol growth factor in a jet engine wake. The fit for IIN
is valid for temperatures between 195 and 400 K, sulfuric acid concentrations ranging from 10* to 106
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molecules/cm?, and relative humidities of 10~° - 100 %. For neutral particle formation, however, the
validity range of RH shrinks to 1073 - 100 %, and the maximum verifiable H,SO, vapor concentration
is lowered to 10" molecules/cm?.

This brings us to the distribution of temperature and relative humidity throughout the plume domain.
Whereas the assumption of constant pressure, temperature, and relative humidity, would suffice in the
case of a propeller, such as the one described in Golja et al. (2021), this no longer works for a jet engine
wake. It is the local temperature, relative humidity, and gas phase concentration of sulfuric acid that
determine the weight composition of nucleating aerosol in the wake. Although the engine ejects highly
concentrated volumes of water, the temperature at the engine exit is typically equal to about 600 K or
more, initially leading to an extreme dry environment which delays nucleation in the plume core. This
needs to be accounted for, in conjunction with a dilution mechanic prescribing the diffusion of mass
and temperature in the plume as a function of time, discussed in Section 3.3.1. The relative humidity
is determined as the ratio of the partial pressure of water vapor to the saturation vapor pressure of
water at the same temperature. The saturation vapor pressure, or the equilibrium vapor pressure over
a flat surface of (possibly supercooled) pure liquid water, is calculated with PARAM (3), a combination
of two fits by Wexler (1971) and Murphy and Koop (2005). They replace an older fit by Preining et al.
(1981). Once the plume conditions are determined, the composition of the freshly formed nucleus can
then be used to calculate the corresponding nucleation rate (# particles/cm®s) and the radius of the
critical cluster. This is done separately for every grid point, resulting in wide variety of clusters with
different compositions and sizes, but this creates a conflict with the fixed aerosol weight composition
of the particle bins. To resolve the issue, and conserve the number of H,SO, molecules in the critical
cluster, water is added or subtracted from the cluster until its composition matches the one from the
bins. By setting the total mass of H,SO, inside the critical cluster equal to the total mass of H,SO,
inside an aerosol bin particle, one is able to derive the corresponding radius of a particle with the fixed
bin composition. The mass relation is shown in Eq. (4.19).

3 _ 3
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Xa,crit * Perit (4.19)
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Note that the scaled radius is not the final size of the cluster, it is readjusted once more to fit the
nearest bin size. Again, the number of H2SO4 molecules that transform from gas into liquid aerosol is
conserved, by increasing/reducing the amount of aerosol particles that are formed. Should the particle
nucleation rate exceed the total vapor density in a given spatial location, all vapor is forced to condense

and the aerosol number is adjusted based on the available vapor.

4.2.3. Particle Growth

The subsequent growth or decline of stable particle clusters via condensation or evaporation is modeled
with a one-dimensional equation (Eq. 2.59) from Hamill, Toon, et al. (1977), but the expressions for
the mean free path of a gas molecule (Eq. 2.61) and the molecular diffusion coefficient (Eq. 2.60)
were replaced by the ones from Jacobson (2005) for a trace-gas in a dilute mixture (see Eq. 16.17
and Eq. 16.22). This assumption only holds when Ny g, < N The growth rate depends on the
aerosol sulfur content and the equilibrium vapor pressure of sulfuric acid vapor over a flat surface
(the level of supersaturation), with the inclusion of a curvature correction based on the Kelvin effect
(see Eq. (2.13)). The saturation vapor pressure of sulfuric acid is determined with PARAM (4), a fit by
Kulmala and Laaksonen (1990) and Noppel et al. (2002). The composition-dependent surface tension
for a liquid solution is required to calculate the curvature correction and is provided by PARAM (5), a
fit from Vehkamaki et al. (2002). The growth rate of particles within a particular bin k is expressed
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as change in particle volume per second per unit surface area. By multiplying the growth rate with
the surface area of a bin k particle, and dividing by its volume, the relative mass increase/reduction is
obtained, expressed in number of particles per second. This value is multiplied with the bin population
to get the total amount of condensed/evaporated mass. If the amount of mass is sufficient to grow into
a particle of bin £+ 1 (which is twice the mass of bin & for a volume ratio of two), this mass is moved to
the next bin together with a particle of bin &; and vice versa in the case of evaporation. Ideal conditions
are assumed, where the accommodation coefficient b, is equal to one.

The coagulation routine solves the discrete coagulation equation with an explicit scheme based on
the approach by Yue and Deepak (1979) (see Section 2.6.1). At this stage, only Brownian coagulation
is considered, but future work might include the effects of turbulence and electrostatic enhancement
through ions. While the explicit scheme is volume-conserving, it suffers from instability for larger time
steps, and iterative procedures are in place to prevent this. The scheme cannot work with volume
ratios below two, which would require additional modification. Furthermore, it assumes all particles
are spherical and two-body collisions only. Ideal conditions are assumed once again, so all collisions
results in coalescence (b, = 1), and particle breakup is not possible.

4.2.4. Thermodynamic Parameterizations

A list of thermodynamic parameters and their parameterizations for a system containing sulfuric acid
and water is presented in Table 4.1. For a reference list on the various experiments mentioned in this
table, please consult Merikanto et al. (2016).

Table 4.1: Thermodynamical data for the sulfuric acid-water system. Adapted from Merikanto et al. (2016).

n° Parameter Experiments Fit T Range

1) x, Tabazadeh et al. (1997) 185-260 K

(2) P, (T Wexler (1971) 273-373K
Murphy and Koop (2005) <273K

(3) P,(T) Ayers et al. (1980) 338 -445K

Kulmala and Laaksonen (1990) 153.15 - 363.15 K
Noppel et al. (2002)
4) o(x,,T) Sabinina and Terpugow (1935) Vehkamaki et al. (2002) 233-323K
Morgan and Davies (1916)
Suggitt et al. (1949)
Hoffmann and Seeman (1960)
Myhre et al. (1998)
(5) px,,T) National Research Council (1928) Vehkamaki et al. (2002) 273 -373K
Myhre et al. (1998) 220-300K

* Part of the data have been extrapolated below their temperature ranges, as mentioned also in Vehkamaki et al. (2002)

4.3. Advection-Diffusion Module

The motion of trace gasses and particulate matter in the plume relies on the processes of advection and
diffusion, which are determined based on the steady-state velocity and turbulent viscosity fields from the
RANS simulation. Section 4.3.1 shows the advection-diffusion equation and discusses the numerical
schemes that are used to solve it. Section 4.3.2 explains the dimensions of the microphysical grid and
what initial condition were used.
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4.3.1. Numerical Scheme

The dispersion of aerosol, vapor, and ions within the plume is governed by Eq. (4.20), which models
the concentration of a substance N as a function of time while under the influence of advective and
diffusive processes. This is a second-order hyperbolic partial differential equation that needs to be
solved numerically (Stocker, 2011).

%V =-—V-(uN)+ V- (DVN)+1 (4.20)

where D (cm?s~ ") is the effective diffusion coefficient and I (cm~2s~') stands for sources or sinks of
aerosol such as nucleation processes, the scavenging of fresh aerosol by large background particles,
or the injection of condensable vapor in the wake.

The diffusion coefficient only includes the effects of jet-induced turbulence for now, as it is by far
the dominant diffusion process in the jet regime (with D, exceeding 10 m? s~ after 0.1 s, compared
to ~ 1 cm?s~" for molecular or Brownian diffusion. In later stages of the plume, aircraft-induced tur-
bulence should be accounted for (vortex and dissipation regime), and molecular/Brownian diffusion as
well as atmospheric turbulence and sedimentation (diffusion regime). For more information on plume
morphology, please consult Section 2.7.1. Unless otherwise specified, the ANSYS standard Schmidt
number of 0.7 is used to relate turbulent viscosity to turbulent diffusion through Eq. (2.27), which is in
line with Forstall Jr. and Shapiro (1950).

To evaluate Eq. (4.20), we copy the approach from Golja et al. (2021) and solve for convection and
diffusion separately, using operator splitting. The advection term is solved with a high-resolution Lax-
Wendroff method, which is a second-order accurate central-differencing scheme, with the inclusion of
a Superbee flux limiter. The use of a second-order scheme prevents excessive numerical diffusion of
sharp particle size distributions which easily span multiple orders of magnitude. The Superbee flux
limiter is included to prevent oscillations in areas with strong velocity gradients, while also preventing
numerical dispersion in areas with strong discontinuities in the aerosol/vapor concentrations such as the
injection location or nucleation region. The diffusion term is solved with a second-order finite difference
scheme from Hyman et al. (1997). Note that the quantity of interest in Eq. (4.20) is the number density,
but the number density is converted to mass in the numerical schemes.

4.3.2. Microphysical Grid and Initial Condition

The microphysical grid is the domain that is used to perform all microphysical calculations, and model
the dilution mechanics of the plume constituents. It differs from the flow solver domain, as it is signif-
icantly more coarse to keep the computational load manageable. The size of the domain, measured
from the engine exit, is equal to -1 to 199 m in X-direction (axial), and - 7 to 7 m in both Y- and Z-
direction, with a resolution of 1 m. The required wall time to simulate 1 second of aerosol formation
and advection is just above 48 hours. Velocities and diffusion coefficients are interpolated onto the
nodes as detailed in Section 4.1.3. Given the maximum axial velocity of 450 m/s, and a constant time
step of 1e-5, the maximum Courant-Friedrichs-Lewy (CFL) number in the domain becomes:
At 10°

CFL=u = 0.0045 4.21)

where At is the time step size, Ax is the spatial scale of the domain.

This is substantially smaller than what is required to ensure convergence, but the numerical stability
of the advection-diffusion scheme is not what limits the time step. The coagulation routine becomes
unstable for larger time steps, and in the future, it might be beneficial to replace the explicit coagulation
scheme by a semi-implicit scheme such as the one from Jacobson (2011). In addition, the microphysical
domain and its initial condition could greatly benefit from an increased resolution in Y- and Z-direction, to
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increase the fidelity of injection scenarios in the future. To better understand how the injection scenario
is represented by the initial condition of the microphysical grid, consider the 2D representation of the
microphysical domain in Fig. 4.1.
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Figure 4.1: lllustration of the initial condition and injection scenarios.

The injection of condensable vapor into the jet engine wake can either be done externally through
means of a boom, or internally (either in the hot engine core or cold by-pass area). Both methods
will probably have to use a nozzle to spray the vapor from a heated reservoir into the jet stream. The
objective is to determine the required mass rate to maintain a constant concentration of condensable
vapor at the injection location, and fix the aerosol growth processes, resulting in steady-state particle
distribution at later stages in the plume. Yet, this proofs to be challenging given two reasons: (1) The
microphysical routines in the model require the specification of a number density (or concentration) on
each node. Therefore, it is not sufficient to solely prescribe a mass rate (# molecules/s) and time step,
but one has to define an associated volume to set the number density. In the numerical grid, this volume
is fixed, and defined by the spatial resolution. While in reality, the associated volume depends on the
flow velocity and cross-sectional area of the engine exit. Thus, there is a mismatch between grid cell
volume and injection volume per time step. Unless the spatial resolution is sufficiently small (injected
volume per time step = grid cell volume), this will lead to dilution of the number densities at individual
nodes if mass is to be conserved. As a result, the microphysics will behave differently as the perceived
concentration levels are lower than in reality. (2) If the injection pattern of a nozzle is to be replicated,
a 3D Gaussian distribution would be a likely candidate, and the initial mass distribution would have a
diamond pattern (2D) such as the green nodes in Fig. 4.1 with a higher number density at the center.
If the mass distribution of condensable vapor is to be replenished by the next time step, the substance
removal rate must be determined based on the amount that is consumed by microphysical processes
(which is highly location-specific), and the amount of vapor that is transported by advection and diffusion
per time step. However, if the spatial resolution is too crude, the injected mass will not have exited the
area of injection by the next time step leading to difficult accounting of what additional mass is required
at each node to maintain a constant number density. The result is that a simple arithmetic operation of
vapor addition per time step would significantly alter the initial condition over time as there is a build up
of concentrations. In addition, a smooth 3D Gaussian distribution is difficult to achieve if the numerical
grid only has 9 nodes to represent the entire exit area of the engine core (such as is the case for our
grid), leading to errors in the advection routine.

All the aforementioned limitations eventually boil down to the same problem, which is the resolution
of the numerical grid. Trying to predict the required injection rate to maintain a constant concentration
at the initial condition is essentially meaningless for large spatial steps given the large errors in the
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resulting microphysics. This is why the author will not make an attempt to calculate the injection rate.
Instead, the microphysical evolution of aerosol is to be conserved for the entirety of the simulation by
prescribing a constant number density distribution at the injection location. A possible solution in the
future might be to expand upon the domain and subdivide it into multiple grids, following the example
from Golja et al. (2021). This way, the starting grid can be refined to better represent injection conditions,
while additional grids with a coarser resolution extend the domain to simulate longer plumes ages. An
example of what that would look like is given by Fig. 4.2 (courtesy of Dr. Colleen Golja). The velocity
and diffusivity fields for the larger grids don’t necessarily have to be computed with a 3D numerical flow
solver, as the 3D microphysical grid can be replaced with a simpler 2D model such as a multi-layered
plume (Fritz, 2018; Fritz et al., 2020).
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Figure 4.2: The practice of multi-domain simulations (Reproduced and adapted by permission of Dr. Colleen Golja).

4.4. Assumptions and Limitations

The models that simulate the aerosol microphysics and flow physics are based on some substantial
assumptions that might lead to a limited representation of reality in certain cases. All of them have
been discussed as part of the literature review in Chapter 2 and throughout this chapter on the plume
model. This would like to repeat/highlight those that are most impactful or problematic, such that they
are not overlooked and might possibly become the topic of investigation in the future. Assumptions are
grouped according to their applicable field.
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Particle size distribution - Section 2.1.1

When a particle size distribution is discretized into bins, there is unavoidably a loss of detail in the pop-
ulation. The discretization can be done according to aerosol volume (wet mass) or number of H,SO,
molecules/monomers per particle (dry mass). In both cases, care should be taken that mass or concen-
tration is conserved during growth as numerical diffusion sets in. This leads to artificial abundances of
particles in the lower and higher size categories. This was investigated by Jacobson and Turco (1995)
who proposed the concept of flexible bin sizes to accommodate for this discrepancy. While its theoreti-
cally possible to reduce the numerical error by reducing the bin range (step size), this ultimately results
in an insurmountable computational cost.

Aerosol thermodynamic parameters - Section 2.1.2

All models that incorporate aerosol physics inevitably need to incorporate some thermodynamic proper-
ties of the substance that makes up the aerosol based on its molar composition. This is usually obtained
from parameterizations that are based on laboratory experiments, but this has its limitations. This is
usually done in steady-state conditions where flow dynamics have settled down, while the plume en-
vironment shortly after emission is highly dynamic. Secondly, almost all parameterizations for H,SO,
are not valid for the high temperature levels that arise early in the plume nor the local relative humidity
which can be extremely dry. Lastly, the parameterization from Tabazadeh et al. (1997) to calculate the
molar fraction of H,SO, in the aerosol, but this model explicitly assumes the aerosol is in equilibrium
with the surrounding water vapor. This is only true if the water vapor is present in relatively large con-
centrations compared to gaseous H,SO, which is questionable in the case of elevated conditions for
SAl. A more accurate approach is to compute the weight composition using the Gibbs-Duhem relation
from Eq. (2.10).

Turbulent diffusion - Section 2.2.3

The approach to model turbulent mass diffusion through a quantity called the eddy viscosity is not
based on a solid physical basis. In addition, it explicitly assumes the turbulence in the wake is isotropic,
which is doubtful. The fact that the turbulent Schmidt number needs to retrieved from experimental
data while the nature of turbulence is very case specific, does not add to its reliability.

Chemiions - Section 2.3.2

The largest uncertainty or limitation related to chemiions in the engine wake is that not much is known
about their size and the amount of charge they carry. At the time of writing, experimental investigations
are ongoing at the French Aerospace Lab ONERA to gain more insight about the population at the en-
gine exit (I.K. Ortega, personal communication, July 26, 2022). The model for ion-induced nucleation
from Maattanen et al. (2017) is only valid for ions that are smaller than the critical embryo itself, because
they assume the ion does not influence the energetics of nucleation. This means the ion should be
molecular-size and it is not certain what percentage of chemiions actually meets this criterion. There are
also some problematic assumptions in the modeling of ions as part of CNT, but this is discussed below.

Classical Nucleation Theory - Section 2.4.1

CNT remains an approximative theory and it has a range of shortcomings which were discussed ex-
tensively as part of a discussion on its limitations in Section 2.4.1. Please read that part for the full
explanation. To start, it assumes thermodynamic equilibrium, particles are either stable or not and
there is no unstable growth phase before the critical radius is obtained. Yu (2006b) believes the forma-
tion process should be modeled as a kinetic process of coagulation that includes an unstable size range.
Evaporation of non-mature embryos during nucleation is the mechanism that is the least understood
by scientists. Secondly, it applies the capillarity approximation which is the premise that the surface
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tension of nano-size critical clusters is equal to that of a flat interface which is shown to be false. Yet,
Merikanto et al. (2007) believes this is correctable. Moreover, the parameterization by Maattanen et al.
(2017) makes use of hydrate theory to estimate its chemical activity coefficients, but here it is assumed
that the concentration of water vapor is a few orders bigger than sulfuric acid vapor which is not the
case for SAIl concentration levels. In the presence of ions, it applies the Kelvin-Thomson equation to
estimate the electrostatic influence, but it has been shown to perform poorly on nanoscale clusters due
to enhanced dipole interaction (Yu, 2005). Lastly, the linear dependence of the ion-induced nucleation
rate on ion concentration is questionable, because elevated concentrations will eventually result in a
higher ion-ion recombination rate which eventually offsets the electrostatic enhancement effect (Yu,
2006b).

Condensation/Evaporation - Section 2.5

The model for condensation and evaporation is based on an one-dimensional growth equation where
it is assumed that the molar fraction of H,SO, remains constant in the particle. This is acceptable as
long as the growth equation is evaluated for small time steps to limit the error. A second problem is
the assumption that the aerosol is in equilibrium with the water vapor and the growth depends on the
impingement rate of H,SO, molecules which is possibly not the case for SAI conditions. As a con-
sequence, Eq. (2.59) might need to be reformulated. Likewise, this formula needs adaptation if RH
exceeds 100%. Several other influential factors are neglected as well such as the effect of dissolved
impurities (core material) on the vapor pressures, the influence of latent heat released by vapor con-
densation on the temperature of the droplet (thermal diffusion), and the attachment of H,O clusters to
H,SO, molecules through the diffusion of water.

Coagulation - Section 2.6

The main assumptions related to coagulation are that the particles are all spherical and only two-body
collisions occur. In addition, the possibility of particle breakup is not considered. A point of interest is
the probability that a collision of two ultrafine particles results in coalescence. While Jacobson (2011)
argues the coalescence efficiency is close to unity, Yu and Turco (1998) believe the sticking probability
is significantly lower for ultrafine particles. The nature of the particle (liquid or mixed) can also play a
role, but is ignored at this stage.

Plume Dynamics - Section 2.7.1

This research chooses to focus on the early jet regime, so the interaction with wingtip vortices and all
subsequent stages of the plume are ignored. The flow field is resolved by means of RANS simulation
which provides a an averaged depiction of the flow field, but very little information about turbulent en-
trainment of ambient air. Ideally, the flow field is studied by means of an LES which would allow for a
detailled study of turbulent transport of aerosol parcels throughout the plume and provide accurate esti-
mates of the local temperature and relative humidity which influences aerosol growth significantly. The
possibility of ice formation and the creation of contrails is ignored based on the discussion in Section 3.1.



Results

What follows are the results of the simulations and analyses conducted on the formation of aqueous
sulfate aerosol from gaseous sulfuric acid and water in the early jet-regime of an aircraft engine wake.
This research was performed as part of a study on stratospheric aerosol injection through the distribu-
tion of condensable vapor from aircraft. The purpose of this study was to elucidate the intricacies of the
aerosol formation process in the early stages of the wake by increasing the resolution of the domain.
To this end, a decoupled approach was followed where the flow field is resolved through an axisymmet-
ric RANS simulation of an aircraft engine wake, and particle thermodynamics/mechanics are solved
independently on a separate microphysical grid. The inclusion of a plume dilution mechanic for water
vapor, and temperature, allowed for the creation of a realistic distribution of temperature and relative
humidity throughout the wake. This approach provides new insights in the processes that steer aerosol
growth on a ‘local’ scale, and the limitations of classical thermodynamic approaches to modeling high-
density aerosol formation. The results are organized into four sections, starting with Section 5.1 on
the output of the RANS simulation, which was constructed as part of another study (Tluk, 2023), and
remained unaltered throughout this entire study. Section 5.2 presents the verification results of the
model where we replicate the sulfate aerosol population that forms after emission of standard H,SO,
concentrations by a civil transport aircraft under cruise conditions. Subsequently, the sensitivity of the
microphysical processes to variations in local temperature and relative humidity is presented in Sec-
tion 5.3. Lastly, Section 5.4 examines the effects of increased injection concentrations of H,SO, vapor
on aerosol growth as part of a larger effort to simulate a realistic SAl scenario.

5.1. Velocity and Turbulent Viscosity Fields

The computational domain, flow solver settings, and boundary conditions that resulted in the resolved
flow fields below, are described in Section 4.1.3. The primary variables of interest are the local axial
flow speeds, shown in Fig. 5.1, and the local ‘kinematic’ eddy viscosity (or rate of turbulent momentum-
diffusivity), shown in Fig. 5.2. Note that the grids below are interpolated/coarsened to fit the microphys-
ical domain of 7x201x7 cells. Be aware that the heat map representation of the flow fields colors the
cells, but the velocities are stored at the cell vertices instead of the cell center.

72
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Figure 5.1: A 2D slice of the 3D domain describing the axial velocity component in the wake of a round jet based on an axisym-
metric RANS simulation, section cut at z = 0 m.
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Figure 5.2: A 2D slice of the 3D domain describing the kinematic turbulent viscosity in the wake of a round jet based on an
axisymmetric RANS simulation, section cut at z = 0 m.

The engine is positioned at the left of the domain and the flow moves from left to right. The engine
exit diameter, including the bypass, is equal to 3.5 m, which amounts to an initial plume cross-section
of 9.6 m?. The exit area is visible on the left of Fig. 5.1 as the area of constant velocity at the start
which spans 5 nodes or 4 m in width and lasts for approximately 17 m. The inner 3 nodes represent
the core exit velocity, while the outer 2 nodes resemble the shear line and the mixing region of the
core with the bypass, and the ambient air. The average initial velocity in the core is equal to 450 m/s,
while the average velocity in the vicinity of the shear line is equal to about 330 m/s. After roughly 20
m, the wake starts to grow due to mixing with the ambient air as the result of turbulence in the shear
line, as indicated by the fork-like shape in Fig. 5.2 (more like a diamond-shape with higher resolution).
While the turbulent diffusion of momentum is initially confined to the shear line, the mixing processes
eventually reach the wake’s core after 50 m, which is also the start of the decline in velocity along the
plume axis in Fig. 5.1. The kinematic eddy viscosity reaches its maximum intensity of nearly 10 m?/s
in the wake’s core after about 100 m, and stays above 1 m?/s in the plume interior until the end of the
domain.

5.2. Verification Case for Standard Cruise Emissions

To verify the microphysical model’s credibility and quality of output, the model is compared to the micro-
physical study of Yu and Turco (1998), using standard emission indices of a civil transport aircraft flying
at cruise conditions in the lower stratosphere. Although they consider supersonic flight, and this study
deals with subsonic conditions, this is considered acceptable for lack of a better test case in the near-
field with similar microphysical detail. It is assumed that the biggest discrepancy lies in the diffusion
rates following emission, even though Karcher (1995) does not report large differences in entrainment
rates. The full discussion on methods of verification and validation can be found in Section 3.2.2. The
microphysical model was initialized under the conditions listed in Table 3.1 for the stratospheric case
study, with the initial acid vapor number density depending on the fuel sulfur conversion fraction f;; 4.
We consider three conversion fractions (f; ¢ = 10 — 30 — 100%) based on the approach from Yu and
Turco (1998), and explained in Section 2.3.1, which gives initial concentrations of roughly 1e11 - 3e11
- 1e12 molecules/cm®. However, the level of similarity with Yu and Turco (1998) is probably low as it
was not possible to extract the exact initialization conditions that were used for the fuel sulfur content
and flow rates. In addition, the choice was made to replace the RANS temperature and RH fields by
replicating the dilution approach of Karcher (1995) as described in Section 3.3.1. The location of injec-
tion is 5 m behind the engine exit, to fully insert the Gaussian distribution.
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The results of the verification process are discussed below, starting with the aerosol size distribu-
tions in Fig. 5.3 - 5.5, which are logarithmically distributed. Because most microphysical models adopt
a Lagrangian framework to track the aerosol evolution inside a plume, the age or maturity of an aerosol
population is usually expressed by using the plume age, but this is a rather arbitrary when working in
a Eulerian framework, were the often-used metric is the plume distance. Matching the age of different
PSDs is therefore difficult, but the populations below are all assumed to appear between 0.5 - 1.5 s of
plume age, or 200 - 300 m of plume distance. A word of caution, the particle size distribution of Karcher
(1998) is all-inclusive picture of the aerosol population (including soot, ions, and ice). It should not be
used to evaluate the model’s capacity to predict the characteristics of the sulfate aerosol population
inside a jet engine plume, as the current state of the model does not incorporate electrostatic enhance-
ment nor heterogeneous nucleation. Yet, it provides valuable insights on ion- or soot-assisted particle
formation. The PSDs of Yu and Turco (1998) are based on thermodynamical model which only includes
soot (not included here) and neutral particles, and therefore better suited to evaluate the trustworthi-
ness of the simulation. To facilitate the comparison, a close-up of the neutral pure volatile particle size
distribution is included in Fig. 5.4 for different sulfur conversion fractions and corresponding predictions
by Yu and Turco.
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Figure 5.3: (a) Approximate number densities versus radius of volatile and non-volatile aerosol particles in the early jet regime
between 200 to 300 m of plume distance. Model output for a conversion fraction f; g of 30 %.

Figure 5.3 shows that the model predicts large abundances of the smallest of particles, followed by
a swift decline in number densities with increasing size. This is stereotypical of a population which
recently experienced a nucleation event, and in line with the predicted trend of the box models. Fur-
thermore, the lower bound of the particle radii matches the other models almost perfectly, and the asso-
ciated number densities fall within the uncertainty range of Karcher (1998) related to engine specifics,
the fuel sulfur content, and ambient conditions. Yet, both the distributions in the core and the plume
average fall short of the predictions of Yu and Turco (1998) for the smaller particle sizes by one to two
orders of magnitude. This is clearly visible in Fig. 5.4, which illustrates the effect of varying the initial
vapor concentration at the engine exit. Increasing abundances of condensing vapor clearly lead to
accelerated growth. If the density is increased by a factor ten, the radii of the largest particles are more
than tripled, leading to ten times more mass per particle. The model follows the increasing trend of Yu
and Turco (1998) nicely, even predicting flattening of the curve towards larger injection concentrations.
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Figure 5.4: Approximate number densities versus radius of neutral pure volatile aerosol particles for different fuel conversion
fractions f;;5 at 200 m of plume distance.

For the remainder of the verification study, we use the results from the simulation with a conversion
fraction of 30%. To investigate if the discrepancy in particle count is the result of variations in the
onset of particle formation and growth throughout the plume, it is insightful to look at the particle size
distribution earlier on in the plume. Figure 5.5 illustrates the evolution of PSD at different distances
along the plume axis.
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Figure 5.5: Evolution of the volatile particle size distribution as a function of plume distance (or age) for a conversion fraction
frs of 30 %.

With decreasing distance from the engine exit, the particle counts in the core increase significantly,
matching the prediction from Yu and Turco (1998) remarkably well. However, the predicted number
densities of the smallest clusters below a radius of 0.79 nm lie even lower at 60 m. Snapshots at later
instances show a gradual increase in number densities of the smallest clusters, and a decrease in
the amount of bigger particles. This behavior eventually stabilizes to a point where the PSD at 150 m
looks almost indistinguishable from the one at 200 m, imploring that the plume has reached a more
homogeneous distribution, or the microphysical processes have reached a more stable state.

Figure 5.6a describes the variations in gas-to-particle conversation rates due to nucleation and due
to condensation versus plume distance at 2 radial locations in the plume, the core and at distance of
4m from the center. Figure 5.6b presents the associated radii of the critical clusters that form under
nucleation in the plume’s core. Notice that there are three curves that describe three different radii. This
is related to the discussion in Section 4.2.2 on the need to match the composition of freshly nucleated
clusters with the fixed particle bin composition.
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Figure 5.6: (a) Loss rate of H,SO,4 vapor molecules due to nucleation and condensation at two radial locations. (b) Radii of the
critical and scaled cluster resulting from nucleation in the plume’s core, and the radius of the assigned bin.

Figure 5.6a confirms that there is a significant difference in the microphysical rates in the core (where
almost the entire population resides) at the start and the end of the plume domain. There is a strong
surge in both nucleation and condensation rates at 45 m from the engine exit with loss rates exceeding
1e12 molecules/cm? s. The peak in the nucleation rate dampens quickly, in contrast to the condensation
rate which remains relatively high for most of the simulated plume distance. After roughly 150 m, or 0.3
- 0.5 s, the loss rate of vapor to nucleation starts to stabilize. Interestingly enough, condensation also
commences earlier than nucleation in the plume’s core, indicating that there is already particulate matter
present at that stage. The onset of nucleation happens roughly at the time that the peak temperature
in the plume has decreased to about 300 K (see Fig. 3.9a), which is comforting given the fact that
all parameterizations from Table 4.1 are within their validity range. Lastly, it is noticeable that the
microphysics further away from the core do not show such extreme behavior. While nucleation still
occurs almost instantaneously, the overshoot is absent and the rates are relatively stable.

Looking at Fig. 5.6b, we see that the radii of critical clusters (red) vary along the plume, but this
continuous distribution is lost when they are sampled, and assigned to a particular bin size (black).
More importantly, the scaled radius of the particle with the weight composition of the bins (blue) does not
differ much from its original radius, which is good news because this ensures that there is no mismatch
during the assignment of a cluster to a bin (Figure B.1 in the appendix shows the percentage of mass
that is added or subtracted from the nucleus for the entire plume, not exceeding 20% at any point). The
maijority of the particles that form in the core are assigned to either particle bin 3 or 4, with radii of 0.63
nm and 0.79 nm, respectively. Yet, in the first few meters, slightly larger particles are created with radii
of 0.99 nm (bin 5). This explains why the PSD at 50 m plume distance in Fig. 5.5 shows the highest
number densities for the population of 0.79 nm particles, but this also means that particles with radii
below 0.63 nm are formed elsewhere in the plume. This notion is further strengthened by the area-
averaged PSD in Fig. 5.5, which is shifted to the left. To understand the growth process of the freshly
nucleated particles, the individual contributions of condensation and coagulation are plotted next to the
nucleation rate in Fig. 5.7. The rates are expressed in the amount of new aerosol particles/(cm? s) that
are added to a particular bin, in this case bin 6 because it is the first bin size that solely gains new
particles through condensation and coagulation.
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Figure 5.7: Rates of binary homogeneous nucleation, homogeneous condensation, and Brownian self-coagulation versus plume
distance at two radial locations. The condensation and coagulation rates are for particles with radii of 1.3 nm (bin
6), while the initial radii of the nucleated particles vary depending on the location.

What is striking, are the almost identical surges in condensation and coagulation even though their
maxima lie below the nucleation peak. As a result, a large part of the newly formed aerosol outgrows
their cradle bin almost instantaneously, pushing the PSD to larger radii early on in the plume’s lifetime
as witnessed in Fig. 5.5. In addition, it is apparent that the nucleation rate and condensation rate rapidly
decrease in magnitude, while the coagulation rate shows a relatively slow decline. The coagulation and
condensation rates in the core, and at at radius of 4 m, can also been to converge towards the end
of the plume. This is characteristic of an increasingly mixed wake, and implies more homogeneous
ambient conditions across the plume. The trends that stand out in Fig. 5.7 are further substantiated
by Fig. 5.8a, which depicts the evolution of the number density of sulfuric acid vapor, and total number
density of aerosol along the plume axis.
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Figure 5.8: (a) Concentration of sulfuric acid vapor and aerosol in the plume’s core versus plume distance. (b) Magnitudes of
several diffusion coefficients versus plume distance.

The H,SO, vapor concentration remains roughly constant until the onset of heavy nucleation at 45 m,
and starts to drop continuously thereafter as gas is converted to liquid particles through nucleation and
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prolonged condensation, and vapor is transported out of the core towards the edges of the plume as the
result of turbulent mixing. By the end of the domain, a number density 1e7 molecules/cm? rests in the
core. The concentration of aerosol, on the other hand, experiences a strong rise in numbers between
45 to 50 m where the sulfuric acid vapor is heavily supersaturated. The number densities remain fairly
high and only experience a small decline towards the end of the plume even though coagulation rates
are high. This is because of two reasons; self-coagulation feeds the new generation of particles in
the next bin because two particles combine to form one particle of a larger size; and as will become
clear, the population in the core is continuously replenished by aerosol forming at the outer edges of
the wake.

The lack of dilution in the first 50 m of the plume is explained by looking at Fig. 5.8b, which shows the
intensity of various processes that contribute to the diffusion of a chemical species. On the left are the
molecular and Brownian diffusion coefficient in blue, while the turbulent diffusion coefficient is shown in
red. The value of the molecular diffusion coefficient ranges between 1 to 5 cm?/s along the plume axis,
while the Brownian diffusion coefficient for a particle of radius 0.79 nm is roughly equal to 0.5 cm?/s
for most of the domain. However, these contributions pale in comparison to the impact turbulence has
on the diffusion of chemical species in the plume. As mentioned in Section 5.1, the turbulent mixing
process only manages to reach the core of the plume after roughly 50 m and that’s when you notice a
strong rise in the turbulent diffusion coefficient along the plume axis, with magnitudes above 10 m?/s.
This is four to five orders of magnitude larger than the other diffusion mechanisms, and therefore solely
considered in the advection-diffusion equation (see Section 4.3.1). As a result, no diffusion is present
in the core of the plume until after 45 m.

Up until now, we have solely looked at one-dimensional locations in axial direction, either the
plume’s core or at a fixed distance from the core. Yet, two-dimensional views of the flow field are
of interest as well as they help to identify locations of interests, and provide more information about the
interaction between different regions inside the plume. Figure 5.9 highlights the areas where nucleation
occurs, and provides the size of aerosol particles which are formed. Figure 5.10 shows the associated
nucleation rates which give a notion of the amount of particles that are formed.
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Figure 5.9: A 2D section cut of the axisymmetric wake showing the areas where nucleation occurs, and the size of the critical
cluster expressed as the particle bin they are assigned to. Grey areas are locations where the nucleation rate lies
below 1 particle/(cm? s).
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Figure 5.10: A 2D section cut of the axisymmetric wake showing the areas where nucleation occurs, and the associated rates.
Grey areas are locations where the nucleation rate lies below 1 particle/(cm? s).

The section cut of the wake reveals that different particle sizes are formed depending on the location
in the plume, and the range of sizes spans 4 bins. Interestingly, nucleation commences earliest in the
shear line of the jet wake at 20 m past the engine exit, and nucleation in the core follows after about
40 to 45 m past the exit. Returning to Fig. 3.12, this is not surprising given that the conditions in the
core are initially the least favorable for nucleation given how dry the environment is in the hot climate.
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This is why larger critical embryos are required before a stable equilibrium is reached between the gas
and the liquid droplets. At the edges of the plume, however, the relative humidity lies above ambient
conditions because the temperature is low enough, and there are increased concentrations of water
vapor available from the engine. This results in more favorable conditions, and allows for the formation
of smaller particles, but at a lower rate because there is less sulfuric acid vapor available which is
still largely trapped in the core (see Fig. B.3 in the appendix). This also explains why the PSD of the
population in the core contains particles with radii smaller than 0.79 nm as seen in Fig. 5.5. In addition,
the strong surge in nucleation at core shown by Fig. 5.6a and 5.7 is also clearly visible in Fig. 5.10 at 50
m plume distance. Through a combined effort of nucleation and subsequent condensation (see also
Fig. 5.11), the abundance of sulfuric acid vapor in the core is depleted rapidly, and nucleation rates
drop significantly due to decreasing supersaturation, eventually creating a “tear” in the nucleation field
which is visible in Fig. 5.10. From there on, most of the nucleation happens at the outer regions of the
wake. Nucleation is followed by condensation and coagulation, and their associated rates are plotted
in Fig. 5.11 and Fig. 5.12, respectively. The rates are expressed in the amount of new aerosol particles
per cubic centimeter per second that are added to a particular bin, in this case bin 6, or particles with
a radius of 1.3 nm.

y (m)
o o
T T
N A O ©
Iog(«/cm3 s)

20 40 60 80 100 120 140 160 180
Plume distance x (m)

Figure 5.11: A 2D section cut of the axisymmetric wake showing the areas where condensation occurs, and the associated
rates. Rates only count for particles with a radius of 1.3 nm. Grey areas are locations where the condensation rate
lies below 1 particle/(cm? s).
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Figure 5.12: A 2D section cut of the axisymmetric wake showing the areas where coagulation occurs, and the associated rates.
Rates only count for particles with a radius of 1.3 nm. Grey areas are locations where the coagulation rate lies
below 1 particle/(cm?® s).

The two-dimensional heat map of the condensation rates shows that freshly nucleated particles in the
shear line are transported to the wake’s core early on as there is condensation happening in the core
before nucleation is possible. While coagulation also starts early, it is slightly delayed because the
number density of the aerosol population is still increasing. Both fields also show peak intensities in
the wake’s core at 50 - 60 m. Self- coagulation among smaller particles eventually dies out for smaller-
sized aerosol as the average particle radius grows larger throughout the domain. This is shown by
Fig. 5.13, which depicts the volume-mean radius of the particles at that location in the wake, and the
amount of particles that are added to bin 4 due to coagulation of smaller particles, shown in Fig. 5.14.
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Figure 5.13: A 2D section cut of the axisymmetric wake showing the evolution of the volume-mean radius of the aerosol. Grey
areas are locations where no aerosol resides.
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Figure 5.14: A 2D section cut of the axisymmetric wake showing the areas where coagulation occurs, and the associated rates.
Rates only count for particles with a radius of 0.79 nm. Grey areas are locations where the coagulation rate lies
below 1 particle/(cm? s).

There comes a point where the number densities of the populations in the lower bin sizes become too
low to collide frequently, and to grow through coagulation. This happens rather soon in the core of the
wake, but less rapidly at the edges of the plume because the growth rate in the core is significantly
larger thanks to the high density of aerosol, and vapor supersaturation. Notice the void right at the
peak of heavy particle formation which tells us there are little to no particles below 0.79 nm present at
that location as bin 4 is not gaining any particles through coagulation. This is because the size of the
critical cluster is already part of bin 4 from the moment it is formed. This void eventually gets filled by
particles coming from the outer parts of the wake. At the end of the domain though, the population of
particles in the lower bins are depleted for good. The border where gains through coagulation become
insignificant lies very close to the areas where the volume-mean radius in Fig. 5.13 reaches values of
0.79 nm (this is difficult to see). This means that the major part of the aerosol population at that location
already belongs to bin 4 or higher.

5.3. Effects of Temperature and Relative Humidity on Microphysics

For the verification study in Section 5.2, the choice was made to use a different distribution for the
temperature and relative humidity based on more realistic mixing model from Karcher (1998) instead
of the RANS-resolved fields (see Section 3.3.1). To assess the impact that different distributions might
have on the microphysical processes in the wake, the simulation was run again with the RANS fields.
This section discusses the results of that analysis, starting again with plotting the evolution of the PSD
at different distances along the plume axis. in Fig. 5.15.
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Figure 5.15: Evolution of the volatile particle size distribution as a function of plume distance (or age).

Comparing Fig. 5.15 to Fig. 5.5, we see that the predicted number densities at 150 m resemble each
other relatively well, but there are two notable differences. The averaged PSD across the entire plume
lies significantly higher, matching the core PSD, but shifted to smaller particles sizes. Secondly, the
PSDs show a more linear growth trend, which is an indication of a more constant growth process. The
PSD at a distance of 60 m, however, displays significant differences to the verification case. Instead
of high particle counts in the core, there are more particles present away from the center and spread
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out in radial direction. The amount of particles that has been formed at this instance is also less, which
implies nucleation is delayed/quenched with respect to the conditions in the verification case.
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Figure 5.16: (a) Concentration of sulfuric acid vapor and aerosol in the plume’s core versus plume distance. (b) Rates of binary
homogeneous nucleation, homogeneous condensation, and Brownian self-coagulation versus plume distance at
two radial locations. The condensation and coagulation rates are for particles with radii of 1.3 nm (bin 6), while the
initial radii of the nucleated particles vary depending on the location.

Figure 5.16a shows that the sulfuric acid vapor concentrations in the core starts to decline at 50 m past
the engine exit, but at a slower pace as the verification case in Fig. 5.8a. Aerosol is present in the
core from that moment on as well. However, Fig. 5.16b reveals that there is no nucleation happening
in the core until the very last moment (at 199 m, bottom right corner), and vapor depletion is purely
happening through condensation on pre-existing particles. This means the aerosol appearing in the
core is transported from somewhere else in the wake. The coagulation rates in the core and at a radial
distance of 4 m look very similar, which could imply the population of smaller particles is well-distributed
across the plume as they appear in similar quantities.
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Figure 5.17: A 2D section cut of the axisymmetric wake showing the areas where nucleation occurs, and the size of the critical
cluster expressed as the particle bin they are assigned to. Grey areas are locations where the nucleation rate lies
below 1 particle/(cm? s).
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Figure 5.18: A 2D section cut of the axisymmetric wake showing the areas where nucleation occurs, and the associated rates.
Grey areas are locations where the nucleation rate lies below 1 particle/(cm? s).

The section cuts of the nucleation field in Fig. 5.17 and Fig. 5.18 confirm that nucleation in the core of
the plume is absent for most of the domain, because the temperature conditions remain unfavorable for
a longer period of time. This is a significant difference with the verification case where the entire plume
participates in nucleation from the start. Due to the absence of the strong surge in particle formation and
growth in the center, a larger abundance of vapor reaches the edges of the plume resulting in bigger
number densities and larger nucleation rates (see Fig. B.4 in the appendix). Most of the particles that
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are formed initially have radii around 0.5 to 0.64 nm, but this increases to 0.79 - 0.99 nm as the edges
get more saturated with vapor.
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Figure 5.19: A 2D section cut of the axisymmetric wake showing the areas where condensation occurs, and the associated
rates. Rates only count for particles with a radius of 1.3 nm. Grey areas are locations where the condensation rate
lies below 1 particle/(cm? s).
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Figure 5.20: A 2D section cut of the axisymmetric wake showing the areas where coagulation occurs, and the associated rates.
Rates only count for particles with a radius of 1.3 nm. Grey areas are locations where the coagulation rate lies
below 1 particle/(cm?® s).

Figure 5.19 and 5.20 finally confirm the process of particle transportation that was alluded to in the
discussion of Fig. 5.8a. Both the condensation and coagulation rates showcase a gradual increase
in intensity throughout the entire plume without any surges or discontinuities, although condensation
starts to slow down by the end of the domain (see Fig. 5.16b). Yet, it was shown that aerosol is solely
created at the edge of the plume. This means there is a steadily-increasing flux of aerosol material
transported towards the core of the wake. This makes sense given the strong growth in the turbulent
diffusion after 50 m (shown earlier in Fig. 5.2 and Fig. 5.8b). The contours in Fig. 5.20 even show the
process of spreading by faint variations in the self-coagulation rates which are a good indicator for the
number density of population. These contours are even more notable in the distribution of aerosol in
Fig. B.6 in the appendix.

The transport of aerosol to the core eventually also results in strong growth as condensation and
coagulation rates remain relatively high for the entire plume distance (see Fig. 5.16b). This is most
likely the result of more abundance of sulfuric acid vapor as there has been no surge in nucleation at
the start of the plume like in the verification case. The volume-mean radius distribution in Fig. 5.21 also
resembles more of a one-dimensional streak-line, as the result of the merging of particles coming from
the edge. The volume mean radius distribution of the verification case, on the other hand, shows more
growth outwards from the core.
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Figure 5.21: A 2D section cut of the axisymmetric wake showing the evolution of the volume-mean radius of the aerosol. Grey
areas are locations where no aerosol resides.

5.4. Effects of Increased Concentrations on Microphysics

One of the effects of increasing the initial vapor concentration was illustrated previously in Fig. 5.4 on
a small scale, where increasing the abundance of vapor at the start resulted in accelerated growth of
the aerosol population. Yet, under extreme supersaturation levels, the classical modeling approach to
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nucleation and condensation can predict unrealistic scenarios. The purpose of this section is to explore
the limits of modeling particle microphysics as a thermodynamic equilibrium. To confidently answer any
questions on the steerability of SAl, it is important that the physics are correct. Therefore, two study
cases were considered in line with the investigation of Benduhn et al. (2016). Based on the assumption
that fighter jets would carry out the logistical operation of transporting high amounts of sulfur up to the
stratosphere, they concluded that a minimum injection concentration of 1e16 molecules/cm?® would be
required to be able to release their entire payload within cruise range, and minimize the amount of
aircraft needed to carry out the mission. A second lower limit of 1e15 molecules/cm?® could be possible,
if an additional precursor gas is released besides H,SO,. Both concentrations are considerably bigger
than the levels used in the verification study, and they lie outside the validity range of the parameteriza-
tion for neutral particle formation from Maattanen et al. (2017), which is limited to 1e13 molecules/cm3.
Therefore, this study considered two versions of each case; one where the perceived particle concen-
trations are artificially lowered to limit the nucleation rates and particle properties to the validity range of
the parameterization; and a second version where the predicted rates and particle properties are unreg-
ulated. In addition, ions are included in all cases with realistic concentrations to allow for the possibility
of ion-induced nucleation. The validity range of the parameterization for IIN allows for concentrations
up to 1e16 molecules/cm?®, and provides a good benchmark for neutral particle properties. However,
although charged particle formation is included, the formed cluster does not behave differently than
a neutral cluster due to ongoing development (see Section 3.2.2). Figure 5.22 shows the core and
average particle size distributions of the two injection cases with limited concentrations of H,SO, par-
ticipating in nucleation. The case where the concentrations are unregulated is shown in Appendix C,
but excluded from this discussion as the simulation showcased an inherent periodic instability in the
aerosol mass, and unrealistic predictions of the critical cluster size.
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Figure 5.22: Approximate number densities versus radius of volatile aerosol particles in the early jet regime at 200 m of plume
distance. Perceived H,SO, concentrations in the nucleation routine are limited to the maximum values of the
validity ranges. The desired range of volume-mean radii of the population at the end of the early growth period is
shown by the vertical dashed lines, including the desired peak at 0.15 pm.

There is a clear indication that larger concentrations of condensable vapor increase the particle radius
and accelerate particle growth on the short-term. Yet, the amount of the smaller-sized aerosol particles
decreases as the initial vapor concentration goes up, which is the result of increasing condensation
rates and decreasing nucleation rates. A small segment of large particles claims most of the vapor
resource, and becomes increasingly more efficient at scavenging smaller aerosol through coagulation.
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However, the results shown above are most likely unrealistic due to a number of reasons. To start,
the dual-mode distribution in Fig. 5.22 is created almost artificially, and not the result of a physical
difference in the growth process. The nanoscale left mode results from natural growth in the plume,
while the submicroscopic mode on the right is created almost instantaneously early on in the wake. This
is especially clear looking at the distribution of the volume-mean radius for both initial concentration
levels in Fig. 5.23 and 5.24.
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Figure 5.23: A 2D section cut of the axisymmetric wake showing the evolution of the volume-mean radius of the aerosol for an
initial vapor number density of 1e15 molecules/cm®. Grey areas are locations where no aerosol resides.
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Figure 5.24: A 2D section cut of the axisymmetric wake showing the evolution of the volume-mean radius of the aerosol for an
initial vapor number density of 1e16 molecules/cm®. Grey areas are locations where no aerosol resides.

Both figures clearly show that the largest volume-mean radii are found early on in the wake. Right from
the start, particles grow beyond radii of 0.1 ym almost instantaneously, and enter the desired VMR
range to be useful for SAl applications. A second concern is the onset of nucleation, as visualized in
Fig. 5.25 and 5.26, which moves upstream with increasing vapor concentrations. In the case of an initial
concentration of 1€16 molecules/cm?, nucleation occurs in the core at a point where the temperature is
still above 400 K, outside the range of almost all of the thermodynamic parameterizations from Table 4.1.
Remarkably, the nucleation event in the core is also limited to 1 grid point and does not take place at
later instances downstream except in the outer regions in the wake.
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Figure 5.25: A 2D section cut of the axisymmetric wake showing the areas where neutral nucleation occurs, and the size of the
critical cluster expressed as the particle bin they are assigned to. Grey areas are locations where the nucleation
rate lies below 1 particle/(cm3 s). Initial vapor number density of 1e16 molecules/cm?.
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Figure 5.26: A 2D section cut of the axisymmetric wake showing the areas where ion-induced nucleation occurs, and the size
of the charged critical cluster expressed as the particle bin they are assigned to. Grey areas are locations where
the nucleation rate lies below 1 particle/(cm? s). Initial vapor number density of 1e16 molecules/cm?3.

A third issue with the validity of CNT is related to the size of the critical cluster. CNT predicts that
most of the particles that are formed are neutral subnanoscopic particles with a high sulfur composition
due to the extreme dry environment, nearing barrierless kinetic particle formation as a result of the
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high vapor concentrations. Yet, as seen in Fig. 5.27a, the BKPF regime for both neutral and charged
particle formation is never reached in the core, as the vapor concentration is depleted rapidly once
nucleation commences (charged BKPF does occur in other regions of the wake, see Fig. C.2). The
question is whether the single neutral nucleation event in the core is trustworthy, because the ion-
induced nucleation prediction tells a different story. Figure 5.26 shows that charged critical clusters are
generally smaller than neutral clusters, which makes sense based on the discussion in Section 2.4.2.
The only exception is the size of the clusters in the core, where IIN predicts the formation of particles
with bin size 6, which makes sense because it is more difficult to form stable smaller clusters in a hot
climate (keep in mind that IIN is valid for concentrations up to 1e16 molecules/cm?®). Yet, the neutral
clusters at the same location are significantly smaller which is contradictory to the fact that ions prevent
cluster disintegration and allow for smaller, more stable clusters to be formed.

As a final observation, let us investigate why nucleation is absent in the plume core after that single
burst at 13 m from the engine exit. Figure 5.27b reveals that significantly lower amounts of aerosol are
formed compared to the verification case (9e6 particles/cm?® vs. 9e9 particles/cm?, see Fig. 5.8a). Still,
large quantities of vapor are consumed as visible in Fig. 5.27a but not through nucleation. The dominant
gas-to-particle conversion process in this case is condensation or the diffusion of vapor onto existing
particles. Looking at the loss rates of H,SO, vapor in Fig. 5.28, the initial condensation rate exceeds
the nucleation rate tremendously with a rate above 1e18 molecules/(cm?® s). Thus, a small amount
of particles claims almost all the available vapor in less than 5 meters or a few grid cells, resulting in
large volume-mean radii. This result is questionable because of three reasons: (1) the thermodynamic
parameterizations for some of the variables that are used in the growth equation are not valid for the
local temperature; (2) the growth equation assumes the impingement rate of H,SO, is the limiting factor,
and that the water concentration is sufficiently high to restore aerosol equilibrium instantaneously (see
Section 2.5), but at this stage water is present in almost equal amounts as sulfuric acid which would
decrease the efficiency of the growth process; (3) it was discovered that the growth routine allows for
rapid mass diffusion across multiple bin sizes at a time which leads to unrealistic growth spurts among
the aerosol population. The ion population in the core, on the other hand, shows a steady decline
in numbers (even in the absence of nucleation) due to recombination and dilution of the plume, and
follows the trend from Yu and Turco (1998) nicely.
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Figure 5.27: Initial vapor number density of 1e16 molecules/cm®. (a) Concentration of sulfuric acid vapor in the plume core, and
the thresholds for both neutral and charged barrierless kinetic particle formation, versus plume distance.
(b) Concentration of sulfuric acid vapor, aerosol, and ions in the plume’s core versus plume distance. Peaks that
increase the aerosol and vapor numbers are the result of mass at the edge of the wake diffusing inward to the core.
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Figure 5.28: Loss rate of H,SO, vapor molecules due to nucleation and condensation at two radial locations for an initial vapor
number density of 1e16 molecules/cm3.



Discussion

The aim of this study is to investigate the mechanisms within a jet engine wake that govern sulfate
aerosol formation and growth, as well as the effect of elevated concentrations of gaseous H2SO4 on
the model’s accuracy in predicting the resulting particle size distribution. Through simulations, we were
able to analyze the impact of temperature and relative humidity on the evolution of aerosols in the wake,
as well as the effect of increasing H2SO4 concentrations on particle growth. In Section 6.1, we discuss
the findings in more detail and provide an interpretation of the results, drawing on relevant literature
to explain their relevance. The chapter concludes with Section 6.2 which presents the answers to the
research questions that were posed at the start of this research.

6.1. Interpretation of the Results

Aircraft emissions have been shown to produce sulfate aerosol particles in their wake, and the number
of these particles is heavily influenced by engine emissions, fuel sulfur content, and ambient conditions
(Penner et al., 1999; Yu & Turco, 1998). This is accentuated by the large uncertainty bars in the particle
size distribution from Karcher (1998) in Fig. 5.3. The formation of these particles is complex and affected
by various factors, including the initial sulfuric acid vapor concentration, and the plume mixing rate, in
turn affecting the cooling rate and dispersion rate of several key chemical species such as H,O, H,SO,,
ions, and the aerosol itself. The presence of soot, and other nitrogen-based catalysts, is believed
to have a negligible impact due to their low numbers. In addition, there are strong indications that
“classical” binary nucleation theory, based on the assumption of thermodynamic equilibrium between
the vapor and condensed states, is not suited to explain the process of high-density particle formation
(Yu & Turco, 1998).

First, a verification study was conducted. Its goal was to ensure that the new nucleation routine and
dilution mechanics were implemented correctly, by benchmarking it with the box model from Yu and
Turco (1998). Before, the microphysical model was only capable of simulating homogeneous particle
growth in a constant stratospheric environment (fixed temperature and relative humidity). This resulted
in instantaneous particle formation, rapid growth, depletion of acid vapor within milliseconds, and a log
normal particle size distribution with a VMR of rougly 0.1 ym spanning tree decades of particle radii
after only 200m (which takes less than a second to develop). After the implementation of a realistic
distribution of temperature and water vapor, typical of a jet engine wake, it quickly became apparent
that the microphysics and the resulting PSD were very sensitive to the local conditions in the wake.
This resulted in an entirely different outcome after 200 m as presented in Fig. 5.3. The PSD now only
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spanned one decade of radii, with a VMR of rougly 0.75 nm. One of the significant factors leading to
this decrease in particle size is the high initial temperatures of the exhaust, which hinder the formation
of particles. Another factor is the dispersion of mass due to turbulent mixing between the wake and
surrounding air which also contributes to this decline by preventing the condensation of vapor and
coagulation of particles.

In general, the results agree remarkably well with the predictions from Yu and Turco (1998), given
the difficulty to match plume ages, the high uncertainty factor on the initial conditions, and the fact that
it is a one-dimensional box model with no partitioning in the cross-section of the plume, and different
dilution mechanics. The biggest discrepancy lies in the particle counts of the smallest clusters, but
this is suspected to be a consequence of differences in the onset of nucleation due to different dilution
mechanics of the wake. Yu and Turco (1998) apply a constant diffusion coefficient of 300 m?/s in the jet
regime to estimate the expansion of the plume and the dispersion of all its chemical species. This about
twenty times bigger than the maximum values in the RANS field (see Fig. 5.8b). While the dilution of
temperature and water vapor is handled by Karcher’s box model (see Section 3.3.1), the dispersion of
sulfuric acid vapor is still modeled through the advection-diffusion equation with the turbulent kinematic
viscosity, and therefore it disperses at a significantly slower rate. This will advance/force the onset of
nucleation as the supersaturation limit is reached earlier, but increase the required size of the critical
cluster to achieve equilibrium. It will also significantly accelerate particle growth in the core because
the vapor is still largely trapped here, leading to high condensation/coagulation rates (see Fig. 5.7). As
a result, the sulfuric vapor mass is depleted at a considerably stronger pace (see Fig. 5.8a). By the
time the plume has reached more favorable conditions for nucleation, the amount of vapor available
for nucleation is significantly lower compared to Yu and Turco (1998), which is why they are able to
produce larger amounts of smaller sized critical clusters at this point as the temperature has dropped
further. This hypothesis is supported by Fig. 6.1 which depicts the sensitivity of the homogeneous
nucleation rate to a variation in temperature (Dakhel, 2005).
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Figure 6.1: Nucleation rate as a function of temperature. The water mole fraction and the sulfuric acid mole fraction are at
typical values for a 30m measurement. The nucleation rate is highly sensitive to temperature and can vary greatly
in a temperature change of 10 degrees K (Dakhel, 2005).

The difference in the onset of nucleation between both models is roughly 40m, and the temperature
drops from 300 K to 280 K over this distance (see Fig. 3.9a). A decrease by 20 K increases the
nucleation rate for the same vapor concentration by 8 orders of magnitude. The takeaway here is that
strong early diffusion of the condensable vapor might delay nucleation, and will create larger amounts
of small-sized particles that are evenly distributed across the plume. Secondly, it prevents excessive
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coagulation leading to slower growth. Strong concentrations in the core, however, result in bigger
critical embryos, and lead to prompt coagulation/condensation, resulting in rapid growth to size, a less
uniform population, and smaller amounts of smaller-sized particles scattered around the plume.

Another important factor, and one which was not shown as part of this investigation, is the effect of
chemiions on the coagulation process early on in the plume (see Section 2.6.2). According to Yu and
Turco (1998), charged clusters are highly effective at scavenging sulfuric acid vapor, often inhibiting
neutral particle aggregation. However, the period of charge-assisted coagulation is very short, and Yu
and Turco (1998) showed that the total number of ion mode particles that grow beyond the minimum,
located between 1 to 2 nm in the size distribution of Fig. 5.3, is independent of the plume age after
roughly one second. Thus, the number of charged particles that will attain radii larger than 1.5 -2 nm
stabilizes after one second regardless of the initial concentration. At this point, it is difficult to predict
how this dual-mode behavior would respond over time under high initial vapor concentrations and ar-
eas of high supersaturation. It is possible that the ion mode particles will disrupt the growth process
significantly, creating a small population of relatively large particles in contrast to a large population
of small neutral particles which were inhibited to grow. Whatever the case, the effect of electrostatic
enhancement could be retarded by injecting outside the area where ions reside, or by increasing the
mixing rate early on in the wake.

By now, it is clear that an accurate mixing model of the wake is of big importance in setting the micro-
physics in the early growth period. The problem is that the jet wake and overall plume morphology is
highly aircraft/engine specific. For this study, the choice was made to model the dilution of the wake in
part by the box-equations from Karcher (1995) and simulated entrainment rates of a B747 high-bypass
jet engine, supplemented with information from the early RANS fields to include more detail in the ra-
dial direction. Although this is a makeshift solution awaiting the development of a more-inclusive RANS
simulation, the approach did provide some new insights in the particle formation process as it was re-
vealed that particulate formation does not start in the core of the wake, but in the shear line instead. In
retrospect, this is not surprising because the highest relative humidities are seen in the outer edges of
the plume. Particles formed in the outer regions of the plume tend to be smaller in size compared to
the ones in the core (see Fig. 5.9). The elliptical closure of the nucleation zone is also a notable factor,
which is predicted by another 2D mixing model from Starik (2007) for a B747 aircraft and the turbulent
plume of the bypass engine, seen in Fig. 6.2a.
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Figure 6.2: (a) Location of the nucleation region in the plume of B-747 aircraft at cruise (7 is the normalized radius of the plume,
A depicts the boundary of the engine core flow, B depicts the boundary of the plume) (Starik, 2007). (b) Overlay of
Fig. 6.2a with a cutout of the nucleation field from Fig. 5.10.
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The same boundaries are plotted over the nucleation field from Fig. 5.10 in Fig. 6.2b, which confirms
that the onset of nucleation falls within the demarked nucleation region (1). Region (ll) is the hot exhaust
core flow preventing nucleation, which cools down sufficiently after about 35m. A similar region is found
in the bypass (lll), lasting for a shorter distance because the initial exit temperature is more moderate
compared to the core. The delayed onset of nucleation in the shear line, and smaller spread of the
nucleation region, might be explained by the fact that the radial distribution is modeled after the RANS
field which was shown to decay rather slowly. The turbulence model might underestimate the rate of
mixing, and therefore plume expansion (see Section 4.1.2).

To evaluate the variability in the microphysics under different dilution conditions, the box-model T
and RH fields were replaced by the RANS-resolved T field and the associated RH field. This had a
big impact on the microphysics because nucleation in the core was delayed considerably, and most
of the nucleation happened in the shear line instead (Fig. 5.18). It also revealed that particles formed
in the edge of the plume, diffuse inward towards the core where they collide and grow considerably
through vapor condensation (Fig. 5.19 - 5.20). Yet surprisingly, the different evolution paths in particle
growth did not result in widely different average volume-mean radii at the end of the domain, but there
is a clear non-uniformity in the distribution of the volume-mean radius across the plume’s cross-section.
(compare Fig. 5.13 and Fig. 5.21). At this stage, it is difficult to further investigate the differences in
particle growth as the result of how the plume develops over time, given the large number of unknowns
in the mixing process. The plume morphology is highly case-specific, and depends on a number of
factors including the type of engine as well as the interaction with the wingtip vortices in the near-field
(Garnier et al., 1997; Karcher, 1995).

A final observation as part of this sensitivity study is the relationship between the mass conservation
error during advection and diffusion, and the total amount of mass in the system. The relative mass
conservation error varied significantly depending on the conditions, and if most of the mass still resided
in the vapor phase , or was converted to aerosol. If no nucleation occurred, the relative error could
be significant (above 100%), but for vapor number densities above 1e10 molecules/cm?, the resulting
impact of twice the mass on the microphysics is relatively low. Yet, if heavy nucleation occurs, most
of that mass is converted to aerosol, and the relative mass error in the vapor population drops to
below 1%. The relative mass error in the aerosol population increases instead, but only to a value of
30%. This implies the error is also bound to the number of particles (or separate bodies of mass), and
potentially the transition step from concentration to mass as the variable of interest when advecting
the populations across the grid. Because the numerical schemes for diffusion-advection were not the
focus of this research, the source of the error was not investigated further but this is considered as an
area of improvement in future research.

6.2. Answers to the Research Questions

What follows is the synopsis of the results, and their interpretation, by answering the research ques-
tions that were posed at the start of this research in an effort to gain insight in the growth process of
Accumulation-Mode H,SO,-H,0 aerosol in a jet engine wake after injection of condensable sulfuric
acid vapor.

RQ.1 What are the mechanisms within the near-field of a jet engine wake
that lead to the creation of aerosols and subsequent growth, when
accounting for local variations in temperature and relative humidity?

The simulations show that the microphysics and resulting particle size distribution are very sensitive to
the local conditions in the wake. The high initial temperatures of the exhaust hinder the formation of
particles, while the dispersion of mass due to turbulent mixing between the wake and surrounding air



6.2. Answers to the Research Questions 91

counters the effect of condensation of vapor and coagulation of particles. In all of the studied cases,
particle formation starts in the shear line due to rapid cooling of the plume at the edges and expands
to the core at a later stage. Clusters that are formed at the edge of the plume are typically smaller
than nuclei in the core. A large part of the fresh aerosol particles in the outer regions is continuously
transported inwards towards the core providing a continuous flux of small particles that feed the growth
process of particles in the center. For large initial concentrations of sulfuric acid vapor in the core,
and a low plume dilution rate, CNT predicts a strong surge in nucleation at a certain point in the core,
followed by strong vapor condensation rates and rapid coagulation. In regions of strong condensation,
coagulation is enhanced due to rapidly increasing particle volumes, and therefore the collision efficiency
of the process goes up (Turco & Yu, 1999). As a result, the growth process in the core is considerably
faster compared to other regions in the plume as vapor will continue to condense for a prolonged
period of time. Over time, the larger particles in the core are also getting increasingly more efficient in
scavenging smaller particles coming from the edges of the plume.

RQ.2 How can classical thermodynamic approaches to nucleation and
condensation be improved to better model high-density aerosol
formation from condensable vapor?

Exploratory simulations on aerosol formation with elevated concentrations of gaseous H,SO, above
1e15 molecules/cm?® revealed several modeling errors of classical thermodynamic approaches to nucle-
ation and condensation. Increased vapor concentrations advance the onset of nucleation in the wake
to a point where the parameterizations for several key thermodynamic parameters such as the gas
species saturation pressures, aerosol surface tension, and density are no longer valid for the local tem-
perature conditions. A second issue is the contradictory results between the neutral and ion-induced
nucleation predictions of the critical cluster size (and composition). Under large vapor concentrations,
predicted neutral cluster sizes were significantly smaller than their charged counterparts, despite the
fact that ions prevent cluster disintegration and allow for smaller, more stable clusters to be formed. A
third limitation is the nature of the condensation growth equation, and its underlying assumption that the
aerosol is in equilibrium with the surrounding water vapor. The absence of a restriction on the available
water content leads to unreasonably large growth rates, further exaggerated by inherent mass diffu-
sion in the condensation routine. Overall, these weaknesses suggest that classical thermodynamic
approaches may not accurately model high-density aerosol formation from condensable vapor, and
alternative/improved approaches should be considered.

RQ.3 What are the key uncertainties in modeling aerosol mechanics in a jet
engine wake and how do they impact our understanding
of the microphysics?

One of the outcomes of the literature review is a long list of assumptions and limitations in modeling
aerosol mechanics in a jet engine wake (see Section 4.4), which ultimately leads to a wide range of
uncertainties in the simulation results. Due to time constraints, it was not feasible to conduct a thorough
sensitivity study of various parameters to quantify these uncertainties. However, through this investi-
gation, valuable insights were gained that allow for the prioritization of unpredictable factors based on
their relative impact. Based on the observations that most of the particle formation happens within the
first second of emission; nucleation commences in the plume’s shear line; different particles sizes and
compositions are obtained at different radial locations in the plume; condensation and coagulation are
heavily tied to vapor dilution rates; and that there is strong temperature evolution in the near-jet regime,
itis concluded that the mixing process of the core flow (with a possible bypass flow) and the ambient air
is a strong driver of the uncertainty in all areas of the aerosol microphysics. A second large uncertainty
is the exact nature of the particle formation process. While CNT suggests that increased concentrations
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advance the onset of nucleation, creating low amounts of larger-sized critical clusters, there is reason
to believe that particle formation under high gas concentrations is purely dependent on particle kinetics
resulting in large amounts of smaller-sized clusters once the conditions allow for it. This schism in parti-
cle formation theory remains one of the larger uncertainties because it determines whether subsequent
growth will be dominated by condensation or coagulation, and it remains largely invalidated due to a
lack of experimental observations. A third and final key uncertainty are the efficiency factors of the
condensation and coagulation processes, previously referred to as the accommodation and sticking
coefficients. During this investigation, they were assumed to equal 1 which corresponds to optimum
conditions for particle growth, but in reality they vary considerably depending on the size and nature of
the particle as well as the surrounding conditions. In addition, the possibility of particle breakup after
collision should not be ruled out. Especially nanoscale clusters may experience significant reductions
in their growth rate if realistic collision/diffusion efficiencies were to be considered, retarding the effects
of prompt coagulation and condensation. On a final note, the impact of turbulence and the effect of
electrostatic enhancement on coagulation remains unknown, as they were not part of this investigation.
It is plausible, however, that will form a substantial part of the uncertainty related to aerosol mechanics
in future research.



Conclusion & Recommendations

This study focused on Stratospheric Aerosol Injection (SAl), a geoengineering method to mitigate the
effects of increased greenhouse gas concentrations in the Earth’s atmosphere, and to prevent further
global warming. The motivation for this research stems from the imminent danger of climate change
and its detrimental impact on society. SAl does not reverse climate change, it merely counteracts its
symptoms by offsetting the radiative forcing of greenhouse gases, and it should be accompanied by
aggressive programmes of Carbon Dioxide Removal to cool down the climate. Aside from scientific,
ethical, legal and sociopolitical implications, a number of logistical and technological challenges remain
to see this method correctly implemented. The choice of aerosol material, for example, is still uncertain.
While this study only looked at liquid sulfate aerosol due to its natural analogues, solid aerosols such
as calcite or diamond are also among the possibilities. A second issue is to identify the best delivery
system to inject the aerosol in the stratosphere, and obtain the desired particle size distribution, and
optical depth, to maximize the lifetime, and scattering ability of the aerosol population.

In the case of aqueous sulfate aerosol, operational studies suggest that the injection of condens-
able vapor from specialized high-altitude aircraft would be a reasonable option. They would transport
sulfuric acid in liquid form to the desired altitude, which lies somewhere above 20 km, and evaporate its
payload prior to injecting it as a condensable vapor into the engine exhaust stream. The sulfuric acid
would then combine with the already available water vapor in the wake to create liquid aerosol droplets.
Yet, remarkably little is known about the growth evolution of sulfate aerosol inside a jet engine wake,
especially in light of SAl where high initial concentrations of condensable H,SO, are injected. This is
partly due to a lack of experimental validation, but also because the spatial and temporal scales of the
problem, in combination with elevated temperatures, hamper accurate simulations. The lack of resolu-
tion in the flow field obscures a lot of the intricacies of the aerosol formation process in the early stages
of the wake, and raises serious doubts on the steerability of SAIl, which is the capacity to spatially and
temporally control its effects both in nature and scale. Without reassurance that the steerability require-
ment can be satisfied, the potential risks to the global ecosystem, and public health would be too high.

This research is a continuation of the work from Golja et al. (2021), and follows up on the recommen-
dation to identify any weaknesses in the modeling of high-density aerosol nucleation, condensation
and coagulation in an aircraft wake. We investigated the microphysical processes related to aerosol
growth in the near-field of a jet engine wake for the first milliseconds past emission up to half a second of
plume age, or 199 min axial direction. The flow domain was obtained by solving the Reynolds-averaged
Navier Stokes (RANS) equations on an axisymmetric grid. The flow field is part of a decoupled plume

93



94

dispersion model that includes an aerosol chemistry module, and a Eulerian diffusion-advection mod-
ule which calculates the displacement of vapor, aerosol, and ions. The skeleton for the chemistry and
diffusion-advection modules was provided by Dr. C. Golja (Linz Group, Harvard), and further expanded
upon to represent the conditions in a jet engine wake better. Accordingly, the entire nucleation routine
was replaced by a new parameterization to increase the temperature range, and include the capacity
to predict ion-induced nucleation; the thermodynamic parameterization for the equilibrium vapor pres-
sure over a flat surface of liquid water was replaced; and the entire microphysical module was adapted
to work with local (gridded) temperature and water vapor concentrations instead of a global uniform
value. The evolution of peak temperature and mass concentrations in the wake’s core was estimated
with the approach from Kéarcher (1995) using a first-order decay term with a turbulent entrainment rates.
Overall, these adjustments increased the fidelity of the microphysics in the plume considerably.

Initial results for a standard emission case of a civil transport aircraft flying at cruise conditions in the
lower stratosphere proved to be consistent with previous studies from Yu and Turco (1998) and Starik
(2007), verifying that the new nucleation routine and dilution mechanics were implemented correctly.
The observed discrepancy in the particle count of the smallest possible clusters is believed to be the
result of different approaches to modeling plume dilution, and possibly the increased resolution in the
cross-section of the plume compared to the one-dimensional box approach from Yu and Turco (1998).
The onset of particle formation in the plume is complex, and is heavily dependent on the injection con-
centration of sulfuric acid vapor and the mixing rate of the plume. The study also found that classical
binary nucleation theory on its own is not suited to explain the process of high-density particle formation
in a jet engine wake.

At the start of this project, three research questions were established to define the scope and goals of
the research: (1) What are the mechanisms within the near-field of a jet engine wake that lead to the
creation of aerosols and subsequent growth, when accounting for local variations in temperature and
relative humidity?; (2) How can classical thermodynamic approaches to nucleation and condensation
be improved to better model high-density aerosol formation from condensable vapor?; and (3) What
are the key uncertainties in modeling aerosol mechanics in a jet engine wake and how do they impact
our understanding of the microphysics? The reader is advised to read Section 6.2, as the following
paragraph focuses on the recommendations for future work based on the answers to these questions.

Concerning the mechanisms of particle growth, the simulations showed that microphysics and re-
sulting particle size distribution are sensitive to local conditions in the wake. It remains difficult, however,
to assess the long-term impact of differences in particle growth paths on the PSD due to the limited size
and resolution of the domain. It is recommended to expand the current framework to a multi-gridded
approach, as explained in Section 4.3.2, where multiple domains of varying length and resolution are
used to simulate longer plume ages. This would allow for further refinement of the starting grid, and
better reflect the contributions of the bypass region, and shear line, to aerosol growth.

With regards to the known modeling errors of classical thermodynamic approaches, the findings
indicated that they may not model high-density aerosol formation accurately enough. Therefore, it is
highly recommended to reformulate the one-dimensional growth equation for condensation to create a
dependence on the impingement rate of water molecules. This includes tracking the amount of water
vapor throughout the plume to account for sources and sinks. Secondly, the process of particle forma-
tion at the earliest possibility should be reevaluated using more scientifically sound approaches such
as kinetic theory. Possible alternatives are the approach from Yu and Turco (1998), or the Atmospheric
Cluster Dynamics Code (ACDC) from McGrath et al. (2012), which is based on a dynamic birth-death
equation. Alternatively, one could follow the reasoning of Pierce et al. (2010), and assume that barrier-
less kinetic particle formation (BKPF) is the earliest possible mechanic to form aerosol, and don’t allow
(thermodynamic) nucleation to occur until the conditions are favorable.
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Looking at the uncertainties related to aerosol mechanics in a jet engine wake, it is concluded that
the mixing process of the core flow (with a possible bypass flow) and the ambient air is a strong driver of
the uncertainty in all areas of the aerosol microphysics. A second large uncertainty is the exact nature
of the particle formation process. To remove some of the variability, it is advised to improve the RANS
model in two areas; (1) a new turbulent mixing model to better represent the mixing process and the
plume dilution rate; and (2) a refined numerical representation of the bypass flow in the initial condition.
This would likely require more investigation on the specific engine design that would be used to propel
the aircraft. Including trace gases in the RANS simulation would also provide a good reference to verify
the output of the diffusion-advection module without the effect of microphysical processes. Regarding
the implementation of efficiency factors of condensation and coagulation, a good starting point are the
low-complexity parameterizations from Yu and Turco (1998) (see Eq. 2.70) and Jacobson (2005) for
the accommodation and sticking coefficients.

It is evident from the answers to the research questions that the lack of knowledge on the growth and
dispersion of aerosol particles inside jet engine plumes poses a major challenge to the development of
stratospheric aerosol injection as a geoengineering strategy for mitigating climate change.

The results showed that different aerosol particle sizes are formed depending on the location in
the plume, leading to a non-uniform distribution of the volume-mean radius across the plume’s cross-
sectional area. There is also a strong indication that core particles experience preferential growth, which
implies that the final particle distribution at the end of the plume’s lifetime might not be as uni-modal
as self-limited theory predicts (see Section 2.7.2). This begs the question whether the inter-process
competition between nucleation and condensation should be considered more prominently in allocating
the available vapor (priority scheme). While fast growth might be preferred to limit the undesirable
participation of larger background particles, there is a real chance to overshoot the target size until the
high-density gas-to-particle conversion process is better understood. Ultimately, this would result in a
sub-ideal aerosol population with less capacity to cool, and shorter atmospheric lifetimes. Reducing
the initial particle concentration would help, but this would require lower injection rates, and lead to
additional flight activity, which then again affects payload and/or infrastructure.

More experimental investigation and integrated modeling approaches are needed to overcome
these challenges and only when true steerability is obtained, one can consciously consider the risks and
benefits of this approach. The number of previous studies on SAl by emission of condensable vapor
from aircraft is very low. To the author’s knowledge, only two PDM-based studies (Benduhn et al., 2016;
Pierce et al., 2010) exist. Both investigations use one-dimensional expanding box models to represent
the plume, omitting some key chemical processes that account for ion-assisted growth, and they rely
on the principle of self-limited growth to justify the absence of detailed nucleation and condensation
mechanics. In this respect, this study highlights the importance of considering the local conditions in
the wake when analyzing the formation and growth of sulfate aerosol particles. It also showed that
previous assumptions on self-limited growth may not be valid, and summarized the challenges that
remain to truly understand the early growth evolution of sulfate aerosol in a jet engine wake.
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Evolution of Water Vapor Concentrations
In the Wake
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Figure A.1: (a) Evolution of the peak water vapor concentration versus plume distance for both the RANS simulation and box-
model equation from Kéarcher (1995). (b) Evolution of the relative humidity versus plume distance for both the RANS
simulation and box-model equation from Karcher (1995).
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Figure A.2: Water vapor concentration distribution for an axisymmetric plume based on the peak concentration evolution from
Karcher (1995), and radial profile from RANS, section cut at z = 0 m. Values are log-scaled for illustrative purposes.
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Figure A.3: Water vapor concentration distribution for an axisymmetric plume based on the RANS-resolved temperature distri-
bution and Le, = 1, section cut at z = 0 m. Values are log-scaled for illustrative purposes.
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Supplemental Material on the Effects of
Variations in Temperature and Relative
Humidity

B.1. Mass difference between the Scaled and Critical Cluster
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Figure B.1: A 2D section cut of the axisymmetric wake showing the percentage of mass which is added to, or subtracted from,

the critical cluster to match the bin weight composition. Grey areas are locations where the nucleation rate lies
below 1 particle/(cm? s).
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Figure B.2: A 2D section cut of the axisymmetric wake showing the percentage of mass which is added to, or subtracted from,
the critical cluster to match the bin weight composition. Grey areas are locations where the nucleation rate lies
below 1 particle/(cm?® s).
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B.2. Number Densities of Sulfuric Acid Vapor in the Wake
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Figure B.3: A 2D section cut of the axisymmetric wake showing the number density distribution of sulfuric acid vapor. Grey
areas are locations where no vapor resides.
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Figure B.4: A 2D section cut of the axisymmetric wake showing the number density distribution of sulfuric acid vapor. Grey
areas are locations where no vapor resides.

B.3. Number Densities of Aerosol in the Wake

Karcher

y (m)
o
T
N A O
Iog(#/cmS)

20 40 60 80 100 120 140 160 180
Plume distance x (m)

Figure B.5: A 2D section cut of the axisymmetric wake showing the number density distribution of aerosol. Grey areas are
locations where no aerosol resides.

RANS
' 8
T 1W<
Eol- i g
= %
°r . ' ' ' 5l

20 40 60 80 100 120 140 160 180
Plume distance x (m)

Figure B.6: A 2D section cut of the axisymmetric wake showing the number density distribution of aerosol. Grey areas are
locations where no aerosol resides.



Supplemental Material on the Effects of
Increased Concentrations

C.1. Particle Size Distribution with Unregulated Microphysics
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Figure C.1: Approximate number densities versus radius of volatile aerosol particles in the early jet regime at 200 m of plume
distance. Perceived H,SO, concentrations are not limited in the nucleation routine and lie outside the validity
ranges. The desired range of volume-mean radii of the population at the end of the early growth period is shown by
the vertical dashed lines, including the desired peak at 0.15 pm.

C.2. Locations of charged barrierless kinetic particle formation
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Figure C.2: A 2D section cut of the axisymmetric wake showing the areas where charged kinetic particle formation occurs. Grey
areas are locations where no barrierless kinetic particle formation is possible due to insufficient vapor concentration.
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