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“I have made this letter longer than usual, because I lack the time to make it short.”

Blaise Pascal (1623–1662)

Preface

During my research for doctorate, a number of events occurred with world wide
impact, such as the tragedy of the collapse of the twin towers, the introduction
of the Euro, terrorist attacks on Madrid and London, and to a lesser extent, the
many different Dutch governments during such a short period.

I have spent a tremendous amount of time on my research. At times, it has
been difficult for me to keep up the pace necessary to complete this work. Luckily,
computers were there to take over some of the tedious tasks such as keeping track
of all 705 remarks on my thesis, redrawing figures within seconds, and running
numerous tests. I am confident that I have seen LYX more than I will see it ever
again in my life.

It was Henk Koppelaar who brought me in contact with Thijs van den Berg of
Nuon. I would like to thank them both for giving me the opportunity to conduct
research for doctorate and for all their support. Léon Rothkrantz has given me
many valuable comments and suggestions, also on my work. Floris Ouwendijk
developed a useful tool to test several machine learning techniques. Thanks also
go to Coos Battjes, Melissa Brinkman, Jan van den Bor, Sebastiaan Hers, Mirjam
Nieman, Willem van Rossum, colleagues of the Monitoring & Forecasting desk,
the members of my thesis committee, and everyone else who thinks he should be
listed here.

My grandfather Wim spent more time proofreading this thesis than anyone
else. This delivered quite a few comments, which he submitted over the Internet
with remarkable ease. My parents Bart and Anja were able to distract me from
the wonders of science with, for example, a beautiful safari through Kenya, or
the occasional Tulpenrallye. And, of course, I am very grateful to my girlfriend
Fleur, who kept me motivated, and who had to relinquish a large amount of our
time together during this period. Fortunately, we could partly compensate for
that with an extra-ordinary trip through Indonesia, and I am sure that that trip
was only the beginning of our journeys.

For sure, the last four years were a turbulent period of my life. I have learnt
a great deal in scientific and personal areas. Having said all this, let us start with
the thesis itself.
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“There is no plea which will justify the use of high-tension and alternating cur-
rents, either in a scientific or in a commercial sense.”

Thomas Edison (1847–1931)

1
Introduction

The energy markets across Europe have been liberalised as per EU directive
96/92/EC [57], which sparked the energy market sector to become much more
turbulent. The main objective of liberalisation was the introduction of compe-
tition, which can have multiple benefits for customers. Patel and Samuel [99]
mention that these benefits could include pricing efficiency and transparency,
product and technical innovation, improvement of quality of service, and re-
sponsiveness to changing market conditions.

Since the EU directive on the internal market for electricity, some countries
opened their markets rather quickly, while the Netherlands chose to implement
the directives more slowly. The Dutch scheme is represented by the Electricity
Act [133], by which full liberalisation is in effect as of mid-2004 [111]. After
that date all consumers became free to choose their electricity supplier.

The Dutch independent transmission system operator (TSO) Tennet is a key
figure in the Dutch electricity market, and has a number of responsibilities. It has
to make sure, to prevent black-outs, that the demand for and supply of electricity
are in balance at all times. Tennet also has to keep the high-voltage network in
a good state of repair. Any participant on the electricity grid that causes an
imbalance, will have to settle with Tennet for correcting it.

The Dutch energy company Nuon devised a plan to reduce its imbalance
costs, starting with a scientific study on modelling electricity loads. The motive
for my research are these imbalance costs, and the goal of my research is to en-
gineer methods, models, and tools that will enable a reduction of the imbalance.
This thesis is a report about this scholarly research.
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FIGURE 1.1: Time horizon of activities done by a program responsibility
partner until the program time unit at time t.

1.1 Imbalance Costs

First, let us review what an imbalance exactly means, how it is determined, how
it is settled, and what can be done to reduce it. Roughly said, an imbalance
is a deviation between supply and demand. Or, to state it in terms of current
regulations, an imbalance is the deviation between an E-program and the allo-
cated load, which will be treated in subsections 1.1.1 and 1.1.2. The settlement
procedure and thus the cost associated with an imbalance is highlighted in sub-
section 1.1.3. This section about imbalance costs is concluded with a number of
approaches to the reduction of the imbalance.

1.1.1 E-Programs

To enable Tennet to check the expected demand and supply of electricity, all
agreements on the electricity market have to be reported to Tennet in the form
of Electricity-programs (E-programs). E-programs cover periods of 96 program
time units (PTUs), currently set at fifteen minutes, and have to be submitted to
Tennet a day in advance at noon. Only program responsibility partners (PRPs)
are allowed to make transactions on the electricity market. Two types of PRPs are
distinguished: those with full acknowledgement and those with trade acknowl-
edgement. Only a PRP who has full acknowledgement is allowed to exchange
electricity physically, so only this kind of PRP can have an imbalance. Program
responsibility partners come with a variety of roles on the energy market: they
can be suppliers, producers, consumers, traders, or, more commonly, a combina-
tion of all of these.

Figure 1.1 shows a time horizon of activities typically performed by PRPs up
until the PTU. They will manage their long-term positions, such as long-lasting
contracts that have been signed with other PRPs. For long-term and medium-
term deals, trading is supported by brokers who have a market-neutral position:
their concern is to effect transactions in electricity on which a provision is earned.
Alternatively, they trade at Endex, a centralised market for long-term set up by
Benelux market participants. Some PRPs own power plants with which they
are to meet the demand of their customers in the immediate and further future.



1.1 Imbalance Costs 3

Several days in advance, they start making short-term forecasts of the expected
loads during the coming PTUs. On the basis of these forecasts, they will adjust
their long-term positions to match these expected short-term loads in a variety
of ways. They will buy and sell electricity from elsewhere on the market, for in-
stance from and to producers, or on a day-ahead basis at the Amsterdam power
exchange (APX) [127]. A day in advance at noon, E-programs have to be sub-
mitted to Tennet.

The last 24 hours before physical delivery, decisions about the production
process come into play. Producers will dispatch their power plants in the most
cost-efficient way possible, also known as economic dispatching. Broadly said,
inflexible power plants are cheap and will run continuously, and flexible power
plants are expensive and will run to counterbalance the more resilient uses of
electricity. Some power-producing facilities are hard to control, e.g., wind energy
installations. Because here the energy produced strongly depends on the actual
wind speed at a certain location, the power output cannot be guaranteed at all
times. Unexpected variations in their production levels of electricity have to be
counterbalanced by flexible and expensive power production facilities.

In the end, roughly 105% of the electricity demand by consumers will be
produced. They occupy the opposite side of the electricity market with respect
to producers. The additional ~5% is due to network transportation losses.

1.1.2 Allocation

Tennet does not measure the total load of each program responsibility partner
per PTU. This task is delegated to regional grid administrators, who have to sub-
mit each PRP’s definite load allocation to Tennet within 14 days after expiration
of that PTU. Regional grid administrators are positioned between Tennet and the
other participants. They have a neutral position: they may deliver transportation
services to all producers, consumers, suppliers and traders. Pricing of these ser-
vices is described in the tariff code [67] and boils down to the following: small
customers (such as households) pay a flat-rate fee, larger customers have more
sophisticated price structures.

The total load of each regional grid administrator is measured per PTU. For
each PTU it measures all telemetered connections, and estimates the remaining
part. Regional grid administrators do not measure the load of all their connec-
tions per PTU; e.g., most households and small businesses have an electricity
consumption meter which is read-out once a year only. To address this prob-
lem, regional grid administrators adhere to a number of standard profiles on
the basis of categories. Each non-measured connection is assigned one of these
standardised profiles. All profiles are normalised over a year, i.e., it adheres to∑

t profilec(t) = 1 for t within one calendar year and for each profile category c.
A profile together with a customer’s yearly volume determine a customer’s load
per PTU.
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FIGURE 1.2: Determination of the allocated electricity load for each pro-
gram time unit.

Figure 1.2 illustrates the break down of a regional grid administrator’s mea-
sured total load. The first part (most left in the figure) are network losses due
to the transport of electricity, set at a fixed percentage at all times. A grid ad-
ministrator is responsible for its network losses, of which the percentage is not
necessarily the same for all regional grid administrators. The second part from
the left depicts the connections that are measured per PTU by telemeters. The
volume in this category is obtained by adding up all telemetered readings. Elec-
tricity volume allocated to the profiled (non-measured) connections is the total
volume decreased by the network losses and the telemetered connections. A
measuring correction factor (MCF) is applied to the aggregate volume of the
profiled connections to correct for errors caused by the estimation. The MCF is
published by each grid administrator for each PTU.

In other words, each regional grid administrator computes the load for each
PRP in the following manner

loadPRP(t) = MCF(t)
∑

i

volumePRP,iprofilei(t) +
∑

j

measuredPRP,j(t) (1.1)

where loadPRP is the load of that PRP at time t of the PTU, MCF is the ap-
plied measuring correction-factor (MCF), volumei is the total yearly electricity
consumption volume of that PRP’s customers in profile group i, profilei is one of
the determined default profiles, and measuredj are measured connections of that
PRP. Values of all variables in (1.1) are sent to the PRPs, on the basis of which a
time series of historic values can be constructed. In case of a power production
facility, both profiled connections and measured connections can have negative
values. An example of a negative profile allocation is a non-measured power pro-
duction facility such as some wind-power turbines. They are assigned a negative
yearly volume.

1.1.3 Imbalance Settlement

At the time of the PTU, imbalances are corrected by Tennet, who will buy or
sell what is needed to correct each (fully acknowledged) PRP’s imbalance. The
imbalance price is a sum of the resulting price of the bid ladder price and the
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incentive component, price(t) = bid ladder price(t)+ incentive(t) with t the time of
the PTU. These two components are discussed below.

• Bid ladder price. Tennet only corrects the overall imbalance, the sum of
the imbalances of all individual PRPs. Before the PTU takes place, regu-
lating and reserving power suppliers (RRPSs) offer Tennet the opportunity
to adjust their electricity production either upward or downward. Such an
offer is presented to Tennet by means of a price bid ladder, which is a list
of prices per MWh increasing with the magnitude of deviation. Interested
RRPSs are permitted to announce their prices until one hour before a PTU.
From all submitted price bid ladders, Tennet assembles the cheapest possi-
ble overall price bid ladder, of which an example is shown in figure 1.3. So,
during the PTU, the cheapest RRPSs are called upon to regulate. If the ac-
tual deviation exceeds the maximum value of the price bid ladder chart, the
emergency power suppliers are mobilised to fulfil the unexpectedly high
demand. The price for this is at least 10% higher than the maximum price
bid ladder price. The price of the most expensive regulation applicable
to a PTU will be the resulting price for that (entire) PTU. Prices can also
be negative; this occurs when PRPs have collectively overestimated their
E-programs.

• Incentive component. Compared with prices on the price bid ladder, this
component is mostly relatively small. Based on a week observed in 5-
minute intervals, the incentive component is raised (in theory, that is) if
during that period at least one of the following conditions is true: the num-
ber of deviations absolutely larger than 300 MW exceeds 40 or the average
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deviation is larger than 20 MW. Figure 1.3 (right) illustrates a part of this
decision-making process. It shows that if the average deviation (the upper
solid line) reaches levels above 20 mega watts (MW, the dotted line), the
incentive component price is raised three days after this criterion has been
observed (the lower solid line).

The imbalance settlement between Tennet and each PRP is calculated by the size
of a PRP’s deviation in megawatt-hours (MWh) times the imbalance price in e
per MWh for that PTU,

settlement(t) = (Eprogram(t)− allocation(t))× price(t)

with t the time of the PTU, and settlement the sum paid or received by a PRP.
A PRP can receive a sum of money when it has a positive imbalance, e.g., in
case it produces more that its E-program states, and other PRPs hold a negative
imbalance. A PRP with a long position (positive imbalance) will be paid by
Tennet for its extra produced electricity. Imbalance settlement costs can be very
high, e.g., when the overall correction needed is large; this occurs typically when
PRPs collectively hold a long or a short position, or when a PRP has a large
deficient position.

1.1.4 Imbalance Reduction Strategies

PRPs with full responsibility face the challenge of keeping their imbalances as
small as possible. In order to minimise them, the allocated volumes should match
the E-programs as accurately as possible. The two most important factors con-
tributing to deviations between E-programs and allocated volumes are uncertain
future demand and uncertain future production. Imbalances can be reduced in
several ways. I mention three of them.

• Improve portfolio effects. A large portfolio of a variety of customers
may show a pooling effect: customers complementing each other in their
consumption patterns in such way that the uncertainty of their collective
demand is smaller than that of one individual customer. A great deal of
the efficiency improvement in the electricity market can be accounted for
by the knowledge one has been able to gather about its customers [134].
PRPs need a good assessment of how their customers react under different
circumstances.

• Improve short-term demand forecasts. As submitted E-programs cannot
be altered, the coming demands must be predicted as accurately as pos-
sible. In other words, a PRP needs a good short-term electricity demand
forecast.
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• Improve short-term production forecasts. Many renewables have the
drawback that their future production strongly depends on the weather
conditions. Most dominantly present in this category is wind-power pro-
duction, which already produces considerable amounts of energy in the
Netherlands during windy times.

These issues can be more or less leading in how to reduce an imbalance. A shared
theme across all approaches is how to make the demands and power-production
levels more transparent. With a better insight on these fronts PRPs will be able to
take better founded decisions thus improving the efficiency of their operations.

1.2 Research Goals

As announced at the beginning of this chapter, the goal of my PhD research
is to engineer methods, models, and tools that could enable reduction of the
imbalances of a PRP. To achieve this, the following will be the two key aspects
during my research: to obtain a predictive model describing electricity demands
and to obtain a predictive model for short-term wind-power production.

• Electricity-Demand Model. The target application of the electricity de-
mand model will have to include long-term scenarios as well as short-term
forecasting. If used for back-casting, gaps present in time series of electric-
ity load can be filled with model predictions. Historical electricity demand
patterns can be normalised, i.e., demands predicted for an average-weather
scenario. This information can be used, e.g., for determining prices for
clients. Using short-term weather forecasts supplied by a meteorological
institute, the model should be able to make short-term forecasts of the ag-
gregated expected load of a PRP. A key challenge will be to cover both
long-term and short-term in one model.

• Wind-Power Production Forecast. The endeavour to reduce the total
amount of carbon dioxide in the atmosphere [50] has been ongoing for
a while. The European Union (EU)’s renewables directive aims to raise
the share of electricity produced from renewable energy sources (RES) in
the EU to 22% by 2010 [51]. The efficiency of wind-energy turbines has
been significantly improved during the last decade, and they have become
an attractive source of renewable energy. At the moment, wind energy is
the fastest growing type of renewable energy in Europe. However, due to
the unreliability of wind energy production, it is also increasingly respon-
sible for larger imbalances. These can be reduced with a more accurate
short-term forecast of wind-power production.

The key challenge will be to obtain predictive models on the basis of recordings
of allocations of electricity demands and of recordings of wind-power production
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that have been made available for this research. Whereas classical statisticians
typically assume that the form of the correct model is known and the objective
is to estimate the model parameters, artificial intelligence researchers devise and
use many ways to automate the task of constructing a predictive model from
the data. The current state-of-the-art way to construct a model from the data
are kernel machines, of which the successful support vector machine is the most
frequently cited type. Kernel machines use either statistical learning theory or
hierarchical Bayes to decide whether a particular model is adequate or whether
a different model would produce better predictions. They can be regarded to be
the theoretically better founded successors to artificial neural networks, which
have dominated the machine-learning field since the 1980s. Kernel machines
have quite literally taken the machine-learning field by storm, and my research
is not an exception.

1.3 Thesis Outline

In chapter 2, a review of existing literature on the subject of modelling electricity
load is given. Commonly used approaches and typical solutions and techniques
are discussed. Criteria of quality are also discussed in this chapter. Chapter 3
introduces my novel smooth Bayesian kernel machines [13]. In chapter 4, the
concepts of kernel machines and electricity demand patterns are merged to a
model [14]. A model for short-term wind-power production forecasting is also
proposed [15]. Chapter 5 discusses how to implement kernel machines in an
efficient way with a freely available software library that I wrote: the Kernel-
Machine Library. Chapter 6 discusses experiments with the models that have
been implemented and tested. Finally, chapter 7 concludes this thesis.



“Copy from one, it is plagiarism; copy from two, it is research.”

Wilson Mizner (1876–1933)

2
Related Work

A well-studied field that relates closely to modelling electricity demand is the
field of electricity load forecasting [59, 72]: in many cases it also involves ob-
taining a model that describes electricity demands only. Section 2.1 gives a short
introduction to this field, and elaborates on common approaches to modelling
electricity demands. The area of wind-power production forecasting is younger
and smaller than the field of electricity load forecasting, and is treated separately
in literature. Section 2.2 discusses typical directions taken, and plans of attack
used to obtain a short-term wind-power production forecast. Overlap of the two
fields can be found in their used regression techniques, which will be topic of
discussion in section 2.3. Section 2.4 concludes the chapter with a discussion of
quality criteria.

2.1 Electricity Demand Models

As with many fields of study in applied science, the subject of electricity load
forecasting is quite broad. First of all, types of forecasting can be identified to
be spatial or non-spatial [6]. Spatial forecasting [see, e.g., 94] concentrates on
the prediction of the electricity consumption patterns of a specific geographical
area such as a city, an island, or a country. This information is used by (re-
gional) politics to determine future directions of the energy policy. Non-spatial
forecasting deals with the future electricity load of specific consumers without
special restrictions on their geographic position, e.g., that of the customer base
of a certain electricity supplier, or that of a large world-wide company.
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FIGURE 2.1: Commonly encountered structures of predictive models used
for electricity load modelling.

Furthermore, differentiating on the basis of forecast time-horizon, long-term,
medium-term, and short-term forecasting are used for different purposes [135].
Long-term forecasting is mainly used for system planning and typically spans pe-
riods of 10 to 20 years. Key factors of interest in long-term prediction include
the type and level of economic activity, population growth, price of alternative
sources of energy, factors such as marketing, conservation campaigns and envi-
ronmental changes. Medium-term forecasting usually covers periods of a few
weeks and is used for estimating fuel (storage) requirements and for planning
the execution of maintenance programs. Short-term load forecasting has a time
span of less than a week, and is employed for day-to-day operation, scheduling
of power plants, and setting targets for E-programs.

I distinguish three types of electricity demand models: causal models, uni-
variate lagged models, and mixed models. The separation is made on the basis
of what variables are in use by these models, and is illustrated in figure 2.1. Two
types of variables are distinguished: external and internal. Internal variables
are considered to be the variables for which the predictive model is to be made,
e.g., electricity demands or wind-power production levels. External variables are
other types of influential variables that are considered, e.g., temperature and
wind speeds. The arrows depict the flow of information (or values) in the model.
If an arrow points to the same circle (or node), it means that historic information
readings are kept in some kind of memory. Regression techniques are discussed
in more depth in section 2.3. The causal, univariate lagged and mixed models
are discussed next.
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2.1.1 Causal Model

In this thesis, I use the term causal model if the input space exclusively contains
external variables and propagates to the output as in

ỹ(t) = f(xi(t− τi,j)), (2.1)

with t discretised time, ỹ the predicted electricity demand in R, f the model’s
function, xi an input variable in RN , τi,j a time lag variable offset, and i and j
indices. A time lag is used for variables (such as temperature) that do not have
an immediate effect on the electricity demands: e.g., it takes a while before a
building cools down or warms up. Historical (or lagged) recordings can be in-
troduced to make these time-delayed influences measurable. Input spaces where
τi,j = 0 for all values of i and j in (2.1) are often referred to as direct or flat
models. This type of model is encountered frequently [71, 79, 90], and is used
in combination with a large variety of computational learning methods, ranging
from self-organising maps [27, 91, 97] to fuzzy logic controllers [129].

A recurring problem is that predictability of input variables may have an in-
fluence on the accuracy and forecast horizon of an electricity demand model.
Examples of exactly predictable input variables are time of the day [45], day of
the week [97], seasonality with month number [71], and holiday indicators to
match holiday information. However, not all required inputs can be predicted
accurately over a large time span. The temperature is a good example of this:
because the relation between ambient temperature and electricity demands is im-
portant, an accurate prediction of future temperatures is needed if one wants to
use such an established relation. The load predictor then builds on the results of
these temperature forecasts [79]. As the temperature cannot be predicted with
an acceptable degree of accuracy, it is sometimes not taken into consideration
[33].

2.1.2 Univariate Lagged Models

Otherwise known as local learning models, univariate lagged models use only one
variable in their input space, namely historical demand values. These univariate
lagged models are expressed by

ỹ(t) = f(y(t− τk)), (2.2)

with y ∈ R a historic electricity demand value, and with the remaining sym-
bols identical to those used in (2.1). Univariate lagged models look at a certain
window of historic electricity loads as their input space. The field of non-linear
time series analysis is largely about determining the step size and length of the
window to look at [16, 117].

Several regression techniques have been used, such as artificial neural net-
works [23, 24], support vector machines [107], fuzzy logic controllers [98], and
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nearest neighbours [9]. One step ahead (or iterated) prediction in this class of
models suffers from error propagation: values y(t− τi) become vulnerable values
themselves. A way to address this is by making a separate model for each needed
forecast time horizon. One of the biggest drawbacks of this type of models is that
it is not able to fully contain a priori knowledge, such as the effect of public
holidays.

2.1.3 Mixed Models

Another approach is to use both historical electricity demand measurements and
external variables [7, 26, 27, 33]; they combine the self-containing information
of signals with related variables and a priori knowledge. They can be formulated
as

ỹ(t) = f(xi(t− τi,j), y(t− τk)). (2.3)

As with causal variables, it can be a problem if an input attribute is used which
cannot be predicted accurately [33]. Also, like univariate lagged models, they
suffer from error propagation.

2.2 Wind-power Production Models

An exhaustive literature survey of wind-power prediction is available in a report
by Giebel et al. [54]. With respect to short-term forecasting of wind power,
two different approaches are identified: a physical approach and a statistical
approach. In a physical approach, one makes a description of the dynamics of
the underlying system, based on complete knowledge of all its subsystems [16].
The statistical approach is, like the approach to electricity demand forecasting,
to construct models from the data.

2.2.1 Physical Approach

Generally, in the physical approach, the underlying system is separated in three
different subsystems, which we will discuss next.

• To scale down. During this phase, the localised numerical weather fore-
casts are scaled down to match the turbine hub height (the name can be
misleading, because one could just as well scale up the numerical weather
forecasts to turbine hub height). To estimate the wind power produced
at some site, ideally one wants to have wind speed measurements done
at that exact location. Often weather data are obtained by using weather
models such as HIRLAM. Unfortunately, actual errors made by a HIRLAM
model are not available because the actual wind speeds are not measured.
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• To convert to power. In this step, it is assumed that the total amount of
electricity produced by the turbines depends on wind speed only. Using the
so-called power-curve of the turbines, the wind speeds are converted to an
expected power production. Power curves are often obtained from the sup-
plier of the wind turbines, or are estimated on the basis of measurements
on the wind turbines themselves [80, 81].

• To scale up. The estimated power of a subset of the complete farm is scaled
up to match the installed total wind-power production capacity, and then
the efficiency of the wind farm is used to determine the farm’s total output.
This specific step has also been addressed by more sophisticated tools such
as a fuzzy-neural network [101].

The results obtained are acceptable. However, they require a great deal of data
management of all individual farms and changing characteristics thereof.

2.2.2 Statistical Approach

In the statistical approach, the model is inferred from the data. The common
approach with this one-stage type of approach is to use neural networks [81] or
another kind of regression technique [4]. It usually estimates the wind-power
production in one step, by taking the numerical weather predictions and trans-
forming them to the estimated wind-power production. This is the same ap-
proach as the one that is taken to electricity demand modelling. This class of
models works in a more implicit way: the numeric weather predictions are trans-
lated to a wind-power production forecast in one single step. A drawback of this
approach is that it is a black box, i.e., its one and only function is to predict the
expected wind-power production. For instance, additional information such as
the performance of individual wind farms does not become available.

2.3 Used Regression Techniques

Let us consider a data set D = (x1, y1), . . . , (xN , yN ) containing N input-output
pairs (xi, yi) ∈ X × Y, with X typically containing multidimensional vectors in
RM , and Y typically representing scalars in R. Then, a regression problem is the
task to find a relation

y(x) = f(x) + ε (2.4)

that maps any input x ∈ X (including unseen ones) to an output y assuming an
additive error ε. Generalisation to unobserved measurements implies the diffi-
culty of computational learning [70, 122]: it is the cornerstone of mainstream
computational learning research. One of the ways to obtain the relation in (2.4)
is by supervised learning, where examples are presented in the shape of input-
output pairs. A selection of supervised learning methods, used for both electricity
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demand modelling [83] and short-term wind-power prediction [54], is described
below.

2.3.1 Nearest Neighbours

The simplest approach to forecasting is by reproduction of the past. In this type
of model, one devises some sort of distance metric on the input space X . Predic-
tions for a certain x are made by querying all of the historical data, to find the
measurements that have their inputs closest to that x. It then returns the output
of that historical reading. Brockmann and Kuthe [21] created a model that looks
for the same day of the week of one year ago, and uses that day as a prediction.
Although it does not perform disappointingly, it can be difficult and time con-
suming to devise a distance metric and to configure the number and weighing of
neighbours. Most importantly, it is not able to discover unknown relations or to
generalise properly.

Self-organising maps such as Kohonen neural networks [73] have found their
use mostly in clustering data. The main application of these unsupervised learn-
ing methods to electricity load forecasting has been to discover which days of
the week have similar electricity load patterns, which allows a reduction of the
number of input variables. In the dominant results two clusters are found, one
containing weekdays and one containing weekends. Other separations made are
found to be days close to the weekend, midweek, holidays and Sundays, and
more [8, 21, 91, 97]. Other research claims that every day of the week can have
a unique load pattern [42], so every day is treated separately [33, 71]. Besides
those that cluster on the basis of day of the week, algorithms that cluster on all
input variables are employed as well [26, 27, 65].

2.3.2 Artificial Neural Networks

Artificial neural networks, commonly referred to as neural nets, are computa-
tional models which consist of a large number of densely connected simple pro-
cessing units. The simple processing units are often called artificial neurons or
nodes. The connections between simple processing units are also often called
links. Each link is associated with a weight which is often called synapse strength
of the link. Neural networks are typically arranged in a number of layers. In the
case of feed forward networks, there are connections only between adjacent lay-
ers. Figure 2.2 shows a multi-layer feed-forward network which consists of an
input layer, one hidden layer, and an output layer.

The application of artificial neural networks [ANNs; 58, 92, 108, 130] to elec-
tricity demand modelling has been around for more than a decade [42]. When
neural network solutions are used for function approximation, the multi-layer
perceptron (MLP) network seems to be a very attractive choice. This is because
it has been theoretically proved that MLP can well approximate continuous func-
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FIGURE 2.2: A feed-forward neural network with inputs in R3 and 4 hidden
units.

tions when enough neurons are used. MLP networks are implemented in almost
all commercial neural network simulators and many of the shareware neural net-
work simulators. It is probably due to this wide availability and use that it is one
of the most referred to types of ANN in the electricity demand modelling litera-
ture [20, 23, 24, 35, 40, 42, 47, 59, 71, 79, 95, 110, 114, 138], and that it is still
the most frequently used technique.

Besides the traditional multilayer perceptron, many other types of neural net-
works have been utilised in this field, e.g., simple recurrent networks [38], grey
neural networks [61], functional networks [29, 30], and adaptive logic networks
[45]. Radial basis function networks are an advanced variant of artificial neural
networks and have excellent nonlinear approximation capabilities. They have
been successfully applied to a large diversity of problems, including chaotic time
series modelling [28]. Radial basis function (RBF) networks have traditionally
been associated with radial basis functions in a single layer network such as
shown in figure 2.2. In the input layer, each element of the input vector x is fully
connected to all inputs of the hidden layer neurons. RBF network topology is
determined by the number of hidden units. In the hidden layer, the hidden unit
activation function hi(x) is a radial basis function. The output layer combines
the outputs of the functions in the hidden layer, to form

y(x) = w0 +
N∑

i=0

wihi(x). (2.5)

A radial basis function neural network which has its radial bases at locations of
patterns presented in the training data equals a kernel machine using a Gaussian
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kernel, discussed in subsection 2.3.5.

Training a Neural Network

Training of a neural network is the procedure of finding the proper weights of
the network in such a way that the inputs correspond with the outputs. The
error back-propagation learning algorithm is a form of supervised learning used
to train mainly feed-forward neural networks. In outline, the algorithm is as
follows.

• Initialisation. The weights of the network are initialised to small random
values. First the weights are initialised, usually with random values often
with a dispersal around 0.

• Forward pass. Inputs of each training pattern are presented to the net-
work. The outputs are computed using the inputs and the current weights
of the network. Certain statistics are kept from this computation, and used
in the next phase. The target outputs of each training pattern are com-
pared with the actual activation levels of the output units, the difference
between the two is termed the error. Training may be pattern-by-pattern
or epoch-by-epoch. With pattern-by-pattern training, the pattern error is
provided directly to the backward pass. With epoch-by-epoch training, the
pattern errors are summed across all training patterns, and the total error
is provided to the backward pass.

• Backward pass. In this phase, the weights of the neural network are up-
dated.

Often, a separate learn data set and test data set are used to decide when to stop
learning. This is exemplified by the progress of a learn set error and test set error,
which is depicted in figure 2.3. By over-learning (or over-specialisation) it can
happen that the error decreases on the learning data while it increases on the
test data. This procedure is repeated until some stopping criterion is reached.
Figure 2.3 illustrates a good moment to stop training, the best point to stop the
training process is marked by the dotted line. Often a large amount of iterations
(epochs) are needed for each set of patterns. Learning continues until the error
is small enough, or even better yet, until the best results are attained using a
separate set of test patterns.

There are many variations on the above mentioned back-propagation learn-
ing, that sometimes are able to achieve better results. Well-known variations are
Quick-prop [46], and RPROP [106].

As for radial basis function networks, parameters are established by minimis-
ing a cost function

min
∑

C(yi, y(xi))
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FIGURE 2.3: Typical error developments of back-propagation training [58].

which is typically the sum of the squares of the residuals. As with MLP artificial
neural networks, RBF networks can be trained by a variety of supervised learn-
ing algorithms. In the initial approaches, all data samples are assigned to the
hidden layer to act like a centroid. In later approaches, the number of hidden
units is reduced by the use of clustering algorithms such as k-median [17], or by
stochastic choice [63]. Other algorithms are orthogonal least squares [115] and
gradient descent [68].

One of the drawbacks of neural networks is that they deliver an arcane web
of interconnected neurons, and as such are not easily interpretable by humans
[5]. This sparked separate research into the inner workings of neural networks
applied to electricity demand forecasting [19]. Another problem can be the train-
ing times on large data sets. Despite these drawbacks, neural networks can give
good all-round performance and have been applied successfully to load fore-
casting. The mathematical theories necessary to guarantee the performance of
applied neural networks are still under development.

2.3.3 Fuzzy Inference Systems

During an international meeting of fuzzy researchers in Tokyo in 1987, Takeshi
Yamakawa demonstrated the use of fuzzy control in an inverted pendulum ex-
periment, which is a classical control problem in which a vehicle tries to keep a
pole, mounted on its top with a hinge, upright by moving back and forth. Ob-
servers were impressed by this demonstration, as well as by later experiments
by Yamakawa in which he mounted a live mouse on top of the pendulum and
the system remained stable. Since then, a wide range of other applications has
been investigated or implemented; character and handwriting recognition, opti-
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FIGURE 2.4: A schematic view of a fuzzy logic controller.

cal fuzzy systems, voice-controlled unmanned vehicles, control flow of powders
in manufacturing film, elevator systems, et cetera.

Zadeh [136] devised fuzzy sets, an extension to Boole’s set theory [10], to
enable the assignment of an intermediate degree of membership to a subset. In
the classical Boolean set theory a subset B ⊂ S is defined by ∀x ∈ S: x 7→ {0, 1},
where x 7→ 1 means x ∈ B and x 7→ 0 means x /∈ B. A fuzzy subset F ⊂ S is
represented by ∀x ∈ S: x 7→ [0, 1] with the meaning of 0 and 1 unchanged, but
values in-between representing intermediate degrees of membership. This kind
of mapping is usually described by the membership function of F , commonly
denoted by µF (x), where µ is a truth value.

A decade after Zadeh’s introduction, Mamdani and Assilian [89] devised the
fuzzy logic controller (FLC), which differs from a classical proportional-integral-
derivative (PID) controller [93] in that it not only can be programmed by linguis-
tic statements, but also in that it performs better on non-differentiable problem
domains. Figure 2.4 gives a graphical representation of the processes in a FLC,
which I will discuss from left to right. In the fuzzification stage, all inputs are
mapped to truth values using membership functions. Given mappings of input
variables into membership functions and truth values, a fuzzy logic controller
has to determine the output based on a collection of logic rules in the form of
IF-THEN statements. In this process, inference calculates the outcome of each
single rule. If multiple rules fire on the same consequent linguistic variables, the
aggregation operator defines the combinatorial result. The final defuzzification
stage maps truth values to output values.

With respect to modelling electricity load, the classical fuzzy inference model
is applied [82, 98, 129], although the more sophisticated neuro-fuzzy models,
which are combinations of a neural network and a fuzzy inference system, are
applied as well [1, 21, 62]. Most of these methods are used as elements of hybrid
models, since they can not generalise by themselves.

Although the FLCs are appealing because of the linguistic statements, these
are also their drawback, e.g., linguistic statements have been inferred recur-
rently: they become lengthier if the outcome is less crisp. A vast amount of
linguistic statements is difficult to be interpreted by humans [11].

2.3.4 Evolutionary Computing

Holland began his work on genetic algorithms in the early 1960s. Followed by
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Holland [60]’s publication, the interest in algorithms inspired by Darwin’s theory
of natural selection [39] flourished. As happens in many fields of science, the
container term evolutionary computing now encompasses many sub fields, such
as genetic algorithms and Koza’s [76] genetic programming. These algorithms
have been successfully applied to a large set of problems. Chen et al. [34] used
an evolutionary algorithm to build a combined forecasting method from several
other forecasting techniques. Bhattacharya et al. [7] employed a linear genetic
programming approach to model electricity-load patterns.

Although an interesting class of methods, it has an important drawback: any
evolutionary computing method is only as strong as its underlying model. The
computational costs also remain high, often a distributed computing approach is
needed to address the scalability issues [12].

2.3.5 Kernel Machines

Vapnik’s optimal margin classifier [18], which later became known as the support
vector machine (SVM), has drawn a considerable amount of attention [22, 37,
112]. SVMs belong to the family of kernel machines. They are closely related to
artificial neural networks, in fact, using a kernel machine with a sigmoid kernel
function is equivalent to a two-layer, feed-forward neural network. An arbitrary
kernel function can be used, for polynomial, radial basis function and multi-layer
perceptron functions in which the weights of the network are mostly found by
solving a quadratic programming problem with linear constraints, rather than by
solving a non-convex, unconstrained minimisation problem as in standard neural
network training.

Kernel machines have in common that they combine statistical learning the-
ory to optimise generalisation [123–125], mathematical programming to find
solutions efficiently, and the kernel trick to handle nonlinearity [3]. In case of re-
gression they use the fact that observational data can, under certain conditions,
be represented by a linear combination of kernel functions k [41, 128]

f(x) = w0 +
N∑

n=1

wnk(xn,x). (2.6)

One can, but often does not have to, deliberately design the similarity of points
in the state space by altering this kernel function. When considering Gaussian
(which is a radial basis function) kernel functions

k(u,v) = exp
(
− 1

2σ−2 ‖u− v‖22
)

, (2.7)

kernel machines can be regarded as a topology adaptive approach to radial basis
function networks (as discussed in subsection 2.3.2), with the locations of the
radial bases restricted to the set of inputs.
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Also derivative Bayesian methods have emerged, which include the relevance
vector machine [119, 120], Figueiredo’s method [48], and the kernelised Lasso
[109]. These methods tend to produce more accurate and concise results than
the support vector machine. However, they are computationally more costly than
the support vector machine.

Perhaps because kernel machines are relatively new, they are rarely found in
the load forecasting literature. Support vector machines were used in two entries
of the Eunite competition including the winning one [33, 107].

2.4 Quality Criteria

Quality criteria are an important topic, because one can go as far as saying that
any model can be better than any other model by merely using an other qual-
ity criterion. I consider three properties, successively accuracy, consistency, and
robustness.

Accuracy of a model is measured by the size of the average error resulting
from the model. This average can be determined in many different ways, and is
mostly obtained by a transformation on one of the vector p-norms of the dif-
ference between the predicted outputs ỹ and the actual outputs y, given by
‖y − ỹ‖p = (

∑
i |yi − ỹi|p)1/p. In this category, the vector p-norms most com-

monly used are the root-mean-square of the error

RMSE(y, ỹ) =
√

N−1 ‖y − ỹ‖22,

the mean absolute error MAE(y, ỹ) = N−1 ‖y − ỹ‖1, or the maximum absolute
error MAX(y, ỹ) = ‖y − ỹ‖∞. In the field of electricity-load forecasting, the
mean absolute percentage error

MAPE(y, ỹ) = 100 N−1
N∑

i=1

|yi − ỹi|/yi (2.8)

is a frequently used benchmark. The MAPE error benchmark has been used
by the great building energy predictor shootout [56] and the Eunite competi-
tion. The European Network of Excellence on Intelligent Technologies for Smart
Adaptive Systems organised an electricity-load forecasting competition in 2001,
where the MAX and MAPE error benchmarks were used.

Consistency is about the higher order moments of the error distribution. If
one estimates a probability density function of the error, ideally it should have
its mode located at the mean, and the distribution should tend towards a normal
distribution.

Robustness of a model addresses the performance in uncharted waters. This
can be measured by using cross-validation. In this approach, data are (repeat-
edly) split up in a training set and test set. The computational learning method
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trains on the training set and consequently predicts for samples in the test set.
Error measures and distributions of the test set should be similar to that of the
training set.

Common benchmarks in determining the quality of the short-term wind-
power prediction are the persistence model and the mean-production model.
When using persistence, one takes the previous measured value(s) as the predic-
tion for the next value(s). The model to beat is the persistence model [54].





3
Smooth Bayesian Kernel Machines

Sparked by the introduction of the support vector machine [18], kernel machines
have become a popular tool to model measured data. As a result of the combina-
tion of several disciplines, these machines have in common that they combine the
kernel trick [3] and the principle of parsimony [112, 124]. The latter is brought
forth by obtaining a sparse set that utilises a small subset of the data to represent
a function.

A great deal of research has been done to find the optimum balance between
quality of fit and the size of the support vector set. A common approach is to
put a constraint or penalty on the model parameters, as is done by, e.g., the
0-norm support vector machine [131], 1-norm support vector machine [137],
or 2-norm support vector machine [116]. The relevance vector machine [120]
uses automatic relevance determination [86] to find that balance. Other types of
traditional regression methods, such as the Lasso [118], have also been applied
successfully in combination with kernels [109].

Quite some evidence can be found for the proposition that sparseness, in
some sense, equals smoothness [see, e.g., 49, subsection 2.2]. However, impos-
ing constraints on the magnitude of the weights alone does not necessarily result
in representations which are smooth in the output space (see figure 3.3). As yet,
no special attention is paid to the smoothness of the function, i.e., that it should
have continuous derivatives up to some order1.

Ramsay and Silverman [105] promote smoothness by a roughness penalty: a

1The smooth support vector machine [78] entails a formulation of the quadratic program of the
support vector machine.



24 Smooth Bayesian Kernel Machines
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Φ

FIGURE 3.1: A mapping Φ from input space X to feature space H.

penalty on the magnitude of one or more derivatives of the function. Advertised
advantages of this penalty are its flexibility, i.e., the freedom to design the penalty
to fit the problem at hand more adequately, and that it results in high quality
models.

The remainder of this chapter is organised as follows. In section 3.1, the
concept of smooth functional representations is laid down from the view of ker-
nel machines. I introduce derivatives of kernel machines, derivatives of several
kernel functions, and kernel roughness penalties. It is noted that through pe-
nalised regularisation, roughness penalties do lead to smoothness, but do not
lead to sparseness. To find a balance between smoothness and sparseness, I have
devised the smooth relevance vector machine [13], discussed in section 3.2. A
brief introduction to Bayesian model inference is given, followed by a novel prior
for sparseness and smoothness, its related model, and its update equations. Sec-
tion 3.3 shows comparative experimental results of the smooth relevance vector
machine on synthetic data.

3.1 Smooth Functional Representations

Kernel machines exploit the kernel trick, the idea of mapping data to a high-
dimensional feature space where some linear algorithm is applied that works
exclusively with inner products. Assume we have some mapping Φ from an input
space X to a feature space H, then a kernel function (or kernel)

k(u,v) = 〈Φ(u),Φ(v)〉 (3.1)

is used, under certain conditions, to define the inner product in feature space
H. Figure 3.1 illustrates the basic idea of the kernel trick: to linearise in feature
space H is equal to a nonlinear estimate in input space X . Some commonly used
kernel functions [53] are written down in table 3.1.
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TABLE 3.1: Some common kernel functions and their properties.

Type k(u,v) dimH
Linear 〈u,v〉 1
Polynomial (γ 〈u,v〉+ b)d

d
Exponential exp (−γ ‖u− v‖) ∞
Gaussian exp

(
− 1

2σ−2 ‖u− v‖2
)
∞

Sigmoid tanh(γ 〈u,v〉+ b) ∞

In supervised learning, we consider a data set D = (x1, y1), . . . , (xN , yN )
containing N input-output pairs (xi, yi) ∈ X × Y, with X typically containing
multidimensional vectors in RM , and Y representing either classes in case of
classification, or scalars in R in case of regression. I will consider the case of
regression. Wahba [128] shows that we can represent our data D using a linear
model of the form

y(x) = w0 +
N∑

i=1

wik(x,xi) (3.2)

with bias w0, parameters w1, . . . , wN , and a kernel function k(xi,xj) as defined
in (3.1).

In the field of functional data analysis, smoothness is favoured explicitly by
applying a roughness penalty [55], a penalty on the degree of curvature of one
or more derivatives of y(x). Fortunately, as y(x) in (3.2) is linear in terms of
kernels k(x,xi), its derivatives are defined by

Dny(x) =
N∑

i=1

wiD
nk(x,xi), (3.3)

where Dn is a derivative operator, which will be further developed below, to-
gether with derivatives of the Gaussian and polynomial kernel functions.

3.1.1 Derivative Kernels

To establish derivative kernels, let us rely on some basic vector calculus. For a
fixed xi, a kernel function k(x,xi) maps x to a scalar field, i.e., it is a function
such that k : Rn 7→ R. If the kernel function k(x,xi) is differentiable, the partial
derivative of a scalar field is defined in an unambiguous way. This results in
a vector field called the gradient, denoted by O : Rn 7→ Rn, and obtained by
O = ∂/∂x. To determine the derivative of that resulting vector field, we will use
the divergence operator, which involves an inner product and results in a scalar
field again, OTO : Rn 7→ R. In physical terms, the divergence of a vector field is
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the extent to which the vector-field flow behaves like a source or a sink at a given
point. So, in short, we use the gradient and divergence alternately, following a
recurrent definition

Dn =

{
ODn−1 forn odd,

OTDn−1 forn even.

Let D0k(x,xi) = k(x,xi), then the dimension of the n-th order derivative of
a kernel Dnk(x,xi) is either 1 for n is even, or M for n being an odd number,
where M is the dimension of underlying vectors x and xi. Because a kernel maps
to a scalar field, derivative kernels exist for n even or for M = 1 (or both).

Furthermore, if we use the following definition for the power operator for
vectors

xn =

{
(xTx)n/2 forn even,

x(xTx)(n−1)/2 forn odd,
(3.4)

we can simply substitute scalars for vectors in derivative calculus, with the prod-
uct operator assumed to be the inner product. The derivatives of the commonly
used Gaussian kernel and derivatives of the polynomial kernel are highlighted
next.

Gaussian Derivative Kernel

Derivatives of the Gaussian kernel k(u,v) = exp(− 1
2σ−2 ‖u− v‖22) are identified

by Rodrigues’ formula for Hermite polynomials

Hn(x) = (−1)n exp(x2)Dn exp(−x2). (3.5)

By letting the power operator for vectors be defined by (3.4), substituting the
term (

√
2σ)−1(u − v) for x in (3.5), and keeping track of additional terms of

(
√

2σ)−1, we arrive at the convenient compact form of the derivatives of Gaussian
kernels

Dnk(u,v) = (−
√

2σ)−nHn((
√

2σ)−1(u− v)) exp(− 1
2σ−2 ‖u− v‖22).

Figure 3.2 shows a Gaussian kernel and its first five order of derivatives. They
are located at 0 and shown for the domain [−3, 3].

Polynomial Derivative Kernel

Derivatives of the polynomial kernel k(u,v) =
(
γuTv + λ

)d
are found to be

Dnk(u,v) =
d!

(d− n)!
γnvn

i

(
γuTv + λ

)d−n

which is valid in this instantiation as long as d ≥ n.
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FIGURE 3.2: Gaussian kernel (parametrised by σ = 1, top left), and its first
five orders of derivatives.

3.1.2 Kernel Roughness Penalties

An applied roughness penalty can be related to the assumption that the regres-
sion surface is made of some kind of elastic sheet. It is observed in nature that
tensions in any elastic sheet tend to be distributed to an overall minimum value.
The regression surface can be assumed to be such an elastic sheet. In this case,
the tensions in this surface will have to be kept at an overall minimum, or limited
to a maximum.

Let a kernel matrix K be a matrix with entries Kij = k(xi,xj) for inputs
x1,x2, . . . ,xN ∈ X , and let a design matrix H = [1K] be a matrix that consists
of the combination of [1, 1, . . . , 1]T and a kernel matrix,

H =


1 k(x1,x1) k(x1,x2) . . . k(x1,xN )
1 k(x2,x1) k(x2,x2) . . . k(x2,xN )
...

...
...

. . .
...

1 k(xN ,x1) k(xN ,x2) . . . k(xN ,xN )

 .

For example, in a regularisation setting, applying a roughness penalty can be ac-
complished by penalising the summed curvature of the second order derivatives

min ‖y −Hw‖22 + λ
∥∥D2Hw

∥∥2

2
(3.6)

with D2H = [0D2K] being a design matrix of a second order derivative kernel
with D2Kij = D2k(xi,xj). For λ = 0, this imposes an ordinary least squares, and
for λ → ∞, the result will approximate a straight line. Besides a penalty on the
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FIGURE 3.3: Ridge penalised regression (top row) and roughness penalised
regression (bottom row).

second order derivative as shown in (3.6), more generally, a linear differential
operator

Ly(x) =
∑

n

cnDny(x) (3.7)

can be defined [104], and used to form a weighted sum of penalties on Dny(x)
from (3.3). If applied in penalised regularisation, L takes the shape

min ‖y −Hw‖22 + λ ‖Lw‖22 (3.8)

with L a roughness penalty matrix, formed by the sum of several derivative de-
sign matrices L =

∑
n cnDnH. The optimisation problem in (3.8) is solved by

w = (HTH + λLTL)−1yTH.
Figure 3.3 illustrates the difference in results between ridge penalised regres-

sion, which can be obtained by solving for

min ‖y −Hw‖22 + λ ‖w‖22 , (3.9)

and roughness penalised regression, both on a noisy sine function N (sin(x), 0.2)
on the domain [0, 2π]. The amount of penalty (controlled by changing parame-
ters λ in (3.8) and (3.9)) is increased from left to right. In this case, a Gaussian
kernel has been used with σ = 0.2, and the 4th order Gaussian derivative ker-
nel has been penalised for roughness. The roughness penalty structure deviates



3.2 Smooth Relevance Vector Machine 29

from the usual kernel machines in the sense that it uses a projection of the fea-
ture space on a lower-dimensional (but often still high-dimensional) space to
determine the amount of penalty placed on the model parameters.

Despite reasonable conditions of matrices HTH and LTL, this system of
equations is singular in case of duplicate inputs. In the field of functional data
analysis, this is addressed by pre-processing, such as starting with the dominant
frequencies [105]. Also, the choice of parameters λ is done manually by methods
such as cross-validation.

Although the resulting functions are smooth, regularisation as in (3.8) does
not promote sparseness. My aim is to have a representation that is both smooth
and sparse, and in addition to have an automatic selection of the value of param-
eter λ.

3.2 Smooth Relevance Vector Machine

In essence, the Bayes approach provides a probabilistic rule explaining how you
should change your existing beliefs in the light of new evidence. In other words,
it allows us to combine new data with our existing (prior) knowledge or exper-
tise.

Assume we formulate a parametrised model for the data. If these model
parameters are subject to existing beliefs also, we speak of a hierarchical Bayesian
model [25]. We could state beliefs of these beliefs and beliefs thereof et cetera,
but the hierarchy must stop at some point: we will use the observed data to
estimate the final stage parameters. MacKay [85, 86, 87, 88] showed that a two-
stage hierarchical Bayesian model can embody Occam’s razor: certain prior ideas
on the model parameters enforce the model to be fitted in a concise way. Stated
differently, with this we can find the least complex explanation for the evidence,
the observed data.

Perhaps even more important in practice is that non-hierarchical models are
usually inappropriate: with a few parameters, they cannot fit large datasets ac-
curately, whereas with many parameters, they tend to over-fit such data. This
over-fitting takes place in the sense that the producing models fit well to the
existing data but lead to inferior predictions for unseen data [52]. To put it
differently, they lack generalisation.

In a Bayes approach we have to specify a model for the observed data D =
(x1, y1), (x2, y2), . . . , (xN , yN ) given an unknown parameter vector w; this is
specified in (3.2). Let us further assume that parameter vector w is a random
quantity as well, having a prior distribution p(w |θ), where θ is a vector of hyper-
parameters (or second-stage parameters). Normal Bayesian inference concerning
w is then based on its posterior distribution

p(w |y,θ) =
p(w,y,θ)
p(y,θ)

=
p(y,w |θ)
p(y |θ)

(3.10)
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where p(y |θ) is the marginal distribution of y

p(y |θ) =
∫

p(y |w)p(w |θ) dw.

If the hyper-parameter vector θ is unknown, the fully Bayesian approach would
adopt a second-stage prior distribution, a hyper-prior distribution p(θ) which al-
lows inference concerning θ to be based on

p(θ |y) =
∫

p(y |w)p(w |θ)p(θ) dθs
p(y |η)p(η |θ)p(θ) dη dθ

=
∫

p(w |y,θ)p(θ |y) dθ. (3.11)

If the hyper-prior distribution p(θ) cannot be specified, it is possible to follow an
empirical Bayes approach. The name empirical Bayes stems from the fact that
we are using the data to estimate hyper-parameter vector θ by θ̂. The empiri-
cal Bayes approach essentially replaces the integration in the right-hand side of
(3.11) by a maximisation, also known as the marginal maximum likelihood es-
timation. In that case, inference is based on the estimated posterior distribution
p(w |y, θ̂).

3.2.1 A Novel Prior for Smoothness and Sparseness

To fit (3.2) in a Bayesian framework, we will assume that our observational data
D = (x1, y1), (x2, y2), . . . , (xN , yN ) are corrupted by independently and identi-
cally distributed (iid) noise generated by a Gaussian probability function (de-
noted by N )

yi
iid∼ N

(
y(xi), σ2

)
.

Although this can be a dangerous assumption, it is often a good approximation
due to a surprising result known as the central limit theorem. This theorem states
that the mean of any set of random variables with any distribution having a finite
mean and variance tends to the Gaussian distribution.

I combine the idea of regularisation by a roughness penalty with a Bayesian
sparseness inducing prior. As described above, I presume that the outputs are
corrupted by Gaussian noise,

p(y |w, σ2) = N (y |Hw, σ2I). (3.12)

To promote both smoothness and sparseness, I propose a zero-mean Gaussian
prior over the weights, and a covariance matrix consisting of two terms

p(w |α, λ) = N (w |0, (λLTL + A)−1). (3.13)

The first term λLTL is the smoothness promoting part, formed by a roughness
penalty matrix defined underneath (3.8). The second term is a diagonal matrix
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TABLE 3.2: The prior used by the RVM and the SRVM.

Method Prior
RVM [120] p(w |α) = N (w |0,A−1)
SRVM [this thesis] p(w |α, λ) = N (w |0, (λLTL + A)−1)

A = diag(α0, . . . , αN) containing one hyper-parameter αi per weight wi, as in
automatic relevance determination (ARD) [88], as applied in the relevance vec-
tor machine (RVM) [120]. Table 3.2 shows the difference between the priors of
the RVM and my SRVM.

3.2.2 Posterior Distributions

To arrive at the posterior distributions, we could integrate out the weights,∫
p(y |w, σ) p(w |α, λ) dw

but there is another way to get there, that is, by exploiting Bayes’ rule

p(y |w, σ2) p(w |α, λ) = p(y |α, σ2) p(w |α, σ2). (3.14)

Substitution of (3.12) and (3.13) into the left-hand side of (3.14) results in a
product of two Gaussians

N (y |Hw, σ2I)N (w |0, (λLTL + A)−1). (3.15)

Let us consider the terms in the exponent of the product of the Gaussians in
(3.15),

σ−2yTy − 2wTσ−2HT y + wT
(
σ−2HTH + λLTL + A

)
w.

This can be rewritten using a matrix multiplication identity that is given by (a−
Bc)TB−1(a−Bc) = aTB−1a− 2aTc + cTBc, by defining

Σ =
(
σ−2HTH + λLTL + A

)−1
, and

µ = Σσ−2HTy,

substituting, rewriting, and grouping, to end up with

(w − µ)T Σ−1 (w − µ) +
yT(σ−2I− σ−2H(σ−2HTH + λLTL + A)−1HTσ−2)y)

.
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The latter part can be rewritten using the matrix inversion lemma (also known
as the Sherman-Morrison-Woodbury identity) given by

(A + XBXT)−1 = A−1 −A−1X(B−1 + XTA−1X)−1XTA−1

to obtain

(w − µ)T Σ−1 (w − µ) + yT
(
σ2I + H

(
λLTL + A

)−1
HT

)−1

y (3.16)

as the terms in the exponent. We can re-express (3.16) as a product of two
Gaussians

N (w |µ,Σ)N (y | 0, σ2I + H(λLTL + A)−1HT)
which is the right-hand side of (3.14) that we are looking for. The posterior
distributions are given by

p(w|y,α, λ, σ2) = N (w|µ,Σ),
p(y|α, λ, σ2) = N (y|0, σ2I + HSHT).

with Σ = (σ−2HTH + S−1)−1, S = (λLTL + A)−1 and µ = σ−2ΣHTy.

3.2.3 Obtaining Posterior Modes

To obtain (locally) optimum values for α, λ and σ2, we will follow a type-II
maximum likelihood approach similar to that of the RVM [120]. Of course, the
normal procedure for finding optima of functions, is to differentiate the function
and to find the roots.

We take a Gamma prior over the parameters α, σ2 and λ. Therefore, we
maximise

log p(y| log α, log β, log λ) +
∑

log p(log αi) + log p(log β) + log p(log λ)

which gives the following objective function (as in ref. Tipping).

L = − 1
2 log |σ2I+H(λLTL+A)−1HT|+yT(σ2I+H(λLTL+A)−1HT)y (3.17)

the first term is rewritten using the matrix inversion lemma for determinants
|A + XBXT| = |B||A||B−1 + XTA−1X| to

|σ2I + H(λLTL + A)−1HT| = |(λLTL + A)−1||σ2I||Σ−1|

When taking the log, use the identity log a−1b−1 = − log a− log b to obtain

log |σ2I + H(λLTL + A)−1HT| = − log |λLTL + A|+ N log σ2 − log |Σ|

and the data dependent term is rewritten as

= σ2yTy − σ2yTHΣHTyσ2

= σ2yT(y −Hµ)

= σ2 ‖y −Hµ‖2 + µ(λLTL + A)µ.
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Hyper-parameters

In order to obtain an update rule for the hyper-parameters αi, an identity of the
derivatives of the determinant is used, ∂ log |X(z)|/∂z = Tr(X−1∂X/∂z). Here,
Tr is the trace operator, defined to be the sum of the values on the diagonal of a
matrix. Derivatives of (3.17) with respect to log αi are

∂L
∂ log αi

= − 1
2 (−αiSii + αiΣii + αiµ

2
i ) + a− bαi, (3.18)

here the fact is used that values on the diagonal are computable when multiply-
ing with a diagonal matrix. Solving for αi in (3.18), thereby following MacKay
[85], the update rules become

αt+1
i =

αt
i(Sii − Σii)

µ2
i

. (3.19)

Note that in the case of λ = 0, then Sii = (α−1
i )t, which makes (3.19) identical

to the update equation for the hyper-parameters used by the original RVM [120].

Noise variance

With respect to log σ2 the derivatives of (3.17) are

∂L
∂ log σ2

= − 1
2 (N − Tr(Σσ−2HTH))− σ2 ‖y −Hµ‖2 .

This can be written as

(σ2)t+1 =
‖y −Hµ‖2

N − Tr(Σ(σ−2)tHTH)
. (3.20)

which re-estimates the noise variance σ2.

Smoothness parameter

For the smoothness parameter λ, the derivative with respect to log λ is given by

∂L
∂ log λ

= − 1
2 (−Tr(SλLTL) + Tr(ΣλLTL)) + λµTLTLµ

The roughness-penalty parameter λ is updated by

λt+1 =
(Tr(SλtLTL)− Tr(ΣλtLTL))

µTLTLµ
. (3.21)

In practice, we obtain traces of SA and ΣA by evaluating (3.19). We compute
Tr(ΣλtLTL), and obtain the other trace in (3.21) by Tr(SλtLTL) = N−Tr(SA),
and the trace present in (3.20) by using Tr(Σ(σ−2)tHTH) = N − Tr(ΣA) −
Tr(ΣλtLTL).
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TABLE 3.3: Comparative performance.

Method SVs D0 D2 D4

RVM (old) [120] 6.5± 1.0 0.047± 0.010 0.054± 0.014 0.106± 0.030

RVM (new) [121] 6.0± 1.1 0.049± 0.010 0.056± 0.013 0.108± 0.026

Figueiredo [49] 6.3± 1.3 0.053± 0.012 0.067± 0.022 0.136± 0.051

KRLS [44] 17.0± 0.0 0.054± 0.012 0.077± 0.017 0.242± 0.066

SOG-SVR [43] 17.0± 0.0 0.062± 0.010 0.050± 0.008 0.062± 0.012

AO-SVR [84] 20.7± 3.2 0.057± 0.011 0.112± 0.029 0.374± 0.115

SRVM [this thesis] 16.3± 3.4 0.039± 0.009 0.030± 0.009 0.033± 0.013

3.3 Experimental Results

To measure the effectiveness of the proposed Bayesian model, we have per-
formed a series of experiments. Because we need availability of the derivatives
of the underlying function in order to be able to measure and compare perfor-
mances, I have chosen the well-known sinc benchmark.

The data for one experiment consist of 50 points, with xi uniformly dis-
tributed over [−10, 10], and yi ∼ N (sinc(xi), 0.1). On these data, I trained a
series of kernel machines, as shown in the first column of table 3.3. Besides the
smooth relevance vector machine (SRVM) that I have proposed in this chapter,
six other kernel machines have also been implemented with the kernel-machine
library (described in chapter 5): three types of Bayesian kernel machines, and
three types of deterministic kernel machines.

Two algorithms implementing the relevance vector machine (RVM) have been
used; the algorithm presented in the original paper [120], and the more recent
and faster algorithm [121]. Next is Figureido’s method, which is also a Bayesian
type of kernel machine using a Jeffrey’s non-informative hyper-prior in order to
promote sparse solutions. Figueiredo showed that his method is computationally
faster than the original RVM, and that its solutions had the same quality as those
of the RVM.

The kernel recursive-least-squares (KRLS, [44]) algorithm is a greedy on-
line method that uses an approximate linear dependency test to select the active
set of the support vectors. This way of determining the support vectors is also
applied in sparse on-line greedy support-vector regression (SOG-SVR), which is
also an algorithm by Engel et al. [43]. These two methods have in common
that they are greedy, i.e., they do not find an exact solution, but rather trade-off
accuracy against computational costs. This is not the case for the accurate on-
line support-vector regression algorithm (AO-SVR, [84]). This algorithm applies
changes to the parameters while maintaining the Karush-Kuhn-Tucker (KKT, [69,
77]) conditions. These conditions guarantee that a global optimum will have
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FIGURE 3.4: Input data to a single experiment, the underlying sinc(x) func-
tion, and the resulting RVM, SRVM, and AO-SVR (left). Right,
the 4th order derivative of sinc(x), RVM, SRVM, and AO-SVR.

been found. Training points are presented to the algorithm one at a time, thereby
enabling a truly incremental way to find the solution. It delivers an exact solution
to the mathematical programming formulation of support vector regression [41].

For the smooth relevance vector machine (SRVM), I have chosen to penalise
the 10th order derivative only, which should effectuate smoothness up to the 8th
order [105]. A Gaussian kernel is used by all methods, parametrised by σ = 1.6.
I repeated this experiment 1000 times. Table 3.3 shows the mean and standard
deviation of the results, subsequently of the number of basis vectors, and of the
root-mean-square of errors of zeroth, second, and fourth order derivatives.

As shown in table 3.3, smoothness requires notably more support vectors
(SVs) than common sparse Bayesian models. In contrast, the support vectors
seem to be spent wisely, because the error on all derivative orders is consistently
lower than that of the compared methods. Figure 3.4 illustrates a function that
is smooth in output space. Although at first sight the fit of the function itself
is not drastically different from others (left), the gain in quality of fit is clearly
visible in a higher order derivative (right): the SRVM shows a good match with
the underlying sinc function.





“Engineering problems are under-defined, there are many solutions, good, bad
and indifferent. The art is to arrive at a good solution. This is a creative activity,
involving imagination, intuition and deliberate choice.”

Ove Arup (1895–1988)

4
Modelling Electricity Load

This chapter deals with the merger between the domain specific knowledge of
electricity-load patterns and kernel machines. In section 4.1, I will describe the
generic architecture that is used for both the electricity-demand model and the
wind-power production model. The modelling step of this architecture is dis-
cussed in section 4.2. For the electricity-demand model, the layout of a multi-
component setup, and representations needed to embed the domain specific
knowledge are developed in section 4.3 [14]. Section 4.4 blends wind-power
production patterns with a kernel machine [15].

4.1 System Architecture

Because the electricity-demand model will have to satisfy different applications,
the model type is chosen to be the causal type (see subsection 2.1.1). It can
deal with missing values; it does not need a contiguous data set. The overall
system architecture is shown in figure 4.1. It illustrates the three different stages
of dealing with a load model: the modelling, calibrating and predicting stages
(shown with a light-grey background colour). These three stages are discussed
below.

• Modelling. Modelling involves creating and obtaining the model itself.
Data analysis has to be performed, input parameters have to be selected,
pre-processing steps have to be suited to the problem at hand, and also
the needed historical data are selected. A more detailed description of
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FIGURE 4.1: Architecture of the electricity-load prediction system.

the procedure used to obtain a model is described in section 4.2. Once
the modelling is done, the model structure can be used for a number of
different applications. The same model can be used to (re-)calibrate the
its parameters to suit different electricity-load patterns. E.g., one model
could be used for the electricity-load patterns of a series of customers. The
modelling phase includes the use of historic data of load patterns, calendar
events and weather patterns, but this phase also defines the structure of
the patterns to be used for predictions. The calendar database may be
implemented by a lookup table or scripts generating a series of dates and
their associated day-types, but, it could also be that the calendar history is
not needed at all.

• Calibrating. The need for recalibration of the model depends on the pur-
pose the predictive model will be used for, the aim of calibrating a model
is to (re-)fit the model to historic data. When modelling is done, the cali-
bration boils down to finding the right parameters on the basis of historic
weather measurements, historic calendar events, and of course, the his-
toric dependant variables, the historic electricity-load patterns. The his-
toric weather patterns should match the same period of the historic load
patterns. E.g., when newer or other history has become available, one can
consider to (re-)calibrate the model. If the calibration engine is enhanced
(e.g., by the introduction of a newer type kernel machine), the predictive
quality of all models can be enhanced.

• Predicting. When predicting, the model constructs an electricity-load pre-
diction, aided by predicted calendar-events and numeric weather-forecasts
fed to it. The model will return a load prediction, which is presented to an
end-user by some graphical user-interface. For a day-to-day use of a short-
term forecasting system, one could expect that the prediction stage is the
most frequently consulted one. And for the other extreme, for customer
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profile analysis, it could be that the prediction step is performed only once.

The presented structure implies that for the model to be able to predict, it is
adamant that predicted weather data are available from the same weather sta-
tions as were used during the modelling process. E.g., atmospheric data for
the purpose of wind-power generation prediction should be available from all
selected weather stations.

4.2 Modelling Process

The modelling process has been set up in the way depicted in figure 4.2. The
process begins with an initially proposed model, depicted on the left of the figure.
Next, the model will be fitted to the data after which the results will be evaluated.
Hereafter, enhancements to the system will be installed. If necessary, new data
will be collected and the processing steps repeated. A more detailed treatment
of these steps is given below.

• To pre-process. Before a non-linear regression is executed by the kernel
machine, I will apply a series of preprocessing steps to the input variables.
For all kernel machines, I will use a Gaussian radial basis function (RBF)
kernel [53], expressed by

k(u,v) = exp
(
− 1

2σ−2‖u− v‖22
)

since it has shown good all-round results, also on time series predictions
[96]. As a radial basis function, it has the foundation to formalise repre-
sentations in a flexible way. However, inputs will have to be represented
in a way that suits well to the Gaussian kernel. Although a kernel can be
interpreted as an inner product in feature space, it can also be regarded
as a measure of similarity. Because of this, I consider pairwise distances of
patterns when designing preprocessing transformations.

• To fit to the data. Fitting of the model will be done by a kernel machine
on the pre-processed data. Testing the quality of the model will be done by
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visual inspection, and by measuring generalisation by means of a split of
the data in a training set and a test set. A maximum generalising power is
desired, i.e., a low train error alone is clearly not desirable.

• To evaluate. The evaluation is more an evaluation of the input space than
an evaluation of the fit on the data itself; that has been taken care of in the
previous step. Once a new variable is added, the correlation of the error
with all existing input variables is checked. It is best if the input variable
set is as linearly independent as possible with respect to the already cre-
ated input space. The maximum errors are located and investigated for
similarity of occurrence.

• To propose enhancements. Given the results from the previous steps,
I can propose enhancements to improve the model. Information about
the output variable that is inherent in the input space, or feature space,
is of utmost importance [74]. While, in a theoretical sense, having more
features should only give us more discriminating power, this is often not
the case because of the added redundancy or noise. Supervised learning
methods perform best if the training data contain as little irrelevant and
redundant features as possible. As with linear regression problems, I will
do a straightforward incremental selection of input variables.

• To gather new data. For a number of variables, new data will have to be
gathered to be able to represent the needed variables. What variables have
been gathered is described in the data analysis sections below.

4.3 Electricity Demand Model

A common start when creating models is to identify the variables with which
a historically verifiable link can be established. In subsection 4.3.1, I seek for,
and discuss, phenomena present in electricity demand patterns. The multi-
component setup of the electricity demand model is motivated and elicited in
subsection 4.3.2. Novel representations of several electricity demand specific
concepts designed for a radial basis such as the Gaussian kernel are discussed in
the next two subsections.

4.3.1 Data Analysis

I am able to use a data set measured at the province North Holland in the Nether-
lands, consisting of historical hourly electricity demand measurements made dur-
ing 1996, 1997, and 1998. Also for the same period I have collected the hourly
temperature, wind speed, and radiation measurements from a weather station
located at Amsterdam Airport Schiphol as an indication for weather related cir-
cumstances.
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The data set has been extended with the following calendar related attributes:
day of the year, day of the week, local time of the day, and a daylight saving in-
dicator. To describe events with a larger time horizon (such as seasonality), an
accurate and complete collection of features describing Earth’s position in the
ecliptic (the geometric plane that describes the orbit of the Earth) has been gath-
ered. Moshier’s ephemeris calculator1 is used to generate the longitude (angle),
latitude (tilt), and the radius (distance) for all measurements. The Sun’s altitude
and the Sun’s azimuth have been computed for the Netherlands. The Sun’s alti-
tude is the angle of the Sun with the horizon, while the azimuth expresses the
angle between the Sun and the geographic north. Attributes describing all Dutch
national, school, and construction holidays have been gathered and included.

Because data play a central role in electricity-demand modelling, I will discuss
below the variables that I consider to have a relationship with electricity demand
to a certain extent.

Sunlight

The Earth’s axial rotation and orientation towards the Sun cause yearly and daily
cycles in almost all its dynamic systems, and electricity consumption is not an
exception. Sunlight intensity is an important natural factor that directly and
indirectly influences electricity load. The most obvious direct influence is that
lights will be switched on whenever the illumination of the surroundings drops
below a certain limit.

As the Netherlands are not situated close to the equator, the daylight duration
changes throughout the year. Figure 4.3 (left) illustrates this by showing the
yearly electricity load pattern of the North Holland data on Mondays at 8 PM. It
clearly shows the seasonality of summer (low loads) and winter (high loads) in
the electricity load. The Sun’s altitude (figure 4.3, right) indicates lower loads
with higher altitudes, i.e., the higher the Sun rises above the horizon, the more
light there is, the less electricity will be used.

Cloud cover may have such a dampening effect on the sunlight that is passing
through that people switch on the lights as well. Also, in order to save energy, the
clock is set forward and backward one hour in spring and autumn, respectively.
The effect of this daylight saving time can best be noticed at times of the day
when the light intensity changes considerably (i.e. at twilight).

Temperature

A part of the electricity consumption depends on temperature-sensitive processes
or controllers. The electricity requirements of such processes are mostly nega-
tively related to the temperature, for example electrical heating-systems and an
aluminium factory require more energy when the ambient temperature is lower

1The software used for these calculations can be found at http://www.moshier.net/.
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FIGURE 4.3: Yearly patterns of the North Holland data set of Mondays at 8
PM seen from different perspectives.

and vice versa. However, the opposite can also be true, e.g., for refrigerators and
air-conditioning systems. The utilisation factor of these systems is one of the fac-
tors that determine the overall correlation between temperature and electricity
use. Figure 4.4 (left) relates ambient temperature and electricity load measure-
ments of the North Holland data set at 5 AM. Near-linear relationships show for
the working days (the high density points at the top), and Saturday and Sun-
day (which are at the middle and bottom of the figure). Earlier work assumed
linearity [e.g., 30, 75], but for the data under consideration, that hypothesis is
falsified by inspection of figure 4.4 (right). This plot of the North Holland data
at 5.00 hrs demonstrates non-linearity between ambient temperature and elec-
tricity load. Brierley and Batty [20] noted that people tend to react slowly to
quickly changing weather conditions. If not taken into account, this could lead
to wrongly estimated electricity demands after relatively large changes in tem-
perature.

Wind

Wind is a weather variable of which the direct relation with the electricity de-
mand is hard to establish. However, Brierley and Batty [20] found that elec-
tricity loads on windy days tend to be systematically underestimated if the wind
chill factor is not taken (sufficiently) into account. The same is true for buildings
that are sensitive to draught. They also reported that thunderstorms can greatly
influence electricity requirements.
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FIGURE 4.4: Temperature versus load at 1 PM (left) and at 5 AM (right).

Working Hours

Despite the continuing move towards a 24-hour economy in the Netherlands,
people tend to sleep at night, and most jobs are still from 9 to 5. During working
hours, more electricity-consuming devices (such as heavy machinery) are used
than outside working hours. In the same context, a typical weekly load pat-
tern can be identified because the days from Monday through Friday are typical
working days.

Holidays occur rather irregularly while influencing large groups of consu-
mers, and therefore they are one of the more interesting phenomena. This is
exemplified in figure 4.5 by a period surrounding the Queen’s Birthday and As-
cension day of 1996 of the North Holland data. The first days of interest in fig-
ure 4.5 are the Queen’s Birthday (point 2) and Ascension day (point 4), showing
an irregular electricity usage pattern because most people do not work on public
holidays. In terms of electricity load, these days look like Sundays. The subse-
quent Thursday and Friday following the Queen’s Birthday (point 2) show no
drastic differences from normal. However, the Friday (point 5) after Ascension
day clearly shows that many people take the day off between two non-working
days [75]. These days are called bridge days. Other atypical days can also be
identified, e.g., in the south of the Netherlands, electricity use during carnival
shows typical public holiday patterns. Also, Good Friday, being actually a work-
ing day two days before Easter, shows similarities to the pattern of a bridge day.
For similar reasons Christmas Eve and New Year’s eve (may) show the same pat-
tern.

School holiday periods and the summer holidays show recurring yearly pat-
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FIGURE 4.5: A period of two weeks in 1996 starting on Monday (point 1),
with two public holidays (points 2 and 4), a school holiday
(exemplified by point 3) and a bridge day (point 5).

terns of electricity demand. The Netherlands stagger the timing of several school
holidays over three regions so as to prevent traffic jams and over-occupied recre-
ation areas. Non-summer school holidays start early in the North region, then in
the Central region, and the South region vacations start last [2]. Summer hol-
idays fall in different periods, using the same staggering method as the school
holidays, but with a less straightforward starting scheme. The starting times are
rotated over a period of six years, in which a region will start early twice, then
middle once, late twice, and middle once again. An interesting issue also in this
category is the construction holidays (the Dutch Bouwvak), because a large part
of the heavy-duty machinery is not operating during that time. Construction hol-
idays are divided over three regions like the school summer holidays and the first
construction holiday starts at the same time as the first school summer holidays.
The impact of a school holiday is visible when comparing the Monday at point 3
in figure 4.5 with the Monday a week before, at point 1. The impact of the var-
ious holidays may vary considerably; e.g. the Christmas holiday has a greater
impact on the electricity load than any other holiday.

Extreme Events

Happenings such as strikes and large media events can change the electricity
use pattern to a large extent. For instance, football matches may have such a
big influence because a large part of the population will be glued to its TV set.
Electricity use is lower than usual, but during half-time people will take a beer,
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FIGURE 4.6: Multi-component architecture and its iterative fitting proce-
dure.

turn on lights etc., and a peak in demand results. These changes in demand are
called TV pick ups2. Only a few particular football matches seem to have this
influence; otherwise the effect is negligible.

Indirect Influences

Sunlight and half-time of a football match have an immediate effect on the elec-
tricity load, which other variables, such as temperature, have not: e.g., it takes a
while before a building cools down or warms up. Historical (or lagged) record-
ings can be introduced to make these time-delayed influences measurable.

4.3.2 Multi-component Setup

Let us assume that the relative influence of temperature, wind, and other weather
related variables is the same for all day types. To increase the orthogonality of
these (and other) input variables, we do not want to mix the input space in which
the day types reside with that of the temperature. Quite a common approach is to
combine the predictions in such way, that the electricity load is assumed to be a
(weighted) sum of a number of components such as the base load, trend, season,
temperature and irregular components [100]. An increase in orthogonality can
be achieved by a weighted sum of different kernel machines from (2.6), given by

y(x) =
∑

j

fj(x) =
∑

j

wj,0 +
Nj∑

n=1

wj,nk(xj,n,x)

 . (4.1)

The fitting procedure is illustrated by figure 4.6. We start by fitting the first kernel
machine f1, or component 1, to the data. The next step will be to fit component

2The National Grid website at http://www.nationalgrid.com/uk/activities/mn_pickup.

html shows several TV pick ups.



46 Modelling Electricity Load

0 10 20 30 40

0.0

0.2

0.4

0.6

0.8

1.0

Offset (hours)

D
is

ta
nc

e

0 10 30 50 70

−1.0

−0.5

0.0

0.5

1.0

Time (hours)

V
al

ue

FIGURE 4.7: Cyclic time-of-day representation distances (left), and cyclic
day-type representation (right).

2 to the residual of step 1. This procedure is repeated for all P components until
the residuals of all components have converged.

4.3.3 A Novel Day-type Representation

One of the main characteristics of electricity load data are periodic events such
as days, weeks and years. Although this set of periodic events sounds quite
straightforward, it is one of the hardest representation problems when modelling
electricity load.

Time of the day has been represented in various ways: in a binary form, a lin-
ear form and a trigonometric form. The linear form is represented by something
like xi = c · td, which can be a numbered hour or half hour [e.g. 1]. The time-
of-day can also be represented by binary encoding [e.g. 71]. The disadvantages
of the linear forms are the jumps in value if the day changes (i.e. a sawtooth
function over time). A possible solution to this is the other form, which is a sine-
cosine quadrature [45, 47, 95], which expresses the normalised time of day td
using xi(t) = sin(2πtd) and xj(t) = cos(2πtd). From a distance point-of-view, the
polar variant is the correct one in terms of day-to-day transitions [45]. Figure 4.7
(left) illustrates this by showing the computing distance from a fixed time of day
to the future.

Although weeks are regular periodic events, many different week patterns
may be present in the data because of public holidays. Because a day is a nom-
inal variable, every day is assigned an associated day type. A great deal of re-
search has been performed to figure out how many different day-types could be
defined in electricity-load forecasting by using self-organising maps (see subsec-
tion 2.3.1). Without loss of generality, I will assume that every day of the week
has a unique demand pattern [42].

Nearly all researchers use a 24-hour day-type representation for each calen-
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FIGURE 4.8: The error made by all systems using 24-hour day-type repre-
sentations is illustrated in the circle near hour 50.

dar day starting at midnight. However, this representation does not force smooth
day-to-day transitions on the system: it does not consider the case that a day type
may differ when the day is followed by, preceded by, or by chance is a public
holiday, which will cause a jump on the transition point. Figure 4.8 shows the
adjacent days to the Wednesday at point 2 of figure 4.5, and of the Wednesday
a week before that, when no public holiday occurred. The circle near hour 50
in figure 4.8 illustrates that if the day-type representation of Thursday does not
take into account that the preceding day has been a public holiday, the modelled
electricity demands will most probably show a jump at the day transition point
and also most likely cause a considerable error.

Therefore, I propose to extend the scope of a day type to more than 24 hours
so as to ensure smooth transitions between day types. To keep the number of
possible states in terms of number of active day types to a minimum, the length
of day types is increased to 48 hours. This ensures that at any time two day types
are active. These 48-hour periods will start and end at the time of day at which
the variance of the loads is smallest on average (e.g., 4 AM). To represent the day
types, I propose a combination of a binary day-type representation and a polar
representation: all day types will have their own circle of 48 hours. Figure 4.7
(right) illustrates this representation.

4.3.4 Emphasising Twilight

To represent time of year (or seasonality), I propose several alternative represen-
tations of which we select one on the basis of experiments described in chapter 6.
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The first alternative will be a polar indicator for time of year, with the position
on the circle determined by the position of the Earth in the ecliptic. The second
proposed representation will be the Sun’s altitude: the angle of the Sun with the
horizon.

Sun light is often considered to be incorporated in a time of the year indica-
tor; few researchers considered representations for direct daylight [45]. At civil
twilight, i.e. when the altitude of the Sun reaches below -6°, artificial illumi-
nation is needed to be able to read. We will adopt the sigmoid function from
classical artificial neural networks to accentuate the twilight period of the Sun
altitude values,

xi(t) = sigmoid(λ altitude(t)).

and scale parameter λ in such a way that the function is ~1 near 6° and ~-1 near
-6°. This twilight indicator will be resilient during the application of the daylight
savings times, but only during twilight, and it will be dormant at other times of
day.

4.4 Wind-power Production Model

This section consists of three subsections, starting with an analysis of the data at
hand, followed by a proposed method to increase the wind speed resolution, and
a way to represent the wind direction.

4.4.1 Data Analysis

The data available for the case of short-term wind-power production forecasting
are the production data of wind farms of an electricity company in the Nether-
lands. They are the aggregate of a large number of telemetered connections.
Although it seems straightforward to acquire these data, it is a tremendous un-
dertaking to collect them all and to verify that they contain all the elements
needed for appraisal of the performance of wind power plants.

Figure 4.9 shows the produced wind power and wind speeds for one week.
It illustrates energy production that is typical of wind-power production, i.e., on
the first day, almost no energy production occurred, while on the fifth day, the
production is often well above 150 MW. When wind speeds are not sufficiently
high, no production takes place at all. The variation in correlation between wind
speeds and the wind-power production is significant. This is exemplified by
point 1 and point 2 in figure 4.9. At point 1, wind-power production is sig-
nificantly lower than at point 2, while the wind speeds at point 1 are marginally
higher than those at point 2.

We do not have any wind speeds measured at the parks themselves, but rather
measured at weather stations operated by the Dutch meteorological institute.
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FIGURE 4.9: Seven days of wind energy production (top), and their corre-
sponding measured wind speeds at the same time (bottom).

TABLE 4.1: Correlation matrix of available weather stations and the aggre-
gate wind-power production.

Amsterdam De Kooy Stavoren Valkenburg Production
Amsterdam 1.00 0.851 0.810 0.875 0.864
De Kooy 1.000 0.821 0.799 0.881
Stavoren 1.000 0.791 0.857
Valkenburg 1.000 0.831
Production 1.000

Traditionally wind speeds were measured in knots3. The potential wind speed
is computed from the measured wind speed. The correction factor is usually be-
tween 0.9 and 1.2. The distribution of the potential wind speed therefore will
be clustered around the original value in knot. The potential wind speed is re-
ported in 0.1 meter per second, but the resolution of the records from which it
was computed is approximately 0.5 meter per second. From July 1996 onwards
wind speeds are measured in integer values of meter per second. So, since then
the resolution is even less. We have available wind speeds measured from the
four stations mentioned in table 4.1. This table also displays the correlations be-
tween the wind speeds measured at each station, and the recorded wind-energy
production.

3Source: website KNMI http://www.knmi.nl.
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FIGURE 4.10: A wind-power curve using the discretised wind speeds (left),
and using the computed average wind speeds (right).

4.4.2 Increasing Wind-speed Resolution

Because of the time window of 14 days between submitting E-programs and their
definite allocations, a causal model as introduced in subsection 2.1.1 will be used.
Therefore, I have to resort to the numerical weather predictions (i.e., I cannot use
a time-series model). A lack of resolution in wind speed records as mentioned
in subsection 4.4.1 is one of the first issues that one encounters on the way to a
wind forecasting system. If this resolution is not improved, the predictions will
suffer from the same discretion level. Figure 4.10 (left) illustrates this by the
power curve of the data using the wind speed of the Netherlands. We propose
to overcome the problem of coarse resolution by taking into account multiple
weather stations. Figure 4.10 (right) shows the wind-power curve of the data in
combination with averaged wind speed of the four weather stations presented in
table 4.1.

4.4.3 Representing Wind Direction

By taking into account the direction of the wind, I assume that a wind-power
production farm is surrounded by a varying landscape. For instance, assuming
identical wind speeds, if a forest is to the East, and open sea to the West, one
could expect that if the wind blows from the East, a lower production would oc-
cur, due to causes such as turbulence. Additionally, in most cases meteorological
institutes measure and predict weather on a different altitude than where the
wind-power turbines are located.

The direction of the wind is recorded in degrees to North. In order to optimise
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this entity to work in combination with a radial basis function, we will map the
polar representation to an Euclidean representation during a pre-processing step.
The exact setup of the feature space for the wind energy prediction system will
be done by experiments and in an incremental way as described in section 4.2.





“Science is what we understand well enough to explain to a computer. Art is
everything else we do.”

Donald Knuth (1938–)

5
The Kernel-Machine Library

Since the introduction of the support vector machine (SVM), about a dozen soft-
ware packages have been introduced that implement support vector machines.
SVMlight [66] contains a number of extensions e.g. a preference ranking prob-
lem, and extensions to deal with structures such as trees. LibSVM [32] is distinct
in that it gives a user-friendly introduction to support vector machines. SVM-
Torch [36] was primarily made to deal with large data-sets, and is now part of
the more generic Torch machine-learning software package. All the previously
mentioned packages have two things in common: they are geared towards the
SVM, and are developed as end-user tools. Creation, improving, or embedding
of other types of kernel machines are not their primary objective.

I initiated the development of the kernel-machine library (KML) to fill that
void: it should be an open-source1 library to promote the use and progress of
kernel machines, both for academic use and for developing real-world applica-
tions. This is the objective of the kernel-machine library: to enable researchers to
develop other types of kernel machines, to improve upon the existing algorithms,
and to be able to integrate kernel machines into all kinds of applications. The li-
brary is available at http://www.terborg.net. A concurrent-versioning system
is set up to improve joint development over the Internet. As such, it is subject to
constant change, with new features and methods being added continuously.

1It is released under the GNU General Public License of the Free Software Foundation.
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5.1 Requirements

Here I formalise my initial requirements for the kernel-machine library.

• It should be efficient. Because kernel machines are all about numerical
computations, one of the most important topics will be to achieve efficiency.
Efficiency can be expressed in the theoretical performance of a central pro-
cessing unit (CPU), often expressed in floating-point operations per second
(FLOPS).

• It should have a clean application programming interface (API). Be-
cause it is a development library, one of the more difficult things of the
development of a software library compared with the development of an
end-user software tool is the quality of code: co-developers have to be able
to read the source code. Good documentation, good use of comments, and
sensible names of parameters can help, but foremost the design should be
clear and simple.

• It should be cross-platform. With a dominance of more than 90% of
the desktop market, Microsoft Windows systems do contain many poten-
tial users and should be well supported. It should be tested on different
operating systems.

• It should be flexible. It should be able to accommodate all kinds of kernel
machines, and therefore be able to process data set formats used by other
packages.

• It should be extensible. In case an unforeseen situation comes into play, it
should be possible to adjust the library in line with new ideas with minimal
effort without altering the validity of its contents.

5.2 Design

The exact design of software depends on the capabilities of the language it is
written in. The C++ language is a multi-paradigm language, in other words,
the language supports procedural, object-oriented, and even functional program
structures. Recently, one of C++’s features achieved much attention: its tem-
plate typing system is extremely powerful, as it allows for Turing-complete pro-
gramming during compile-time: the time when the program is being compiled
by a compiler. Run-time is when the program is under execution, i.e., running.
This will be an important issue in the design of the KML: selecting the actions
to be taken in compile-time, and what actions will be executed in run-time. The
following may exemplify this distinction,
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FIGURE 5.1: Entity-relation diagram used in the kernel-machine library.

template<int N>

struct factorial {

static const int value = N * factorial<N-1>::value;

};

template<>

struct factorial<0> {

static const int value = 1;

};

and its run-time counterpart would look like as follows

int factorial_rt( int n ) {

return ( n==0 ? 1 : n * factorial_rt(n-1) );

}

Now, if a factorial needs to be computed from a known number N, this can be
done by the compiler at compile-time, reducing the number of computations
needed at run-time to zero.

Figure 5.1 shows an entity-relation diagram used in the library. A kernel
machine is a term for a combination of several concepts: a problem type, a kernel
and an algorithm. The problem type is the type of problem to be solved, e.g.
classification, regression, or single class. Given a problem type, a kernel-machine
states how the problem is solved and by what mechanisms. For instance, for a
regression problem, an SVM has a mathematical optimisation problem different
from that for a classification problem. A kernel machine contains a kernel; it is
not a kernel. However, algorithms have been devised that are specialised towards
a kernel machine in combination with a specific kernel. Therefore, a kernel can
be responsible for the selection of the algorithm used by the kernel machine.
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Kernel machines sometimes solve identical problems in different ways: here,
trade-offs and guarantees of pre-learning and post-learning come into play.

• Batch machine or on-line machine. A batch machine will only fit to a
complete data set. It cannot modify its solution efficiently if the data set
changes. An on-line machine is capable of adjusting its found solution if
the data set changes.

• Exact machine or greedy machine. An exact machine solves the mathe-
matical optimisation problem with machine precision; a greedy machine
approximates the solution found by an exact machine in shorter time.

• Deterministic machine or probabilistic machine. A deterministic machine
can predict the mean value of a sample, whereas a probabilistic machine
can predict both the mean value and variance (or more moments).

These properties have been used deliberately as traits: only a few formulations
have available all variants (on-line, greedy, etc.), and some kernel machines exist
that have their own name, and have certain traits, but are not designed to execute
tasks outside these traits.

5.3 Implementation

The kernel-machine library consists completely of C++ header files. Users of
the library can include appropriate headers to their source code. A significant
reduction of development time has been achieved by using a number of libraries
from the Boost Libraries, as discussed in subsection 5.3.1. For efficient numeric
computing, one usually resorts to a basic linear algebra system (BLAS) of which
ATLAS is a fast variant, discussed in subsection 5.3.2. Kernel machines share
types of operations on matrices and vectors, which are included in the kernel-
machine library and discussed in subsection 5.3.3.

5.3.1 The Boost Libraries

As stated on http://www.boost.org, the Boost web site provides free peer-
reviewed portable C++ source libraries. The emphasis is on libraries which work
well with the C++ Standard Library. The libraries are intended to be widely use-
ful, and are in regular use by thousands of programmers across a broad spectrum
of applications. A further goal is to establish "existing practice" and provide refer-
ence implementations so that Boost libraries are suitable for eventual standard-
isation. Ten Boost libraries will be included in the C++ Standards Committee’s
upcoming C++ Standard Library Technical Report as a step towards becoming
part of a future C++ Standard.
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Libraries from the Boost Libraries that are in use by the kernel-machine library
are the following.

• Boost.Meta-Programming Library. This can be regarded as the compile-
time variant of the ISO C++ Standard Library.

• Boost.UBLAS Library. This library contains class structures dealing with
matrices, vectors, sparse matrices and sparse vectors. It supports BLAS
operations (treated in more detail below).

• Boost.Utilities Library. Several components from the Boost Utilities library
are used, such as Enable_if, and ... Type-Traits Library.

• Boost.Serialization Library.

• Boost.Range Library.

5.3.2 BLAS: ATLAS

During the 1970s, an enormous effort has taken place to formalise the numeric
computations needed by scientists. This effort resulted in numeric packages such
as LINPACK and LAPACK (short for Linear Algebra PACKage). LINPACK’s succes-
sor LAPACK used a new system for the operations (besides that an other type
of computer memory organisation was utilised), called the Basic Linear Algebra
System (BLAS). This divides the linear algebra operations into the following

• BLAS level 1: scalar-vector and vector-vector operations,

• BLAS level 2: vector-matrix operations,

• BLAS level 3: matrix-matrix operations.

LAPACK contains algorithms for operations such as Cholesky decompositions and
QR factorisations for solving positive definite systems of equations. I have rewrit-
ten the smooth relevance vector machine using BLAS and LAPACK algorithms as
shown in algorithm 1.

Because the operations are clearly defined, one can speed up all LAPACK
operations by using a better BLAS engine. The automatically tuned linear al-
gebra software (ATLAS) project has been ongoing for a while [132]. It has a
full implementation of BLAS as well as a few important routines from LAPACK.
ATLAS “tunes” towards speed of memory and size of memory assuming a mem-
ory structure of modern CPUs, as illustrated in figure 5.2. Several line and grid
searches are deployed to find the optimum size of these blocks (a sub-matrix of
a matrix) for all different BLAS operations. Several specific user-contributed
algorithms are available that fully utilise extensions such as AMD’s 3DNow!,
IBM’s AltiVec and Intel’s SSE. The ATLAS library is a C library. Fortunately, the
Boost.Numeric.Bindings library provides the glue between ATLAS and Boost’s
uBLAS data types.
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H← design matrix( x, k )
L← design matrix( x, Dp k )
HtH← gemm( HT, H )
LtL← gemm( LT, L )
Hty← gemv( HT, y )
while max(∆ log αi) > 1 · 10−3 do

S ← posv((λLtL + A), I)
Σ← posv((σ−2HtH + S−1),I)
µ← symv( σ−2, Σ, Hty )
for i in N do

αi ← αi(Sii − Σii)/µ2
i

end for
λ← (N − Tr(SA)− Tr(ΣLtL))/µLtLµ
σ2 ← ‖Hµ− y‖/(N + Tr(LtL) + Tr(ΣA))

end while

ALGORITHM 1: Algorithm for the Smooth Relevance Vector Machine ex-
pressed in BLAS calls.

5.3.3 Utilities

View matrix

The view matrix class has been implemented to cover recurring operations found
in a large number of active-set type of algorithms. In algorithms of kernel ma-
chines, the design matrix or kernel matrix is often extended when a new support
vector is added, or is shrunk when a support vector is deleted from the active
set. The standard matrix resize operation as implemented in the uBLAS library
supports a resize, but will reallocate an entire matrix if requested. Figure 5.2
(right) illustrates the memory structure used by a view matrix: the larger, static
matrix will be reallocated infrequently, whereas the view matrix may be resized
in constant time O(1).

Input and Output

To be able to read and write data sets in formats used by other software packages,
an IO module is written that is able to read and write from the file data format
structures as used in the SVMlight, LibSVM and SVMTorch. This can be very
convenient if one wants to compare the output of the different packages.

Statistics

For assessment of the quality of fit, or other types of statistics, a number of func-
tions have been implemented that are able to operate on any type of range.
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Root-mean-square, variation, standard-deviation, mean, sum, minimum, maxi-
mum, etc., have all been implemented. In case of a range of a scalar type, i.e,
the ordinary case, the output is also a scalar type. On the other hand, in case of
a range of a vector type, the output is chosen to be a vector type: the statistic
is computed separately for each attribute. For example, the mean of two sample
vectors

[8](1,1,2,3,5,8,13,21)

[8](1,2,3,5,7,11,13,17)

will be evaluated to [8](1,1.5,2.5,4,6,9.5,13,19). Also for these cases,
compile-time mechanisms select algorithms for either scalar types or for vector
types.

Scaling

To accommodate a starting point for feature scaling and representation pro-
cesses, two types of scaling functions have been implemented. The first function
will perform a linear transformation such that the mean and standard deviation
comply to a given number. The second type of scaling function will force all data
to be within a set minimum and maximum. To exemplify, suppose one has a data
set of which the input vectors have characteristics

min [4](-1,-1,-1,-1)

mean [4](0.0597222,0.355556,0.449383,-0.295388)

sd [4](0.379544,0.936391,0.633393,0.337012)

max [4](1,1,1,1)

then this could be transformed to
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min [4](-2.79209,-1.44764,-2.28828,-2.09077)

mean [4](0,0,0,0)

sd [4](1,1,1,1)

max [4](2.47739,0.688222,0.869313,3.84375)

with a single function call.

FANN bindings

As stated on its website (http://leenissen.dk/fann/), the fast artificial neu-
ral network (FANN) library implements multilayer artificial neural networks in C
with support for both fully connected and sparsely connected networks. Cross-
platform execution in both fixed and floating point is supported. It includes a
framework for easy handling of training data sets. Although a C++ API is avail-
able, I have written new bindings to achieve a more consistent API throughout
the kernel-machine library. In other words, the implementation of a neural net-
work is similar to the implementation of a kernel machine.

5.4 Development Tools

Primary requirements for the KML are a C++ compiler and a linker. I will test the
library on two kinds: Microsoft’s (MS’s) freely available Visual C++ Toolkit and
GNU’s Compiler Collection (GCC). Although the KML is contained in header-files
only, cross-platform construction of several example and test programs is desired.
I have used the Scons build system to achieve all of these goals, and more, which
is discussed in subsection 5.4.1. Documentation is generated on the basis of
comments in the source code by the Doxygen system treated in subsection 5.4.2.

5.4.1 The SCons Build System

As described on http://www.scons.org, SCons is an open-source software con-
struction tool, that is, a next-generation build tool. SCons is an improved, cross-
platform substitute for the classic Make utility with integrated functionality sim-
ilar to autoconf, automake and compiler caches such as ccache. In short, SCons
is an easier, more reliable and faster way to build software.

Examples included in the kernel-machine library are built with the use of
SCons. On a Microsoft Windows system using Microsoft’s compiler, the output
of building an example application to do regression from the KML looks like the
following.

scons: Reading SConscript files ...

scons: done reading SConscript files.

scons: Building targets ...



5.4 Development Tools 61

cl /nologo /Wp64 /GX /Zc:forScope /O2 /G7 /arch:SSE2 /I. /I\

/I\atlas /c example\svm_regression.cpp /Foexample\svm_regres

sion.obj svm_regression.cpp

link /nologo /OUT:example\svm_regression.exe /LIBPATH:lib cb

las.lib example\svm_regression.obj

scons: done building targets.

On a POSIX system (e.g. a GNU/Linux OS) using GCC, the output of the compile
process is shown below.

scons: Reading SConscript files ...

scons: done reading SConscript files.

scons: Building targets ...

g++ -Wall -ansi -pedantic -O3 -ffast-math -fomit-frame-point

er -DNDEBUG -DNO_DEBUG -march=pentium4 -mfpmath=sse -msse -m

sse2 -mmmx -I. -I/usr/include -c -o example/svm_regression.o

example/svm_regression.cpp

g++ -o example/svm_regression example/svm_regression.o -lcbl

as -latlas

scons: done building targets.

I have facilitated the build scripts with automatic cross-platform CPU detection,
which will pass the optimal settings to the compiler for the platform at hand.
This can be observed in the output snippets above for an Intel Pentium 4 platform
where the SSE2 extensions are enabled automatically. Because the installation
of ATLAS under Windows is a somewhat extensive procedure, I have included
a SCons construction script in the KML to convert ATLAS constructed libraries
to MS Windows native loadable libraries. These can then be easily deployed on
Microsoft Windows based platforms.

5.4.2 The Doxygen Documentation System

As advertised on its website (located at http://www.doxygen.org), Doxygen is
a documentation system for C++, C, Java, Objective-C, Python, IDL and to some
extent PHP, C#, and D. It can generate an on-line documentation browser (in
HTML) and/or an off-line reference manual (in) from a set of documented source
files. There is also support for generating output in RTF, PostScript, hyperlinked
PDF, compressed HTML, and Unix man pages. The documentation is extracted
directly from the sources, which makes it much easier to keep the documentation
consistent with the source code.

In a comment just above the implementation of a function, a few lines de-
scribing the functionality of the function can be provided.

\*! \brief Compute the factorial of a given number n, i.e., n!
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\param n an integer n */

int factorial( int n ) { ... }

This will be translated and aggregated to browseable HTML pages for convenient
lookup. For classes, template classes, member functions, and so on, hierarchy in
the documentations will be added automatically.

5.5 Using the Library

I have published the initial version of the KML (at http://www.terborg.net)
with the following algorithms.

• Support Vector Machines. Two variants of the support vector machine are
included: Accurate On-Line Support Vector Regression [84], and Sparse
On-line Greedy Support Vector Regression [43].

• Relevance Vector Machine [119]. Both the classical learning algorithm
[120] and newer fast learning algorithm [121] for the RVM have been
included. The fast algorithm is not available elsewhere.

• Kernel Recursive Least Squares [44].

• Adaptive Sparseness using Jeffreys Prior [49].

• Smooth Relevance Vector Machine [13].

To illustrate the expressiveness of the kernel-machine library, the following source
code creates a noise-corrupted sinc on [−10, 10], and will train an on-line SVM to
it, as is done in section 3.3.

boost::mt19937 randomness;

boost::normal_distribution<double> norm_dist( 0.0, 0.1 );

boost::variate_generator<boost::mt19937,

boost::normal_distribution<double> > noise( randomness,

norm_dist );

ublas::vector<double> y(50);

std::vector< ublas::vector<double> > x(50);

for( int i=0; i<N; ++i ) {

x[i].resize( 1 );

x[i](0) = (double(i)/double(N-1))*20.0-10.0;

y[i] = boost::math::sinc_pi(x[i](0)) + noise();

}

typedef kml::regression< ublas::vector<double>, double >

my_problem;

kml::online_svm< my_problem, kml::gaussian > my_machine( 1.6,
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0.1, 10.0 );

my_machine.learn( x, y );

ublas::vector<double> test(N);

std::transform( x.begin(),x.end(),test.begin(),my_machine );

std::cout < < �AOSVR predictions:� < < test < < std::endl;

Compiling and running this example program will give the following output,
which is also plotted in figure 3.4.

AOSVR predictions:

[50](0.0874446,0.081959,0.08579,0.105701,0.144144,0.19371,0.

235582,0.245479,0.205863,0.117594,0.00262615,-0.105663,-0.17

8993,-0.206344,-0.193398,-0.150872,-0.0822103,0.0187777,0.15

8834,0.333346,0.522492,0.698752,0.839093,0.931865,0.974475,0

.966872,0.908814,0.803572,0.662969,0.506631,0.353948,0.21483

6,0.0873798,-0.03512,-0.15312,-0.254647,-0.318991,-0.327899,

-0.276819,-0.179247,-0.0620642,0.0449141,0.119503,0.153157,0

.150841,0.126204,0.0950485,0.0699378,0.0575196,0.0586123)

5.6 Testing the Library

This section tests the kernel-machine library in action. In the first subsection,
experiments are reproduced that have been presented in the paper describing the
fast relevance vector machine. The second subsection deals with the currently
implemented algorithm for the support vector machine (SVM) on a regression
task.

5.6.1 The Fast RVM

At the time of writing, the kernel-machine library is the only publicly available
software package that has an implementation of the fast relevance vector ma-
chine (Fast RVM, Tipping and Faul [121]). The main difference between the
algorithms that cause a computational speed-up is that the old algorithm is a
decremental-set algorithm, and the new algorithm is an incremental-set algo-
rithm. Here, decremental means that the initial solution holds all data points,
and by numerical updates non-relevance vectors will be removed. The newer
algorithm on the other hand starts with an empty solution, adds candidate rele-
vance vectors to the working set, and removes non-relevance vectors.

To measure the effectiveness of the fast RVM algorithm, I have conducted the
experiment described in the paper where the fast RVM was introduced [121].
To elicit the gained computational efficiency of the newer algorithm, a series of
experiments has been conducted. In this case, an increasing number of samples is
drawn from a noisy sinc function, identical to that described in section 3.3. These
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FIGURE 5.3: Comparative performance of the old RVM versus the new RVM
algorithm.

experiments have a strong focus on data set size. For the p-th experiment, I have
used a data set size of 10 · 1.1p. In total, 59 experiments have been conducted
by both the old and the new algorithms. Figure 5.3 shows a log-log plot of
the data sets used in the experiments versus the needed fitting time of both
algorithms. On average, the newer algorithm was about 100 times faster, which
is very significant. To illustrate, the largest data set size tested, containing 2812
points, took the old algorithm about 29 minutes to complete, whereas it took the
accelerated algorithm about 15 seconds.

5.6.2 On-line SVM versus Batch SVM

In this experiment, I tested the accurate-online support vector regression (AO-
SVR, [84]) algorithm available in the kernel-machine library for correctness and
computational costs. AO-SVR is a modification of an algorithm by Cauwenberghs
and Poggio [31] of the support vector machine (SVM), which implements a clas-
sifying accurate-online support vector machine. The same experiment will be
executed using different implementations capable of support vector machine re-
gression. The implementations chosen are also mentioned in the introduction of
this chapter: LibSVM, SVMlight and SVMTorch. I conducted experiments with the
implementations on two regression problems.

The first data set is one made available through the SVMTorch package to test
the SVM in regression mode. This is a data set containing 5000 patterns of 12
attributes. Table 5.1 shows the running times and several statistics of the found
solutions of the different SVM implementations.
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TABLE 5.1: Comparative performance of online SVM regression versus batch
implementations (5000 data points).

Tool Algorithm Fit time(s) SVs SVs at C SVs < C
LibSVM Batch [32] 2.0 597 585 12
SVMlight Batch [66] 2.6 597 585 12
SVMTorch Batch [36] 0.4 596 585 11
KML Online [84] 2.9 597 585 13

TABLE 5.2: Comparative computation times of SVM regression on the cpus-
mall data set (8192 data points).

Parameters LibSVM [32] SVMlight [66] KML [84]
C ε σ Time (s) SVs Time (s) SVs Time (s) SVs

10.0 1 2.5 11.1 5851 40.3 5849 65.5 5849
20.0 1 2.5 8.2 4197 28.4 4196 44.6 4198
10.0 2 3.5 8.4 4052 26.4 4051 33.4 4049
10.0 3 3.5 6.5 2903 19.6 2902 24.6 2900

The second regression task is the cpusmall data set availble from the authors
of LibSVM, which is a regression problem of 8192 patterns of 12 attributes. The
results of the second experiment are shown in table 5.2. The results show that
SVMTorch and LibSVM are the fastest implementations of the support vector ma-
chine, and that on-line implementation of the kernel-machine library is slowest.

It should be noted that the direct comparison of computing times as shown
in tables 5.1 and 5.2 is questionable. Batch algorithms have the complete data
set as an input, whereas an on-line algorithm performs as many fits as there are
data points. Indeed, the results should not change considerably, but I could have
compared the training times of all batch algorithms on several thousands of data
sets. For instance, when performing a cross-over validation test, in which a series
of data sets have to be trained, the result will be in favour of the on-line algorithm
with respect to the computing costs. The on-line algorithm is particularly slow
if a large part of the data consists of support vectors. One of the steps in the
algorithm is (for each new point) to evaluate the support vector machine for that
given point: i.e., when adding the last few points, a lot of kernel evaluations take
place. This takes a large amount of time.

At the time of writing, the sequential minimisation optimisation (SMO, [102])
batch algorithm is being contributed to the kernel-machine library.





“In theory, there is no difference between theory and practice. But, in practice,
there is.”

Jan van de Snepscheut (1953 - 1994)

6
Experimental Results

Experiments need data sets and a kernel machine to run. An overview of the
gathered data used for the electricity demand model is presented in subsec-
tion 4.3.1, those used for the short-term wind-power production model in sub-
section 4.4.1. To create the optimally scaled models, I will use cross-validation
techniques and visual inspection. Correlation analyses between features, the
electricity load patterns, and the kernel machine will assist in feature selection,
as discussed in section 4.2. A kernel machine from the kernel-machine library
(as introduced in chapter 5) will be used to perform experiments with.

At the time of writing, the electricity-demand model presented in this the-
sis has been in daily use for over a year. In section 6.1 I will present real-life
performance benchmarks of the different electricity-demand models during one
month. Due to the competition on the energy market, certain information con-
cerning these experiments will not be disclosed. The experiments that have been
performed to obtain my electricity demand model are discussed in section 6.2.
Section 6.3 deals with the short-term wind-power production forecasting.

6.1 Electricity-demand Forecasting in Practice

In practice, predictions can be presented to end users by several electricity de-
mand forecasting systems. Guided by expertise and experience the end user will
select and combine elements of these predictions to form the final forecast. These
final forecasts will be incorporated in the E-program, that will be submitted to
Tennet (see subsection 1.1.1).
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FIGURE 6.1: Comparative average performance per hour of the day during
one month.

The data used for the comparative benchmarks presented here were gathered
during a full month. I will compare the predictions made by four models and the
human end-user. Two commercial electricity-demand models have been used,
which I will call model A and model B. These two commercial models have been
combined by a certain method to obtain the third model A/B. My model is also
measured.

Figure 6.1 shows the mean absolute percentage error (MAPE, see section 2.4)
of all predictive models and the human end-user for each different hour of the
day. The figure shows that model A/B successfully combines model A and model
B, its performance is better for the larger part of the day. Next to the human user,
my model clearly has the lowest MAPE throughout the day, except for 9 AM.
During a large part of the day, my model is at least 50% more accurate than both
model A and B. During the month of measuring, models show most difficulty
with the prediction of the electricity demands near 21 hours.

Table 6.1 shows the average MAPE of the whole period that is measured. The
first column shows the model name, followed by the MAPE error and its and the
standard deviation, and the second column shows the relative MAPE expressed
in terms of my model. Model B has the highest MAPE, and of all models, my
model has the lowest MAPE. Expressed in relative terms, my model was 30%
better than the combination of models A and B. The combination of all models
and manual adjustments by the human end-user has a competitive edge of 7%
over my model.

The standard deviations of the MAPE shown in table 6.1 also appear to differ
from model to model. To illustrate the difference in consistency or robustness
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TABLE 6.1: Comparative performance of different models of the real-life
data.

Model MAPE Relative MAPE
Model A 4.7±4.5 152%
Model B 5.1±4.1 165%
Model A/B 4.1±3.8 131%
Human 2.9±2.3 93%
My model 3.1±2.4 100%
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FIGURE 6.2: Estimated probability densities of the error distribution of sev-
eral electricity demand prediction models on real-life data.

of the different models, a kernel density estimate (which has nothing to do with
kernel machines) is depicted in figure 6.2. The total area of my model in the
domain [0,8] shown is largest together with that of the human. It implies that
the estimated probability density will practically disappear outside the graph,
this in contrast to the other models shown.

6.2 Electricity-demand Model Experiments

For the experiments I will use a data set measured at the province North Holland
in the Netherlands, consisting of historical hourly electricity demand measure-
ments done during 1996, 1997 and 1998. Also for the same period, weather and
holiday related measurements are included as discussed in subsection 4.3.1.
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TABLE 6.2: Calendar component compositions.

Time of day Day type Train Test
linear binary 7.01 6.97
polar binary 5.81 5.86
linear polar 6.04 6.13
polar polar 5.75 5.81

I have used a randomly chosen 60-40 train-test set split, which corresponds
with 15770 samples for the training set, and 10514 samples for the test set. For
the test data points, we will have to use the actual weather measurements as if
they were known in advance. For a real-life case numerical weather predictions
will have to be provided. We will use the mean absolute percentage error (MAPE,
see (2.8) on page 20). To minimise the MAPE error, I have taken the log of the
electricity load values.

I have implemented the iterative system shown in figure 4.6 using a combina-
tion of a script written in R [64], and a kernel machine from the kernel-machine
library. The following sections discuss the input variables in an incremental man-
ner, i.e., subsection 6.2.1 starts with a system containing one component only,
and subsection 6.2.4 discusses the full model containing all components.

6.2.1 Calendar Component

Time of day and day type express the calendar related variables, therefore one
component containing both is used.

Time of Day and Day Type

In this experiment we try different types to represent the time of day and day
type: for time of day we investigate the linear and polar representations, and for
day type, we will test the binary and polar representations. Public holidays are
set to Sunday. Table 6.2 shows that the polar time of day representation and the
polar day type decrease the error in all comparative cases.

Time of Year

In this experiment, we compare the different ways of representing the time of
year part in the calendar component. A linear type (day of the year), the Sun’s
altitude and a polar yearly data type have been tested. Table 6.3 shows the train
and test errors of the different representations. In all cases, the twilight indicator
lowered all errors. Although the polar without twilight indicator has the lowest



6.2 Electricity-demand Model Experiments 71

TABLE 6.3: Comparative performance of time-of-year representations.

Time of year Train Test
without time-of-year 5.75 5.81
linear 3.64 3.76
linear and twilight 3.51 3.65
altitude 3.42 3.51
altitude and twilight 3.28 3.39
polar 3.16 3.46
polar and twilight 3.20 3.30

TABLE 6.4: Added trend component.

Train Test
without trend 3.20 3.30
with trend 2.64 2.75

train error, its test error is not lowest. The polar time of year representation in
combination with the twilight indicator performs best.

6.2.2 Trend Component

The residuals show a structural slide of a prediction that is too high to a pre-
diction that is too low. On further inspection, the North Holland data exhibit a
long-term growth pattern. This long-term pattern can be modelled with a sepa-
rate trend component. To keep the complexity of this component to a minimum,
let us assume a steady exponential growth pattern. Table 6.4 shows the train and
the test error after applying three iterations of fitting.

6.2.3 Weather Components

We created a separate component for each weather related variable, i.e., a tem-
perature, a radiation and a wind component. To compare the different input
spaces for these components, the MAPE errors have been recorded after per-
forming three iterations.

Temperature

In order to achieve accurate results, all components are reset every time a new
iteration begins. Also, the exponential moving average (EMA, [103]) of the tem-
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TABLE 6.5: Temperature component configurations.

Temperature component train test
temperature only 2.25 2.35
time of day 2.21 2.31
EMA 2.26 2.35
EMA and time of day 2.00 2.09

perature is tested as an alternative in the input space. Table 6.5 shows the results
of different input space compositions for the temperature component.

Radiation

The radiation component is designed to reflect the distance correctness as well.
I.e. during night, the radiation is always equal to zero. Hence, during the night,
this component should not add any distance. Therefore, the theoretical altitude
of the Sun is determined on which measurements of the radiation above zero
may be expected, which is set at -8 degrees. A binary decision forces the points
of the radiation component to exactly the same points in feature space.

Wind

The wind component is very straightforward. We use the measured wind speed
only to model the changes in electricity demand patterns because of changes in
wind speeds.

The top row in table 6.6 shows the resulting model quality when using all
weather components after three iterations. Figure 6.3 shows the component
predictions for a period of two weeks of the North Holland data.

6.2.4 Additional Information

This experiment serves as an example of adding information that is found on
the basis of model performance quality in previous sections. In this case, we
have added school holiday information and information about the construction
holidays to the calendar component. Table 6.6 shows the impact of adding such
information.

Further analysis of the maximum errors made by the model reveals that De-
cember 30th shows unusual large errors in all years. December 5th, 1996, my
prediction goes astray. It seems that Sinterklaas has influence after all. Septem-
ber 3rd, 1998, another prediction error was made that was larger than usual.
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FIGURE 6.3: A display of the different component predictions for a period
of two weeks.

TABLE 6.6: Holiday information.

train test
without holidays 1.95 2.04
with holidays 1.74 1.84
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TABLE 6.7: Error measured over fitted wind-power production models, no
wind direction.

added station RMSE MAE MAX Cor
Stavoren 30.78 22.68 174.57 0.886
De Kooy 21.83 16.08 137.41 0.945
Amsterdam 19.39 14.37 109.07 0.957
Valkenburg 18.96 14.11 100.39 0.959

TABLE 6.8: Error measured over fitted models, including wind directions.

added station RMSE MAE MAX Cor
Stavoren 28.07 20.55 191.78 0.907
De Kooy 21.33 15.74 137.53 0.947

Amsterdam 18.97 14.08 98.65 0.959
Valkenburg 18.64 13.86 93.97 0.960

The weather news archive1 reveals that September 1998 was very wet: a record
was set on September 3rd, 1998, when the second heaviest cloudburst of the
20th century occurred at Boskoop, pouring 92 mm in only 2 hours.

6.3 Short-term Wind-power Production Forecasting

To select the features to be used by the wind-energy prediction system, I will
conduct and evaluate several experiments with the wind-power production data.
I have initialised a kernel machine in combination with a Gaussian kernel with
parameter σ = 1. The wind speeds are scaled with a factor of 0.05. The diameter
of the wind direction circle is set to 0.5. I have tested with cross-validation
that these settings were giving acceptable results. Table 6.7 shows the results
of fitting with different feature spaces, without taking the wind direction into
account. Table 6.8 shows the results of the same feature space, but with the
wind direction being taken into account. The error measures used were root-
mean-square of the error, the mean absolute error, the maximum absolute error
and the statistical correlation.

Common benchmarks in determining the quality of the wind-power predic-
tion are the persistence model and the mean-production model. When using
persistence, one takes the latest available measured value(s) as the prediction
for the next value(s). The persistence is commonly the model to beat [54].

1See http://www.knmi.nl/voorl/nader/september1998warmenzeernat.htm.
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FIGURE 6.4: Root-mean-square of the error of different models.

The mean-production model simply reproduces the mean of the production at
all times. I have used the kernel-machine model using an input space of four
weather stations and the wind directions, of which the fitting errors are shown
in bold on the bottom row of table 6.8.

Because we did not have available the historically predicted wind speeds and
directions, we simulated an error development in the numerical weather fore-
casts. To do so, we have corrupted the wind speed measurements for each fore-
cast horizon step with Gaussian multiplicative noise,

wc(t + i) = wm(t + i)N (1, c · i)

with wm being the measured wind speed at time t, i being the number of hours
ahead, and with c a constant indicating the severity of error development. During
experiments we have set c to 1/120.

Figure 6.4 shows the root-mean-square of the errors of four different models:
the persistence model, the mean of the production measurements, the kernel-
machine model, and a kernel-machine model with corrupted wind measurement
data. It illustrates that the forecast time horizon does not affect the mean-load
and kernel machine model. Persistence is the best model for approximately the
first two hours, after which the kernel-machine model has the lowest error. The
error caused by the multiplicative noise on the wind speeds does not cause dra-
matic increases in error for the first 24 hours, but ends up nearly doubled at the
end of the forecast horizon of 48 hours.
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TABLE 6.9: Performance of a 3-layer neural network with a variable number
of neurons. Training is stopped when the change in the log of
the RMSE of the test error is smaller than 1e-4. This table reports
the error over all data.

Neurons in layer 1 Epochs RMSE MAE Max Cor
3 3470 20.4 15.1 95.5 0.952
4 2915 20.4 15.2 95.7 0.952
5 2725 20.4 15.2 95.9 0.952
6 2400 20.4 15.0 96.1 0.952
7 2080 20.4 15.0 96.4 0.952
8 1930 20.6 15.2 95.6 0.951
9 1795 20.6 15.3 96.0 0.951

10 1570 20.6 15.2 96.4 0.951
15 1295 20.7 15.3 97.0 0.951
20 1010 20.7 15.2 95.5 0.951

100 375 20.9 15.4 100.9 0.950

6.3.1 Neural Networks for Wind-Power Prediction

To test the differences between applying an artificial neural network and a kernel
machine, some experiments have been performed on the wind-power production
data. Besides the mapping of the wind directions on a circle, no special kind of
transformation specific to the Gaussian kernel has been applied. I have assumed
it is reasonable to test an ANN on the same data. I have used the FANN bindings
available in the kernel-machine library, described in subsection 5.3.3.

So, I started with a basic feed-forward neural network using the R-Prop train-
ing algorithm (an algorithm more advanced than the back-propagation algo-
rithm). I have implemented an automatic stopping criterion. The data are split in
a 50% training set and a 50% test set. The neural network is trained for 5 epochs.
If the test error stabilises, training is terminated. The total error over all the data
is measured and reported. Table 6.9 shows the results of a line search for the
optimum number of neurons. During this line search, the following observations
have been made.

• The neural network gives different answers each time: all solutions found
are local solutions. Several kernel machines exist that deliver identical
answers each time, i.e., global solutions (e.g. the support vector machine
has this property, as illustrated by tables 5.1 and 5.2). Neural networks are
often trained multiple times, and the best neural network is stored. The
neural network finds a different solution every time it is trained. In some
cases the network completely failed to converge to an acceptable point.
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TABLE 6.10: Performance of the neural network with several different layer
configurations.

Network config Epochs RMSE MAE Max Cor
6-5-4-1 1170 20.7 15.7 94.4 0.950
6-6-5-1 950 20.6 15.6 96.4 0.951
6-7-6-1 920 20.7 15.6 97.3 0.951

6-21-21-1 800 20.9 15.6 99.8 0.950
6-5-4-3-1 600 20.7 15.8 94.6 0.951

6-12-24-48-1 875 20.7 15.8 98.4 0.951
6-33-22-11-1 350 20.7 15.8 102.7 0.951

6-5-4-3-2-1 825 20.1 15.0 99.1 0.953
6-11-9-7-5-1 1755 20.3 15.5 95.5 0.952

TABLE 6.11: Best performing ANN versus the best performing kernel ma-
chine.

Regression Technique RMSE MAE MAX Cor
Kernel Machine 18.6 13.9 94.0 0.960
Neural Network 20.1 15.0 99.1 0.953

This could be because neural networks are initialised with random weights.

• In all cases, an explicit split has to be made between train and test sets to
determine when to stop training.

• All experiments have been performed within acceptable times; i.e. less
than 10 minutes for all experiments.

After the line-search to a 3-layer neural network, an exploratory search has been
done to find a better neural network architecture. Table 6.10 shows the result
of different multilayer architectures. It can be noted that neural networks can
deliver a wind-power prediction system.

Table 6.11 shows the comparative performance of the best kernel machine
and the best artificial neural network (as shown in bold in tables 6.8 and 6.10).
However, in not one single case, the neural network has been able to achieve the
same quality of predictive model as the kernel machine. Besides this, the amount
of human effort and expertise that has to be spent to obtain consistent qualitative
models is much higher than that required for the kernel machine.





“All truths are easy to understand once they are discovered; the point is to discover
them.”

Galileo Galilei (1564–1642)

7
Conclusions

Kernel machines provide the current state-of-the-art methods to obtain predictive
models on the basis of measurements. In this work they are used to obtain
a model describing electricity demands, and also to obtain a model describing
wind-power production.

To this end, I have introduced a concept from functional data analysis to
kernel machines to promote smoothness in output space in three steps. First,
I have established derivatives of kernel machines by introducing derivative ker-
nels. Second, I have introduced kernel roughness penalties to promote smooth-
ness in output space. Third, I have developed the smooth relevance vector ma-
chine (SRVM) which successfully combines kernel roughness penalties with au-
tomatic relevance determination by using a novel Bayesian prior. Experiments in
section 3.3 elicited that smoothness in output space increases the quality of fit,
which holds even more for higher derivative orders. The quality of the approxi-
mation to the underlying function is empirically better.

I designed and developed the kernel-machine library, which enables flexi-
ble and efficient cross-platform development of kernel machines. It is open for
further extensions, but it can be said now already that it implements several
state-of-the-art algorithms. An experiment has been reproduced to affirm that
the fast relevance vector machine is magnitudes faster than the classic algorithm
for the relevance vector machine. Another experiment showed that the on-line
algorithm for the support-vector machine is not faster than batch algorithms,
especially in case of many support vectors.

The flexibility of kernel machines allows design of input-space representa-
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tions specific to the knowledge domain of electricity-demand modelling. In
contrast to the in this domain commonly used 24-hour day-type representa-
tions, I propose that a day type should last 48 hours. A novel representation
is introduced to represent day types so as to ensure smooth day-to-day curve-
connections in terms of electricity loads. A twilight indicator is introduced to
keep the system aware of lights being switched on or off. Experiments showed
that the quality of the electricity-demand model has improved significantly by
using these specially designed input variables.

The use of several kernel machines to increase orthogonality of the electricity
demand model has shown to perform well, and what perhaps is even more im-
portant, using multiple components increases the transparency of the electricity-
demand model. As a result, electricity demands can be predicted with a high
degree of accuracy and transparency. Detailed patterns produced by the com-
ponents of the electricity demand model lead to explicit knowledge about the
behavioural aspects of electricity demands. A variety of circumstances hidden in
the data appears to be correctly mined, e.g. long-term growth, Sinterklaas, and a
cloudburst. For an end user, explicit explanations by the model are very valuable
information. These explanations can also be used to improve the electricity de-
mand model by adding more specific event knowledge. The electricity demand
model can back-cast historic electricity demand patterns for other hypothetical
weather scenarios.

I have successfully combined discretised wind-speed predictions obtained from
several weather stations to form an accurate high-resolution curve for wind
power. A large improvement is obtained by using more than one weather sta-
tion. The added wind direction successfully discriminates against wind from
different directions, as it lowers the error made by the wind-power production
model. Although the model performs well, the quality of the numerical wind
forecasts remains to have a large influence on the quality of the wind-power pre-
dictions. The excellent non-linear approximation capabilities of kernel machines
provide good mechanisms to create a short-term wind-power forecasting system.
Such a system can also be created with an artificial neural network. However, a
great deal of time is then consumed by the training process alone, which makes
the design of such a system much less focused on the real results.

Decrease in model prediction errors, if used in Nuon’s practice, could result
in a reduction of its imbalance, and explicitness of the knowledge would ensure
durability of this reduction.

Summarising, based on the research reported in this thesis, I have concluded
the following.

• The introduction of derivative kernels, roughness penalties, and a novel
Bayesian prior successfully combines sparseness and smoothness. Experi-
ments showed that it can improve model quality.

• The kernel-machine library provides a flexible and efficient base for imple-
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menting kernel machines. It is open-source, and has a growing user base.

• The predictive error of the electricity-demand model has been reduced by
introduction of domain-specific representations. A 48-hour day-type rep-
resentation is better than a 24-hour day-type representation. A twilight
indicator successfully emphasises switching on and off of lights.

• My electricity-demand model shows competitive performance compared
with a number of commercial offerings.

• Kernel machines successfully combine weather data from several sources to
deliver an accurate wind-power production forecast. When compared with
neural networks, kernel machines are easier to use, and result in stable,
more accurate solutions.

7.1 Future Work

Future research should include possibilities for other kernel methods to utilise
derivative kernels or roughness penalties. An interesting open theoretical issue
is the maximum derivative order on which a signal may be expected, given a
data set.

Electricity-demand models could be improved by using more region-specific
data and a setup for enhanced handling of the measuring-correction factor. Also,
using more weather components such as a precipitation component could struc-
turally reduce the error. Future work in the area of wind-power prediction should
include involvement of more weather stations and even more weather related
variables such as air pressure, humidity, and wind direction at each weather sta-
tion. Higher moments such as variance in the numeric weather forecasts should
be taken into account. A probabilistic type of kernel machine could give the
advantage of estimated confidence intervals of the forecasted wind-power pro-
duction.
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Summary

Ph.D. thesis “Electricity Load Modelling using Computation Intelligence”, by
Rutger W. ter Borg.

Chapter 1 introduces my research. As a consequence of the liberalisation of the
Dutch electricity market, program responsibility partners may have to pay con-
siderable sums for the settlement of their imbalances. These costs are based on
the difference between the estimated and two weeks later allocated electricity
offtake. The larger the difference between these two, the higher the imbalance
settlement costs, payable to the Dutch transmission system operator Tennet. The
objective of this investigation is to develop an accurate model for electricity de-
mands as well as a short-term wind-power-production forecasting system.

Chapter 2 reviews related work from the fields of electricity-demand mod-
elling and short-term wind-power production forecasting. Structures of the most
commonly used models are discussed, which in the case of the electricity demand
models are causal models, time-series models, and mixed models. Wind-power
production models can be classified to be either physical or statistical. Quality
criteria to assess the models are also presented.

Chapter 3 treats a novel method in the area of Bayesian kernel machines. I
consider the possibility of obtaining a kernel machine that is sparse in feature
space and smooth in output space. Smooth in output space implies that the un-
derlying function is assumed to have continuous derivatives up to some order.
Smoothness is achieved by applying a roughness penalty, a concept from the
area of functional data analysis. Sparseness is taken care of by automatic rele-
vance determination. Both are combined in a Bayesian model, which has been
implemented and tested. Test results are presented in this chapter.

Chapter 4 devises models based on kernel machines, one to describe elec-
tricity demands, and one to describe wind-power production. Several domain-
specific representations have been designed which make use of the flexibility of
the kernel machine. The kernels used by kernel machines have a clear interpre-
tation as a distance measure. After a thorough data analysis, I propose represen-
tations of input variables that are compatible with the Gaussian kernel specific to
electricity demand patterns. I used a multi-component setup of kernel machines
to increase the orthogonality between several input variables. The model for
short-term wind-power production uses numerical wind speeds and direction as
its only inputs. The coarse resolution of one meter per second of the wind speeds



is refined by combining the weather data from several meteorological stations.
Additionally, the wind direction is mapped on a circle so it is more compatible
with a Gaussian kernel.

Chapter 5 gives an overview of the Kernel-Machine Library, a C++ library I
wrote to facilitate the development and embedding of kernel machines, both for
academic use and for developing real-world applications. After motivating the
purpose of this library between other similar software packages, I set a number
of requirements, which have been kept in consideration during the design of
the library. Its implementation draws heavily upon features of modern C++
such as template meta-programming to achieve high performance while at the
same time offering a comfortable interface. It enables compile-time selection of
specialised algorithms, which makes it very efficient. Cross-platform compiling
and correctness testing has also been performed.

Chapter 6 practises electricity load modelling with the devised techniques.
For the electricity demand model, the multi component structure as presented in
chapter 4 is extended in an experimental way. The proposed representations for
day types and twilight are tested for their embeddability. The multi-component
structure is filled with calendar, trend, temperature, radiation, and wind com-
ponents. These components enable the electricity demands to be unravelled;
several new explicit facts are discovered by using this system. This new explicit
knowledge, such as the exact causal relations, is very useful in practice. The
created system produces accurate and detailed predictions of the electricity de-
mands. For the short-term wind-power production system, a number of weather
stations is added incrementally to be able to select the input space composition.

Chapter 7 concludes on the presented methods, models, tools, and their ex-
perimental results when used for electricity load modelling.



Samenvatting

Proefschrift “Het modelleren van elektriciteitsbelasting met behulp van com-
putational intelligence”, door Rutger W. ter Borg.

In hoofdstuk 1 wordt een introductie op mijn onderzoek gegeven. Door de libe-
ralisering van de Nederlandse elektriciteitsmarkt kunnen de daarop opererende
programmaverantwoordelijken (PV’ers) veel geld kwijt zijn aan de afwikkeling
van hun onbalans. Deze kosten zijn gebaseerd op het verschil tussen het een dag
vantevoren ingediende E-programma, waarin de PV’er opgeeft in welke mate hij
het elektriciteitsnet verwacht te belasten, en de twee weken later aan hem ge-
allocceerde belasting. Hoe groter het verschil tussen E-programma en door de
netbeheerders toegewezen allocatie, des te hoger de onbalansbetalingen aan de
landelijke netwerkbeheerder Tennet kunnen uitvallen. Het doel van dit onder-
zoek is om nauwkeurig voorspellende modellen te ontwikkelen voor zowel het
verbruik van elektriciteit als voor korte-termijn voorspellingen van windenergie-
productie.

In hoofdstuk 2 wordt de huidige aanpak besproken vanuit de onderzoeksge-
bieden van het modelleren van het verbruik van elektriciteit en het korte-termijn
voorspellen van windenergie-productie. De opzet van de meest gebruikte mo-
dellen wordt besproken, in geval van modellen voor het verbruik van elektri-
citeit zijn dit causale modellen, tijdreeksmodellen en gecombineerde modellen.
Wind energie modellen worden geklassificeerd als een fysiek model of als een
statistisch model. Kwaliteitscriteria om de modellen te beoordelen worden ook
gepresenteerd.

In hoofdstuk 3 wordt een nieuwe methode op het gebied van Bayesiaanse
kernel-machines behandeld. Voorts wordt de mogelijkheid besproken om een
kernel-machine te verkrijgen die glad is in de uitkomstruimte en leeg in de ken-
merkruimte. Glad in de uitkomstruimte houdt in dat verondersteld wordt dat
de onderliggende functie continue afgeleiden moet hebben tot op een bepaalde
orde. Gladheid wordt verkregen door het toepassen van een straf op de ruwheid,
een concept uit het gebied van de functionele data-analyse. Leegheid wordt ver-
kregen door het gebruik van een automatische relevantie-determinant. Beide
concepten worden gecombineerd in een Bayesiaans model, dat is geïmplemen-
teerd en getest. Resultaten hiervan worden in dit hoofdstuk gepresenteerd.

In hoofdstuk 4 worden modellen ontworpen op basis van kernel-machines,
één om de vraag naar elektriciteit te beschrijven, en één om de windenergie-



productie te beschrijven. Een aantal domeinspecifieke representaties zijn ont-
worpen die gebruik maken van de flexibiliteit van kernel-machines. De kernels
die gebruikt worden door kernel-machines hebben een duidelijke interpretatie
als afstandsmaat. Na een grondige data-analyse, worden representaties voor-
gesteld die goed aansluiten bij een Gaussianse kernel en specifiek zijn voor het
verbruik van elektriciteit. Een multicomponenten-structuur van kernel-machines
wordt geïntroduceerd om de orthogonaliteit van de invoervariabelen te vergro-
ten. Het model voor korte-termijn windenergie-voorspellingen gebruikt enkel
numerieke windsnelheden en de windrichting als invoer. De te grove metingen
van windsnelheden in meters per seconde worden verfijnd door het combineren
van weerdata van enkele weerstations. Hiernaast wordt de windrichting gepro-
jecteerd op een cirkel waardoor deze beter aansluit bij een Gaussiaanse kernel.

In hoofdstuk 5 wordt een overzicht gegeven van de Kernel-Machine Library,
een C++ bibliotheek die geschreven is voor het faciliteren en ontwikkelen van
kernel-machines, zowel voor academisch gebruik als voor de ontwikkeling van
applicaties die in de praktijk gebruikt kunnen worden. Na toegelicht te hebben
welke doelgroep deze bibiliotheek wil bereiken in vergelijking met gelijksoor-
tige software, wordt een aantal eisen gesteld dat tegen het licht gehouden is
tijdens het ontwerp van de bibliotheek. De implementatie maakt gebruik van
eigenschappen van modern C++, zoals template-metaprogrammeren, om goe-
de prestaties te kunnen behalen en tegelijkertijd een comfortabele interface te
kunnen bieden. Het maakt de keuze tussen gespecialiseerde algoritmen tijdens
het compileren van een programma, wat het erg efficient maakt. Het compileren
op verscheidene platformen en het testen op juistheid is ook uitgevoerd.

In hoofdstuk 6 wordt de praktijk van het modelleren van elektriciteitsbelas-
ting toegelicht. In geval van het model voor het verbruik van elektriciteit wordt
de componentenstructuur zoals geïntroduceerd in hoofdstuk 4 geëxpandeerd op
een experimentele wijze. De voorgestelde representaties voor dagtypen en sche-
mering worden getest op hun toepasselijkheid. De structuur van componenten
wordt opgebouwd met een kalender-, trend-, temperatuur-, straling-, en wind-
component. Deze componenten maken het mogelijk de elektriciteitsverbruiken
te ontrafelen. Verscheidene nieuwe feiten worden ontdekt met behulp van dit
systeem. Het gecreëerde systeem produceert nauwkeurige en gedetailleerde pre-
dicties van het verbruik van elektriciteit. Voor het korte-termijn voorspellings-
systeem van windenergie-productie wordt incrementeel een aantal weerstations
toegevoegd om een zo optimaal mogelijke selectie van de samenstelling van de
invoerruimte te kunnen maken.

In hoofdstuk 7 wordt geconcludeerd over de geïntroduceerde methoden, mo-
dellen en gereedschappen, en hun experimentele resultaten in het gebruik bij het
voorspellen van elektriciteitsbelasting.
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