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On interference:
"Like people, when waves meet they can tend to either enhance or diminish each other."

Stephen Hawking, The Grand Design





Contents

Preface 11

Abstract ii

Samenvatting v

Nomenclature ix

1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2.1 Magma reservoir vs magma mush paradigm . . . . . . . . . . . . . . . 2
1.2.2 Understanding volcanic hazards and climate . . . . . . . . . . . . . . 3
1.2.3 Harvesting geothermal potential . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Remote sensing for MPS imaging . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3.1 Volcano seismology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3.2 Volcano Geodesy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.4 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.6 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2 Methods and data 17
2.1 Gauss-Markov model formulation . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 The observations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.2.1 Interferometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Seismic wave velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.3 Radar deformation rates . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.3 The unknowns and functional model: MPS Geometry Estimation . . . . . . 25
2.3.1 MPS unknowns: geometry, size and location . . . . . . . . . . . . . . . 25
2.3.2 Functional Model for Ambient Noise Tomography (ANT) . . . . . . . 26
2.3.3 Functional Model for MPS geometry from InSAR . . . . . . . . . . . . 26

2.4 Areas of interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.1 Eyjafjallajökull volcano . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.4.2 Torfajökull volcano . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.3 Reykjanes Peninsula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5 Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5.1 Seismic data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.5.2 Radar data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

7



8 Contents

3 Imaging Torfajökull volcano with ANSI tomography 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 Retrieval of Surface Waves from Ambient Noise . . . . . . . . . . . . . . . . . 39

3.2.1 Pre-Processing of the Ambient Noise . . . . . . . . . . . . . . . . . . . 39
3.2.2 Frequency Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.3 Crosscorrelation and Temporal Stacking . . . . . . . . . . . . . . . . . 42
3.2.4 Direction and Slowness of the Microseism Noise . . . . . . . . . . . . 43

3.3 Velocity Variations at Depth from Surface Waves . . . . . . . . . . . . . . . . . 47
3.3.1 Average Dispersion Curve . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.3.2 Path Dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.3.3 Source Phase Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.3.4 Azimuthal Velocity Variations . . . . . . . . . . . . . . . . . . . . . . . . 52

3.4 Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.4.1 Tikhonov Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.4.2 Checkerboard Tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.1 Surface-wave Tomography . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.2 3D S-wave Velocity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.6.1 Quality Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

4 3D S-wave velocity imaging of Reykjanes Peninsula with ANT 63
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.2 Data and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.2.1 BSW From Cross-correlations . . . . . . . . . . . . . . . . . . . . . . . . 66
4.2.2 Surface-wave Phase Velocity Picking . . . . . . . . . . . . . . . . . . . . 69
4.2.3 Tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.2.4 Checkerboard Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2.5 Depth Velocity Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.4.1 Resolution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.4.2 Insights on the Geothermal Fields . . . . . . . . . . . . . . . . . . . . . 76
4.4.3 Future Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

5 The Eyjafjallajökull 2010 eruption: InSAR, GNSS and seismic constraints 87
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.1.1 The 20 years of Unrest . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.1.2 The 2010 Eruption . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

5.2 Data and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.1 SAR data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.2 Interferograms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.2.3 InSAR Time Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2.4 Consistency check with GNSS . . . . . . . . . . . . . . . . . . . . . . . 98



Contents 9

5.3 Eruptive Deformation Cycle: InSAR and GNSS results . . . . . . . . . . . . . 106
5.3.1 Pre-Eruptive Inflation Phases . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3.2 Co-Eruptive Deformation Pause and Post-eruptive Subsidence . . . . 107

5.4 Modelling Magma Sources: Co- and Post-Eruptive Results . . . . . . . . . . . 110
5.4.1 Geomechanical Forward Model with Seismicity Constraints . . . . . 110
5.4.2 Inverse Modelling: Post-eruptive phase . . . . . . . . . . . . . . . . . . 111

5.5 Discussion and conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6 MPS of Torfajökull volcano with Geodetic and Seismic Imaging 117
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2 Data and Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3 Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.3.1 Seismic Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.3.2 Geodetic Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.4.1 InSAR Time Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.4.2 Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

6.5 Conceptual Model of Torfajökull Magmatic System . . . . . . . . . . . . . . . 125
6.6 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129

7 Summary And Conclusions 133
7.1 Scientific contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

7.1.1 Seismic imaging: 3D Volcano Subsurface Tomography with Ambi-
ent Noise Seismic Interferometry . . . . . . . . . . . . . . . . . . . . . 133

7.1.2 Geodetic Imaging with constraints: MPS’s geometry from deforma-
tion modelling and seismics . . . . . . . . . . . . . . . . . . . . . . . . 136

7.1.3 Icelandic MPS: Modelling and interpretation . . . . . . . . . . . . . . . 138
7.2 Recommendations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.3 Main Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

7.3.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 143
7.3.2 List of Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Bibliography 147

A Supplementary material for chapter 5 175
A.1 GPS time-series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.2 Single primary image processing TerraSAR-X over Eyjafjallajökull . . . . . . 180

Acknowledgements 181

About the author 187





Preface

This thesis was carried out within the Department of Geoscience and Remote Sensing,
Delft University of Technology, between 2010 and 2014, and completed during my
subsequent position at TNO – Geological Survey of the Netherlands. The work was
carried out in the context of international collaborations on volcanic hazard monitoring
and geophysical imaging. During this period, I also conducted two months of research
at the University of Leeds, one week at the University of Cambridge, and four weeks
of fieldwork in Iceland, which provided valuable experience and contributed to the
development of this work.

The research was funded by the Portuguese Foundation for Science and Technology
(FCT, grant DFRH-SFRH/BD/61663/2009) and was conducted within the framework of
the FUTUREVOLC (EU FP7 project 308377) and IMAGE (EU FP7 project 608553) projects.
The seismic data for Torfajökull were provided by Cambridge University and archived
at the IRIS data centre, while the Reykjanes seismic data were made available through
IMAGE. ESA kindly provided ERS and ENVISAT data, and DLR supplied TerraSAR-X
data under FUTUREVOLC. Earthquake and GNSS data used in the maps of Iceland
were sourced from the SIL seismic catalogue and made available through the Icelandic
Meteorological Office, the University of Iceland, and ISOR.
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Abstract

Understanding the properties of magmatic plumbing systems beneath active volcanoes
is crucial to better characterise volcanic processes at both local and global scales.
Locally, this helps identify crustal reservoirs, determine magma supply rates, and map
migration processes throughout the eruptive cycle – information that directly informs
our scientific understanding of volcanic processes, improves volcanic-hazard mapping,
and supports the development and management of geothermal resources. Globally,
such insights improve our understanding of how these systems interact within the solid
Earth, oceans, and atmosphere.

Despite its importance, directly measuring the Earth’s subsurface remains a chal-
lenge. Deformation measurements from Interferometric Synthetic Aperture Radar
(InSAR) and subsequent geophysical modelling offer potential solutions, but have
limitations related to resolution and uncertainties in estimating the geometry, depth,
and volume change of magma sources. In addition, estimates of elastic and rheological
properties are often lacking and rely on unverified assumptions.

To overcome these challenges, this study introduces an interdisciplinary approach,
leveraging the integrated strengths of seismic and geodetic space-time metrics and using
Icelandic volcanoes as case studies. The objectives of this study are as follows: (i) derive
phase velocities from seismic ambient noise using seismic interferometry to enhance
3D shear-wave tomography of volcanic structures; (ii) estimate InSAR-derived time
series to model surface deformation and provide estimates for the geometry, depth, and
volume changes of magmatic plumbing systems, incorporating seismic or other geodetic
constraints whenever possible; and (iii) assess the effectiveness of the above-mentioned
methods using real and simulated data active volcanoes for which the techniques are
individually or mutually applied.

For the first objective (i), I used ambient seismic noise seismic interferometry,
to estimate empirical Green functions between seismic station pairs, enabling the
derivation of phase velocities. I estimated the phase velocities using a novel two-step
approach: an initial frequency-domain estimation followed by a refinement in the time
domain, yielding reliable phase velocity picks. To ensure a good distribution across
azimuthal quadrants, I applied a beamforming analysis, which reinforced the ambient
noise quality in terms of azimuthal coverage. To deal with ill-posedness problems, I
developed a tomographic inversion procedure using Tikhonov regularisation and cross-
validation procedures, with sensitivity tests conducted to evaluate inversion robustness.
Finally, using the surface-wave dispersion curves estimated through the tomographic
inversion, I used a Monte Carlo-based neighbourhood algorithm to derive the depth-
dependent S-wave velocity models.

On the geodetic side, for objective (ii), I estimate the time series from InSAR using
StaMPS. After estimating the deformation rate from the derived time series, I apply
inverse or forward modelling depending on the research problem inherent to each
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volcano. For inverse modelling, I use the Gauss-Markov formulation to define optimal
functional and stochastic models for surface deformation and Bayesian statistical meth-
ods to estimate posterior parameter probabilities. I incorporate geodetic data, such as
GNSS in two ways, first to identify possible mismatches between InSAR and GNSS at the
locations of the GNSS stations and then constrain the estimation of MPS size, geometry
and depth during inversion.

Finally, for objective (iii), the effectiveness of the two-technique approach resulted in
enhanced information on the three active volcanoes using both real and simulated data.
As real data, I applied InSAR over three satellite missions; ERS and ENVISAT over the
Torfajökull volcano and TerraSAR-X over the Eyjafjallajökull 2010 eruption. For seismic
data, I used an historical network of 22 seismometers deployed in the summer of 2005,
operating (approximately 3 months) over and around the Torfajökull caldera. For the
Reykjanes Peninsula, I used 30 seismometers that operated from March 2014 to August
2015 (approximately 1,5 years). I used simulated data, or checkerboard sensitivity tests
throughout the seismic tomography processing, to understand if the chosen resolutions
could solve the geometric details.

The effectiveness of seismic and geodetic spacetime metrics produced the following
key results in each volcano.

At Torfajökull volcano, the final 3D shear-wave velocity model shows low velocity
variations between −10% and −15% located in the eastern and south-western investiga-
tion areas, outside the volcano caldera. Beneath the volcano caldera and at shallower
depths (up to ∼3 km depth), velocity variations down to ∼−10% in small areas may
also indicate hot material. Possibly the presence of small pockets of magma that may
be the origin of the high-temperature geothermal field at the surface. From 3.5 km
to higher depths, low-velocity anomalies reaching between −10 and −15% variations
extend spatially in a NW-SE fashion within the volcano caldera. The anomalies below
−10% variation from the average velocities may indicate the existence of warm material,
possible molten or partial molten cavities, and channels for all depths explored. High-
velocity anomalies correlate with a ring-like structure following the shape and location
of the caldera outline, while the strong high-velocity anomalies following the north and
northeast quadrants correlate well with lavas erupted at the surface. The model ranges
between 1.5 km to 6 km depth and has horizontal and vertical resolutions of 4 km and
500 m, respectively. The deformation modelling indicates tectonic extension, aligned
with the residual displacement patterns after the fit of a spheroidal magma source at
∼5 km depth, sized 4.5 x 5 km oriented NE-SW. The estimation of the source depth from
InSAR coincides nicely with the low-velocity anomalies of the derived 3D S-wave velocity
model.

Including GNSS data in Eyjafjallajökull led to a refined source model for the post-
eruptive deformation of the Eyjafjallajökull 2010 eruption. GNSS-constrained geodetic
inversions are inconsistent with a two-dimensional sill beneath the summit; instead
they favour a three-dimensional ellipsoidal source (long axis is 2.7–4.2 km, short axis
is 0.55–0.74 km and strike of the long axis is 60–73◦), at 6.4–7.2 km depth and equivalent
to a volume reduction of ∼0.02–0.026 km3. Forward models employing the previously
suggested stack-of-sills do not reproduce the InSAR surface displacements, implying
that seismic relocations that trace apparent sill stacks likely mark brittle failure and tran-
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sient fluid pathways in a heterogeneous system. Together with petrological evidence,
these geodetic results support a mush-dominated magma reservoir at Eyjafjallajökull,
reinforcing a broader shift in volcanology from simple sill/chamber models toward
dynamic, crystal-rich networks.

In the western Reykjanes Peninsula, tomography highlighted significant and well-
constrained low-velocity seismic zones with the strongest (below −15%) beneath the
Svartsengi and Eldvörp geothermal fields. The low-velocity anomaly at Svartsengi
coincides with the uplift source associated with the 2024 Grindavík eruption series.
Similar anomalies are present beneath the Geldingadalur, Fagradalsfjall, and Litli-
Hrutur eruption sites, although interpretations at these edges of the model must be
treated with caution because checkerboard tests indicate reduced resolution there.
Taken together, the spatial coincidence between low-velocity zones and eruptive sites
suggests that these anomalies mark magma regions associated with the 2024 activity, but
higher-resolution imaging and additional independent datasets are required to confirm
a direct causal link.



Samenvatting

Om actieve vulkanen te kunnen begrijpen is het nodig om de aan- en afvoerkanalen van
magma beter te karakteriseren, zowel op lokale als mondiale schaal. Lokaal helpt dit bij
het identificeren van magmatische reservoirs, het bepalen van magmatoevoersnelheden
en het in kaart brengen van magma-migratieprocessen gedurende de eruptieve cyclus
– informatie die direct bijdraagt aan ons wetenschappelijk begrip van vulkanische
processen, de verbetering van vulkanische risicokaarten en de ontwikkeling en het
beheer van geothermische hulpbronnen. Op mondiaal niveau verbeteren dergelijke
inzichten ons begrip van hoe deze systemen interageren binnen de vaste aarde, de
oceanen en de atmosfeer.

Desalniettemin blijft het een uitdaging om de ondergrond van de aarde direct waar
te nemen. Deformatiemetingen met Interferometrische Synthetisc Apertuur Radar
(InSAR) en daaropvolgende geofysische modellering bieden mogelijke oplossingen,
maar hebben beperkingen in hun resolutie en onzekerheden bij het schatten van de
geometrie, diepte en volumeverandering van magmabronnen. Daarnaast ontbreken
vaak schattingen van elastische en reologische eigenschappen en zijn ze gebaseerd op
niet-geverifieerde aannames.

De onderliggende studie beoogt deze uitdagingen te overwinnen, middels een
interdisciplinaire benadering die de sterke punten van seismische en geodetische me-
thodes combineert, met IJslandse vulkanen als casestudies. De eerste doelstelling
hierbij is het afleiden van fase-snelheden uit seismische omgevingsruis met behulp van
seismische interferometrie om de 3D shear-wave tomografie van vulkanische structuren
te verbeteren. De tweede doelstelling is het schatten van tijdreeksen uit InSAR om
oppervlaktevervorming te modelleren en schattingen te geven van de geometrie, diepte
en volumeveranderingen van magmatische systemen, waarbij indien mogelijk seismi-
sche of andere geodetische beperkingen worden meegenomen. De derde en laatste
doelstelling is het beoordelen van de effectiviteit van de bovengenoemde methoden met
behulp van echte en gesimuleerde gegevens van actieve vulkanen, waarop de technieken
afzonderlijk of in combinatie worden toegepast.

Voor de eerste doelstelling wordt seismische interferometrie met omgevingsseis-
mische ruis gebruikt om empirische Greensfuncties tussen seismische stationparen te
schatten, wat de afleiding van fase-snelheden mogelijk maakt. De fase-snelheden wordt
geschat met een nieuwe tweestapsbenadering: een initiële frequentiedomeinschatting
gevolgd door een verfijning in het tijdsdomein, wat resulteert in betrouwbare fase-
snelheidspunten. Om een goede spreiding over de richtingen te waarborgen, wordt
een beamforming-analyse toegepast, die de kwaliteit van de omgevingsruis versterkt in
termen van azimutale dekking. Om de slecht-gestelde problemen aan te pakken is een
tomografische inversie met behulp van Tikhonov-regularisatie en kruisvalidatieproce-
dures ontwikkeld, waarbij gevoeligheidstesten worden uitgevoerd om de robuustheid
van de inversie te evalueren. Ten slotte worden de oppervlakte-golf dispersiecurves,
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geschat via de tomografische inversie, gebruikt om met een op Monte Carlo gebaseerde
naburigheidsalgoritme de diepte-afhankelijke S-golf snelheidsmodellen af te leiden.

Voor de tweede, geodetische, doelstelling worden tijdreeksen van InSAR geschat.
Nadat de deformatiesnelheid uit de afgeleide tijdreeksen is bepaald, wordt een inverse of
voorwaartse modellering toegepast, afhankelijk van het specifieke onderzoeksprobleem
van een vulkaan. Voor de inverse modellering wordt een Gauss-Markov-formulering
gebruikt om optimale functie- en stochastische modellen voor oppervlaktevervorming
te definiëren, en Bayesiaanse statistische methoden om de posteriori kansdichtheden
van de parameters te schatten. De geodetische gegevens, zoals GNSS, worden op twee
manieren geïntegreerd. Ten eerste om mogelijke discrepanties tussen InSAR en GNSS
te identificeren op de locaties van de GNSS-stations, en ten tweede om de schatting van
de grootte, geometrie en diepte van de magmatische systemen te begrenzen tijdens de
inversie.

Tot slot (de derde doelstelling) resulteert de benadering met zowel de seismische
als de geodetische techniek gecombineerd in verbeterde informatie over drie speci-
fieke actieve vulkanen, waarbij zowel meet- als gesimuleerde waarnemingen worden
gebruikt. InSAR is toegepast op drie satellietmissies: ERS en ENVISAT met betrekking tot
de Torfajökull-vulkaan en TerraSAR-X met betrekking tot de Eyjafjallajökull-uitbarsting
van 2010. Seismische gegevens van een historisch netwerk met seismometers worden
gebruikt. Deze waren in de zomer van 2005 gedurende ongeveer drie maanden actief
in en rond de Torfajökull-caldera. Voor het Reykjanes-schiereiland wordt een netwerk
van seismometers gebruikt dat actief was van maart 2014 tot augustus 2015. Daarnaast
worden gegevens gesimuleerd, via checkerboard-gevoeligheidstesten. Hiermee kan
tijdens de verwerking van de seismische tomografie worden beoordeeld of de gekozen
resoluties de geometrische details voldoende kunnen oplossen.

Bij de Torfajökull-vulkaan toont het uiteindelijke 3D shear-wave snelheidsmodel
lage snelheidsvariaties tussen −10% en −15% in de oostelijke en zuidwestelijke onder-
zoeksgebieden, buiten de caldera van de vulkaan. Onder de caldera en op ondiepere
dieptes (tot ongeveer 3 km diepte) kunnen snelheidsvariaties tot ongeveer −10% in
kleine gebieden mogelijk wijzen op heet materiaal, mogelijk de aanwezigheid van
kleine magmareservoirs die instrumenteeel kunnen zijn voor het hogetemperatuur-
geothermische veld aan het oppervlak.

Vanaf 3.5 km tot grotere dieptes strekken lage-snelheidsanomalieën met variaties
tussen −10 en −15% zich ruimtelijk uit in NW-ZO-richting binnen de caldera van de
vulkaan. De anomalieën met variaties onder −10% van de gemiddelde snelheden kun-
nen wijzen op de aanwezigheid van warm materiaal, mogelijk gesmolten of gedeeltelijk
gesmolten holtes en kanalen op alle onderzochte dieptes.

De hoge-snelheidsanomalieën correleren met een ringachtige structuur die de vorm
en locatie van de calderaomtrek volgt. De sterke hoge-snelheidsanomalieën in de noor-
delijke en noordoostelijke kwadranten correleren goed met lava die aan het oppervlak is
uitgevloeid.

Het model bestrijkt dieptes van 1.5 km to (numerical range) 6 km, heeft een horizon-
tale resolutie van 4 km en een verticale resolutie van 500 m. De vervormingsmodellering
wijst op tektonische extensie, corresponderend met de resterende verplaatsingspatro-
nen na het fitten van een bolvormige magmabron op een diepte van ongeveer 5 km,
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met een afmeting van 4.5×5 km en georiënteerd in NO-ZW-richting. In een kwalitatieve
beoordeling komt de schatting van de brondiepte uit InSAR goed overeen met de lage-
snelheidsanomalieën in het afgeleide 3D S-golf-snelheidsmodel.

Het opnemen van GNSS-gegevens in Eyjafjallajökull leidde tot een verfijnd defor-
matiemodel voor de post-eruptieve periode van de uitbarsting van Eyjafjallajökull in
2010, dat eerdere interpretaties ter discussie stelt. Geodetische inversies waarin GNSS-
randvoorwaarden zijn opgenomen, zijn niet consistent met een tweedimensionale sill
onder de top; in plaats daarvan geven ze de voorkeur aan een driedimensionale,
ellipsoïde bron (lange as 2.7–4.2 km, korte as 0.55–0.74 km, azimutrichting van 60-
–73◦) op 6.4–7.2 km diepte (volumeverandering van ongeveer 0.02–0.026 km3). Voor-
waartse modellen gebaseerd op de eerder voorgestelde stapeling van sills reproduceren
de InSAR-oppervlakteverplaatsingen niet, wat impliceert dat seismische relocaties die
ogenschijnlijke stapelingen van sills volgen waarschijnlijk zones van bros falen en
transiënte vloeistofpaden markeren binnen een heterogeen systeem. In combinatie met
petrologisch bewijs ondersteunen deze geodetische resultaten een mush-gedomineerd
magmareservoir onder Eyjafjallajökull, en versterken ze een bredere verschuiving in
de vulkanologie van eenvoudige sill-/kamermodellen naar dynamische, kristalrijke
netwerken.

Op het westelijke Reykjanes-schiereiland toont tomografie significante en goed afge-
bakende lage-snelheidszones, waarbij de sterkste anomalieën (onder −15%) liggen on-
der de geothermische velden van Svartsengi en Eldvörp. De lage-snelheidsanomalie bij
Svartsengi valt samen met de bodemstijging die geassocieerd wordt met de Grindavík-
uitbarstingsreeks van 2024. Vergelijkbare anomalieën worden aangetroffen onder de
uitbarstingslocaties van Geldingadalur, Fagradalsfjall en Litli-Hrútur, hoewel interpreta-
ties voor deze randzones met voorzichtigheid moeten worden benaderd, omdat chec-
kerboard-tests daar een verminderde resolutie aantonen. Alles bij elkaar genomen
suggereert de ruimtelijke samenloop tussen lage-snelheidszones en eruptieplaatsen dat
deze anomalieën magma-rijke zones markeren die verband houden met de activiteit
sinds 2024, maar hogere-resolutiebeelden en aanvullende, onafhankelijke datasets zijn
nodig om een direct oorzakelijk verband te bevestigen.
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1
Introduction

1.1. Motivation
The characterisation of magmatic plumbing systems is important to understand local
and global volcanism, but we lack direct observations. In this thesis, I investigate the use
of satellite radar interferometry and seismic interferometry to enhance our knowledge
of the location, size, and geometry of magmatic plumbing systems.

1.2. Background
Volcanic eruptions are the most direct manifestation of mantle processes on the Earth’s
surface, showcasing the dynamic interplay within the Earth’s interior (Richards et al.
1989; Davaille 1999). While extruded volcanic rocks may say much about composition
and conditions under which the rocks have formed, less is known about the pathways
and reservoirs along which these rocks (magma) have travelled or rested before eruption
(Spera 2000; Marsh 2006; Cashman and Sparks 2013). These interconnected systems of
pathways and reservoirs are recently known as volcanic and igneous plumping systems
(VIPS) (Burchardt et al. 2022) or simply magmatic plumbing systems (MPS) (Sigurdsson
et al. 1999). Understanding these systems is crucial for unravelling the complexities of
volcanic processes.

Improving our understanding of MPS serves three key purposes. First, it enhances
our scientific comprehension of how magma is transported through the Earth’s crust,
where and how it is stored, in which volumes, and what triggers an eruption. This
knowledge is fundamental to advance our understanding of volcanic phenomena and
to improve our ability to forecast and mitigate volcanic hazards. Second, it will help
minimise the impact of volcanic hazards, e.g., by predicting more accurately the type
of volcanic eruption, its impact and its location. Third, a better understanding of MPS
can be leveraged to maximise the utilisation of geothermal energy in volcanic areas (or
high-enthalpy geothermal systems). By accurately mapping magma reservoirs, we can
strategically identify suitable locations to harness geothermal power while avoiding the
risks associated with drilling into active magma reservoirs.

The key to minimising the impact of volcanic eruptions, or maximising the energetic
potential of a volcano, is to forecast ’where’, ’how’, and ’when’ volcanic unrest will lead to
an eruption. The location—the ’where’—is likely to be around the 1350 potentially active
volcanoes worldwide (USGS 2006). Subduction and rift zones, areas with geothermal
surface manifestations, active volcanic systems, and hot spots embrace most of these
volcano locations. The ’how’ question can benefit from information about the processes
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preceding the eruptions, such as: how is magma stored? how does magma flow occur
through volcanic conduits and reservoirs? or how big are the magma chambers? It also
defines whether volcanoes can produce super-eruptions, i.e. eruptions with a Volcanic
Explosivity Index (VEI) above 8, with a bulk ejected volume greater than 1000 km3.
With comprehensive knowledge of the volcano subsurface and continuous monitoring,
the ’when’ question can be addressed with a certain degree of likelihood. This is the
case for some of the most active and densely populated volcanic regions, where various
measurement methods and continuous monitoring are in place, such as Italy, Iceland,
Hawaii, and Japan. However, it is worth acknowledging the limitations in predictive
capabilities. For example, some volcanoes, such as Hekla in Iceland, exhibit seismic
activity only a few hours before an eruption (Soosalu et al. 2005; Soosalu and Einarsson
2005).

Most of these questions revolve around a comprehensive understanding of MPSs.
Better insights into a volcano’s MPS could improve current models from a static per-
spective (i.e., geometry, depth, volumes, composition, and magma volatile content)
and from a dynamic perspective (i.e., magma flow, duration, and periodicity of the
eruption cycles). While the static perspective would be the basis for, e.g., magma volume
estimation, snapshots of MPS can also be used to simulate magma flow dynamics and
forecast the likely paths of magma emplacement or propagation prior to eruptions. A
mapped volcano subsurface would allow us to test hypotheses on the mechanisms that
can trigger an eruption, the size and impact of a volcanic outburst, or the influence on
oceans, atmosphere, and possibly global climate.

1.2.1. Magma reservoir vs magma mush paradigm
MPS have long been thought to be a network of interconnected magma chambers
ranging from tens of metres to several kilometres in size. These subsurface pathways
would form as the magma rises and accumulates in a large magma reservoir or smaller
reservoirs within the Earth’s crust. Whenever these pathways are intruded by magma,
the transport of magma in brittle rock can occur by vertical, subvertical, or steep dipping
dikes (Rivalta et al. 2015). The magma can then accumulate in “magma domains”
(Sigmundsson 2016), which have been assumed to have different geometries. Examples
of these geometries include structures with a high length-to-depth thickness ratio, often
referred to as 2D-like structures such as sheets and sills (Gudmundsson 1998; Tibaldi
2015). On the other hand, magma reservoirs are three-dimensional structures that
exhibit a range of shapes and geometries. These reservoirs are known to accumulate
substantial volumes of magma (Sigurdsson et al. 2015), and depending on its phase
within the volcanic cycle, the magma reservoir’s content can be fully or partially molten
rock containing varying amounts of melt and gas bubbles.

Magma chambers or 3D-like reservoirs have been recognised for their ability to
accumulate significant volumes of magma (Sigurdsson et al. 2015). This point of
view originates from the notion that eruptions characterized by large outpourings of
magma should be proportional to the capacity of magma storage. Therefore, in the last
century, the prevailing consensus within the scientific community has been that super
volcanic eruptions with a higher Volcanic Explosivity Index (VEI) of ≥ 8 would require
the presence of an exceptionally large magma chamber filled with molten material.
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Following a similar proportionality reasoning: large volcano calderas are considered to
be the surface expression of volcanoes with large magma chambers, as the size of the
volcano caldera is proportional to its deflation after an eruption (Sigurdsson et al. 2015).

In recent years, petrology studies have reassessed the idea that there is a single long-
lived molten magma chamber and described it as the magma chamber paradigm (Cash-
man et al. 2017; Sparks et al. 2019). The paradigm involves the maintenance and
evolution of a sizeable melt-dominated reservoir in the crust capable of producing high
VEI eruptions. Physical models suggest that magma chambers with molten rock are
difficult to maintain or short-lived and that high rates of melt transfer would be required
to maintain melt-dominated magma chambers in the upper crust (Degruyter and Huber
2014).

Conventional understanding has therefore shifted: large volcanic eruptions re-
quiring voluminous magma chambers may not have originated in a long-lived fully
molten magma reservoir but in a magmatic system highly dominated by mush areas
(Hildreth 1981; Sinton and Detrick 1992; Bachmann and Huber 2016; Cashman and
Giordano 2014; Cooper and Kent 2014; Burchardt 2018). Mush areas —or volumetrically
dominant mush systems (Edmonds et al. 2019)— are parts of the reservoir that contain
sufficiently high crystal contents forming a semi-rigid framework, a mixture of crystals
with interstitial liquid magma (Sparks et al. 2019; Maclennan 2019).

According to Sparks et al. (2019), a magma reservoir is composed of three phases:
melt, fluids, and crystals, for which magmatic systems may be divided into the magma,
mush and surrounding host rock domains. Following these definitions and physical
properties of magmatic systems, the same authors describe four main non-exclusive
mechanisms for magma chamber formation while reviewing the arguments that mag-
matic plumbing systems are predominantly mush.

In principle, if such sizeable molten rock reservoirs existed, one could detect them
through seismic imaging. Recent observations of magma storage from different regions
indicate the presence of multiple melt lenses feeding single eruptions and rapid pre-
eruptive assembly of large volumes of melt (Cashman and Giordano 2014). However,
the resolution of seismic imaging is too low to define a detailed geometry or scale of
melt distributions undermining the estimation of melt fractions (Sparks et al. 2019) and
limited accuracy in estimating properties such as temperature and porosity (Maclennan
2019). To tackle this paradigm shift and improve our general knowledge on MPS, it is
imperative to integrate multiple disciplines, employ a combination of methodologies,
and establish a unified approach that harmonises the perspectives of various disciplines.

1.2.2. Understanding volcanic hazards and climate
Magmatic Plumbing Systems hold, carry, and emit volcanic products that generate
volcanic hazards. Knowledge of MPS morphology is instrumental in identifying crustal
reservoirs, assessing magma supply rates, elucidating migration processes during pre-
and co-eruptive phases, and on post-eruptive cooling cycles. The morphology of the
MPS can serve as an indicator of the anticipated eruption style and provide information
on the potential volume of eruptive material. Although it may not directly contribute
to precise eruption timing predictions, knowledge of the MPS morphology is crucial to
forecasting the dynamics and mechanisms through which eruptions may unfold.
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On a global scale, insights on MPS can impact across the solid, oceanic, and atmo-
spheric Earth context due to the exchange of volcanic products along the three domains.
On a local scale, understanding the conditions in which magma is stored (pressure,
temperature, and state) can, e.g., indicate how quickly magma can be mobilised (Cooper
and Kent 2014) or how high volcanic plumes can be (Hreinsdóttir et al. 2014). On both
regional and global scales, volcanic hazards have a tremendous impact on our daily
lives. The most common volcanic hazards can be pyroclastic flows, hot ash emission
plumes, and fluid (e.g., Hawaii) or viscous lava streams. Glacier flows, avalanches,
and earthquake activity may also stimulate outburst floods. Known as jökulhlaups
(Björnsson 1992), these floods can be the most common hazard related to ice-covered
volcanoes such as in Mt. St. Helens, Alaska, and Iceland (Major and Newhall 1989).
Rainstorms and breakouts of crater lakes can reach extremes, dragging unconsolidated
soils, sediments, and anthropogenic structures into the water path, e.g. the Lahars at
Mount Pinatubo (Newhall and Punongbayan 1996; Lowe et al. 1986).

Volcanic eruptions also interact closely with the atmosphere and oceans, and short-
and long-term effects also impact our safety and economy. The 2010 Eyjafjallajökull air
traffic disruptions and the consequential high financial impacts (Mazzocchi et al. 2010;
Casadevall 1994) are an example of short-term impacts. In the long-term, the injection
of sulfur gases into the stratosphere and the oceans can result in the reduction of rainfall
(Gillett et al. 2004), ecosystem ocean acidification through carbon dioxide vents (Hall-
Spencer et al. 2008), and other responses in the Earth’s climate system as indicated by
Robock (2000). On the other hand, specific underwater eruptions can reduce ocean
warming and, as a consequence, sea level rise as cooling effects on the ocean surface
have been found to last for an extended period after an eruption (Church et al. 2005;
Gleckler et al. 2006). To close the cycle, the current high temperatures due to global
warming have been causing the ice on volcano glaciers to retreat. Pressure decrease due
to the retreat and rebound of the surface may alter the capacity to store and enhance
magma’s capture within the crust and promote magma storage. Such phenomena have
been observed by Hooper et al. (2011) during the intrusion without an eruption of a deep
dyke at Upptyppingar, in Iceland.

1.2.3. Harvesting geothermal potential
In addition to their significance in understanding volcanic hazards, an in-depth ex-
ploration of the properties of MPS can also contribute to harnessing the geothermal
potential found within volcanic environments (Rinehart 1980). The extreme geothermal
gradients and high surface heat flow mainly present in volcanic areas are known as
high-enthalpy systems/reservoirs, which can be used to produce electrical power from
steam (Duffield and Sass 2003). In the context of the energy transition from fossil to
renewable energy and as a long-term investment, geothermal resources in volcanic
areas (high enthalpy) can help reduce the need for fossil fuels (Boyle 2004). In Europe,
buildings and industry heat and cooling systems represent half of the EU’s energy
consumption (EU 2018). Alternatives may pass through biomass boilers and solar
heating systems. However, geothermal resources offer a remarkable advantage over
other renewable energies that require continuous, reliable production (365 days/year)
by eliminating the need for energy storage (Bajpai and Dash 2012). Continuous energy
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sources are more difficult to achieve than solar heating or wind energy. In addition to
the benefits and prediction for a 18.5% rate of growth of geothermally generated electric
power between 2020 and 2025 (Huttrer 2021), the full potential of geothermal sources
is not fully explored. Attempts to explore deep geothermal sources, particularly the
supercritical part of hydrothermal systems, hold great promise for enhancing energy
efficiency and unlocking new potentials in geothermal energy harvesting. This growing
interest in deep geothermal systems further underscores the importance of gaining a
deeper understanding of MPS, as it plays a crucial role in the characterisation and
exploitation of these geothermal resources. One of the most noticeable advantages of
supercritical systems is that the increase of pressure (>221 bars) and heat (>374◦C for
seawater (Reinsch et al. 2017)) can potentially induce an estimated power output ∼10
times higher than traditional Icelandic geothermal wells (Fridleifsson and Albertsson
2000; Albertsson et al. 2003). In Iceland, while customary geothermal systems usually
reach down to 3 km depth with steam temperatures between 290◦C and 320◦C, pre-
dictions by Friðleifsson et al. (2014b) report that deep wells reaching depths between
4 km and 5 km may have temperatures between 400◦C and 600◦C. These results
were tested and partially confirmed with the second Icelandic Deep Drilling Project
(IDDP2) in Reykjanes (drilled between 2016 and 2017) with a measured temperature
of 427◦C and fluid pressure of 340 bar at ∼4.5 km depth (Friðleifsson et al. 2017).
The intention of exploiting deep geothermal sources and recent episodes of drilling
into a magma reservoir also highlighted the need for MPS improved knowledge and
imaging techniques to aid in drilling operations. For example, in 2009, during the first
Icelandic Deep Drilling Project (IDDP), the drilling of the IDDP-1 well in the Krafla area
of Iceland encountered rhyolitic magma at a depth of 2104 m (Hólmgeirsson et al. 2010).
Magnetotelluric (MT) electromagnetic surveys performed at Krafla estimated a magma
source at 4.5 km deep (Elders et al. 2011; Gasperikova et al. 2015), but the drilling pit
encountered unexpected magma at shallower depths. Although MT surveys are the
preferred geophysical measurement procedure to locate the water reservoirs required
for the closed loop of geothermal production (e.g. (Newman et al. 2008; Árnason et al.
2010; Hersir et al. 2018)) and they have been utilised frequently in Iceland (e.g. (Hersir
et al. 1984; Eysteinsson and Hermance 1985; Oskooi et al. 2005)), the magma pocket
drilled at the Krafla IDDP-1 well location was possibly below the level of resolution of
the area surveyed using MT (Árnason et al. 2007). In December 2016, the IDDP-2 well
drilled at the WRP saline geothermal system in southwest Iceland successfully reached a
depth of approximately 4.5 km (vertical) (Ómar Friðleifsson et al. 2017; Elders et al. 2014;
Friðleifsson et al. 2018). For the location of the well, operators could consider results
from resistivity measurements (Karlsdóttir et al. 2018; Friðleifsson et al. 2014a; Darnet et
al. 2018), as well as travel-time seismic tomography (Jousset et al. 2017). The drilling into
a magma pocket and the need for deep wells drilling unlocked new perspectives on (i)
the presence of shallow magma pockets, and (ii) the need for higher-resolution imaging
techniques to assist drilling operations.

1.3. Remote sensing for MPS imaging
The impossibility of measuring and looking directly into the Earth’s subsurface boosted
the deployment and investment in remote sensing techniques. Through indirect mea-
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surements, seismology and geodesy have provided valuable insights into the interior of
the Earth and have equal potential to MPS characterisation (Magee et al. 2018). Whether
acquired from Earth Observation satellites or from seismic and MT techniques, both
passive and active remote sensing methods are the only way to map and understand the
subsurface rheology and Earth’s internal processes. Through indirect measurements,
seismology and geodesy are two scientific fields that have provided the most significant
insights into the Earth’s interior and MPS characterisation. In the following, I discuss
volcano seismology and volcano geodesy.

1.3.1. Volcano seismology
Seismic methods are crucial for probing MPS as they provide a unique tool by revealing
the dynamics of magma injection and transport, mapping in situ properties, and
constraining the extent and evolution of magma, which is essential for assessing eruptive
behaviour and volcanic hazards (Chouet 2003). Understanding volcanic processes and
estimating the properties of the subsurface is possible using seismic wave propagation
techniques. Through waveform analysis of seismic activity, the distinction of seismic
event types has been used to characterise volcanic mechanisms and derive models for,
e.g. volcanic fluids (Kawakatsu and Yamamoto 2015).

Each type of seismic event, associated with a particular source mechanism, is used
to estimate different physical phenomena. An event may be referred to as a source of
’illumination’ because of its characteristic to shed light on the often obscure processes
in the subsurface. In volcanically active areas, there are four main types of seismic events
that are commonly identified and helpful for MPS understanding purposes (McNutt
2005; Sigurdsson et al. 2015; Kawakatsu and Yamamoto 2015): high-frequency (HF)
earthquakes (or volcano-tectonic events), low-frequency (LF) earthquakes, explosions,
and volcanic tremors.

HF events are usually associated with shear fractures (regional tectonics, hydrofrac-
turing, volumetric extension due to magma intrusions or cooling) and are therefore not
expected to initiate within magma chambers with partially molten material. For this
reason, one of the most currently used methods to understand magma intrusions prior
to an eruption is precise event positioning to identify areas of high event density instead
of areas void of HF earthquakes. The distinction between both areas in time is essential.
Seismic events that become shallower over time indicate that a magma intrusion is
rising, and areas void of earthquakes may be due to partially molten sills or reservoirs.
Stress orientations by focal mechanisms and stress tensor inversion are typically some of
the primary usages of HF events (Fernández et al. 2002; Moran 2003; Sánchez et al. 2004).
Once the locations of the HF events are known, using the arrival times of multiple events,
it is possible to generate tomographic images of seismic wave velocity and seismic
velocity anomalies. Velocity anomalies characterize the properties related to subsurface
density, pressure, and temperature, indicating the presence of gas, fracture density, or
even partial melt. Tomography and stress tensors can also help constrain intrusive
mechanisms (Alparone et al. 2012). The precise locations of HF earthquakes can also
help infer frequency-magnitude relations (cf. b-values by Gutenberg and Richter (1942)
and Gutenberg and Richter (1956)).

LF events are another type of seismic events, which are considered to be more
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complex. Although LF events are known to be caused by fluids, the definition of the
radiating source is ambiguous. The question of whether LF signals originate solely from
mechanical energy or are a combination of mechanical origin and fluid-filled conduits
is still unknown (McNutt 2005). However, LF events have been inciting new research as,
e.g. LF events may allow estimation of magma and gas flux (Neuberg 2000).

Volcanic explosions involve high speed and pressure of dense mixtures of gas
and ash from a volcanic vent (Woods 1995). They have a characteristic signal that
also allows subsurface characterisation. Woods (1995) summarises that the height of
rising explosive eruption columns depends on (i) eruption rate, (ii) stratification of the
atmosphere, (iii) degree of thermal disequilibrium between the particles and the air, and
(iv) water vapour in the atmosphere. Infrasonic microphones, pressure sensors, and
GNSS ionospheric disturbances are commonly used to study volcanic explosions. These
methods allow a direct way of measurement rather than seismic waves, as the latter are
more affected by propagation effects.

Volcanic tremors, or harmonic tremors, are ground vibrations that oscillate at dif-
ferent frequencies, which may be due to different physical processes. These resonance
signatures indicate complex driving mechanisms due to their interaction between
magmatic fluids, water, and the surrounding rock. Konstantinou and Schlindwein
(2003) review some of these events worldwide, often occurring in conjunction with a
volcanic eruption. Recently, other studies have shown that these events do not require
an eruption to occur (Martins et al. 2022).

Ambient noise and seismic interferometry: a tool for subsurface imaging
In the 20th century, a form of exploiting new sources of signal arose from the concept

of "turning noise into signal" (Wapenaar and Snieder 2007). Obtaining a signal from
noise can be done by cross-correlating diffusive fields recorded at two different receivers.
The cross-correlated signal returns the response at the position of one receiver as if the
source was at the other receiver (Shapiro and Campillo 2004; Schuster et al. 2004; Roux
et al. 2005a; Larose et al. 2005; Sabra et al. 2005a; Shapiro et al. 2005a; Draganov et al.
2007; Ruigrok et al. 2011).

The attractive alternative to using ambient noise as a source of illumination is
seismic interferometry (SI), first proposed by Claerbout (1968) in the exploration com-
munity for 1D media. Later, Wapenaar (2004) extended the SI concept to arbitrar-
ily heterogeneous 3D media. SI by time-domain cross-correlation is the process of
generating new seismic responses between receivers using the cross-correlation and
summation of (noise) recordings from surrounding (noise) sources (Wapenaar 2004).
The concept of using SI with ambient noise for the retrieval of surface waves is consistent
with the spatial autocorrelation method (SPAC) (Aki 1957; Aki 1965) as shown by Yokoi
and Margaryan (2008). By comparing both approaches, Tsai and Moschetti (2010) also
suggests that the results of each technique can be used in the other. SPAC can be used in
a volcanic setting to estimate phase velocity curves (Nagaoka et al. 2012).

The subsequent application of SI to ambient noise and tomographic inversion to
obtain a 3D velocity model is called ambient noise tomography (ANT). ANT has been
used to image the Earth’s subsurface over large areas (Sabra et al. 2005b; Yao et al. 2006;
Kang and Shin 2006; Villasenor et al. 2007; Yang et al. 2007; Bensen et al. 2008). On a
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local scale, ANT can be used to image volcanic magmatic systems, e.g. (Brenguier et
al. 2007; Masterlark et al. 2010; Stankiewicz et al. 2010; Behr et al. 2011; Nagaoka et al.
2012; Villagómez et al. 2011; Luzón et al. 2011; Mordret et al. 2014; Jaxybulatov et al.
2014), or to estimate the temporal changes in seismic velocity before eruptions of active
volcanoes (Sens-Schönfelder and Wegler 2006; Brenguier et al. 2011; Sens-Schönfelder
et al. 2014). Using the ANT technique it is possible to retrieve an S-wave velocity field
beneath the volcano. Estimating S-wave velocity anomalies with reference to an average
velocity allows us to delineate high- or low-velocity anomalies, which may highlight the
magmatic plumbing systems’ location and geometry.

1.3.2. Volcano Geodesy
In the realm of volcano geodesy, the utilisation of conventional geodetic techniques
provides valuable insights into the subsurface dynamics of MPS. Volcano geodesy starts
with the first measurements of the raising and lowering of the Earth’s surface, interpreted
as a result of volcanic activity. The first published volcano-geodesy measurements were
acquired in Japan using levelling (Omori 1913a; Omori 1913b). Sixteen years later, on
the east side of Mauna Loa and Kilauea, Hawaii, Jaggar and Finch (1929) showed that
surface deformation before and after an eruption was correlated with the changes in
the measurement of tilt and leveling. This discovery shed light on the understanding
of the monthly levelling measurements collected since 1819 at the Roman Market built
near the Pozzuoli harbour close to Naples. A sinking pattern with an average rate
of 15 mm/year until 1968 was interpreted as resultant of volcanic subsurface activity
(Parascandola 1947; Oliveri del Castillo 1960; Berrino et al. 1984). In the 20th century,
several levelling, spirit level tilting, trilateration, electronic distance meter (EDM) and
tiltmeter campaigns with measurements with daily to biannual repetitions occurred over
several active volcanoes throughout Japan, Russia, North-, Central-, and South America,
Iceland, Italy, Indonesia, Africa, and New Zeeland.

Geodesy played a crucial role in two main application domains: (i) MPS imaging,
by providing valuable insights into magma reservoir depth and geometry, and (ii) moni-
toring volcanic unrest. Within the geodetic MPS imaging domain, analytical solutions
have been derived using inversion strategies to simulate simple source geometries
such as sills, dikes, and spheres to explain and model the mechanics between surface
measurements and subsurface processes. These mathematical analytical models are
based on constitutive equations used to relate the stresses due to forces acting on
the particles of a given material and the resulting strains or deformations (Mogi 1958;
Okada 1985; McTigue 1987; Fukushima et al. 2005; Dzurisin 2006; Lisowski 2007; Segall
2010). Furthermore, many geodetic measurements confirmed that displacement rates,
together with spatiotemporal displacement patterns, provide information on subsurface
characteristics such as magma build-up rate and magma accumulation depth (Dvorak
and Dzurisin 1997). Likewise, depending on the magnitude of the displacements, the
estimated depths of magma accumulation (often constrained by gravity anomalies or
gravity changes) have allowed different volcanic processes to be understood through
volcano geodesy (Dzurisin 2000). Several applications in volcano monitoring have
been reviewed by Dvorak and Dzurisin (1997), Dzurisin (2000), Fernández et al. (2017),
and Poland and Zeeuw-van Dalfsen (2021), that is, volcanic unrest before eruptions
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(uplift and subsidence patterns) and the estimation of long-term displacements such
as subsidence calderas.

Satellite geodesy: InSAR, a tool for volcano source modeling
In the early 1990s, geodetic techniques improved significantly with the advent of space-
based measurements. Global navigation satellite systems (GNSS) improved positioning
capabilities, providing a unique way to measure the tectonic and volcanic processes in
the crust, e.g. (Segall and Davis 1997; Jónsson et al. 1997; Sagiya et al. 2000; Bartel et al.
2003). A dramatic improvement was due to the development of Synthetic Aperture Radar
(SAR) satellite sensors, which stimulated research and monitoring of Earth’s surface
deformation processes (Massonnet and Feigl 1998). SAR sensors are composed of an
active pulsed radar (RAdio Detection and Ranging) that penetrates the atmosphere and
clouds, providing measurements regardless of weather conditions.

SAR satellite missions allow the estimation of surface displacements from interfer-
ometry (Interferometric SAR or InSAR) which, compared with the traditional levelling
technique, has a higher spatial and temporal resolution with comparable accuracy
coverage without the need for fieldwork. These capabilities allow the monitoring of
volcanoes located in areas of difficult access or not accessible at all. The success of InSAR
has been proven by the increased amount of applications using the past and present
radar missions (e.g. ERS-1/2, ENVISAT, TerraSAR-X, RadarSat-1/2, Cosmo-Skymed,
Sentinel-1, ALOS). Alongside, developments in the InSAR family of processing tech-
niques using time series enable a more accurate displacement estimation due to atmo-
spheric effect estimation and removal (Ferretti et al. 2000; Ferretti et al. 2001; Berardino
et al. 2002; Schmidt and Bürgmann 2003; Kampes 2005; Hooper 2008; Ferretti et al. 2011).
The surface deformation may be induced by natural phenomena—e.g., earthquakes
(Wright et al. 2003; Ryder et al. 2007; Sudhaus and Sigurjón 2009), landslides (Hilley et
al. 2004; Singh et al. 2005), volcanoes (Hooper et al. 2004; Pritchard and Simons 2002;
Biggs et al. 2014), post-glacial rebound motion (Auriac et al. 2014)—or anthropogenic
activities, e.g., induced subsidence by fluid extraction (Amelung et al. 1999; Nakagawa et
al. 2000) and after mining effects (Cuenca et al. 2013); monitoring of bridges (Sousa and
Bastos 2013; Lazecky et al. 2017), railways (Chang et al. 2017), pipeline failure (Arsénio
et al. 2015) or building monitoring (Dheenathayalan et al. 2011; Rossi and Eineder 2015)
based on high-precision positioning of radar scatterers (Dheenathayalan et al. 2016).

Advancements in InSAR technology have revolutionised the field of volcanology,
enabling the monitoring and imaging of volcanic systems with unprecedented spatial
and temporal resolutions. Numerous volcanoes around the world have benefitted from
InSAR monitoring, including those in south (Fournier et al. 2010; Delgado 2021), central
(Pinel et al. 2011; Ebmeier et al. 2013; Békési et al. 2019b) and north-America (Lu et al.
2010), Aleutian islands in the Pacific (Lu and Dzurisin 2014), Galapagos (Yun et al. 2006;
Hooper et al. 2007; Jónsson 2009; Bagnardi and Amelung 2012; Galetto et al. 2019), Cape
Verde (González et al. 2015), Canary islands (González et al. 2010), Iceland (Pedersen
and Sigmundsson 2004; Ofeigsson et al. 2011; Sigmundsson et al. 2010; Sigmundsson
et al. 2018), New Zeeland (Samsonov et al. 2011), Indonesia (Chaussard et al. 2013),
Japan (Morishita et al. 2016; Kobayashi et al. 2018; Yamasaki et al. 2018), Italy (Neri
et al. 2009; Solaro et al. 2010; Di Traglia et al. 2014; Di Traglia et al. 2015) or Africa
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(Hutchison et al. 2016) among other locations. These studies have provided valuable
information on the dynamics of magmatic reservoirs and have been motivating the use
of machine learning techniques to ’hint’ at potentially erupting volcanoes from large
databases of interferograms (Biggs et al. 2014; Anantrasirichai et al. 2018). Additionally,
the frequent acquisitions of satellite data have facilitated the investigation of cyclic
behaviour over certain volcanoes (Parks et al. 2012), the constraint of deep magma
sources (Ofeigsson et al. 2011) or the estimation of the deformation behaviour during the
pre-, co-, and post-eruptive moments. Recent satellite missions, such as Sentinel-1, have
further expanded the capabilities of InSAR by enabling the study of volcanic deformation
in highly vegetated areas, such as in the Azores archipelago, where the previous low
coherence has hindered the results (Catita et al. 2005; Martins 2006).

1.4. Problem statement
Despite InSAR’s impressive results, using it to image MPS has four main limitations.

First, while surface displacements estimated from radar interferometry (InSAR) can
be used in geophysical modelling to constrain location, geometry, and pressure changes
in magma systems, the resolution of the inferred modelled magma source is typically
poor (regardless of the high resolution of SAR images), and we cannot resolve the actual
shape of the inverted magma source when inverting from surface displacements to
magma source geometry. Second, inversions of MPS sources from InSAR do not always
provide unique solutions. Yun et al. (2006) have shown that despite the constraints
of ascending and descending tracks over the Sierra Negra Volcano in the Galápagos
Islands, the data are insensitive to the bottom and sides of the magma reservoir. In
fact, the authors could fit any source with variable bottoms and peripheral shapes as
long as its top was flat (sill-like). This result highlighted the need for other sources
of constraints in InSAR magma source modelling. Third, geophysical modelling
to invert magma source geometry from InSAR-derived surface displacements relies
on elastic and rheological properties that are not accurately known. Finally, since
magma source modelling based on surface displacements requires pressure changes in
magmatic systems, if there are no surface displacements, magma source modelling is
not possible.

These four limitations on the use of InSAR for imaging MPS’s triggered the idea for a
complementary approach utilising seismic observations.

Seismic tomographic methods, which provide a 3D image of the subsurface, can
provide complementary information on MPS. High-resolution images from tomogra-
phy can be computed through active-source reflection seismic (Draganov et al. 2007;
Draganov 2007), as applied to hydrocarbon exploration. However, active seismic surveys
are expensive. Seismic tomography using seismic waves generated by earthquakes
is also widely used. However, this relies on the existence of earthquakes, requires a
good spatial distribution of the earthquakes, and requires precise S-wave first-arrival
picks. Therefore, the resolution of earthquake-based tomographic models of tomo-
graphic models is degraded whenever the seismicity is scarce. The ambient noise from
microseismicity (sec. 1.3.1) tackles these limitations, and ambient noise tomography
(ANT) could retrieve meaningful medium characteristics within the aperture of the used
seismic network. Therefore, proceeding with Seismic Interferometry (SI) (Wapenaar
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and Fokkema 2006) and deriving 3D subsurface tomographic images to constrain InSAR
source modelling seems an appropriate choice.

Although InSAR and ANT techniques have been around for the last decade and have
matured enough for specific applications, they still need to be fine-tuned and require
addressing specific requirements. Additionally, these techniques presume location-
dependent adaptation for optimised results. Consequently, I have identified six main
research problems which are addressed in this study.

Research problem 1. Source of illumination – the origin of the ambient noise. When
using ambient noise (or microseism) for seismic interferometry, the accuracy of the
Green’s function is affected by an inhomogeneous azimuthal distribution of seismic
noise sources. This can lead to inaccurately estimated arrival times, affecting the
reliability of isotropic and anisotropic tomographic inversions for both velocity and
attenuation (Harmon et al. 2010). It is therefore necessary to study the origin of the
noise and retrieve the Green’s functions correctly between pairs of stations. In addition,
analysing the amplitude factors between the causal and anti-causal parts of the cross-
correlation can provide insight into the energy flux between stations (Tiggelen 2003; Paul
et al. 2005), allowing us to measure the main direction of energy flow across the seismic
network (Stehly et al. 2006). Therefore, accurately estimating the azimuth direction
of ambient noise sources is location dependent and a critical requirement to apply
ambient noise interferometry for tomographic studies.

Research problem 2. Estimation of phase velocity. Most of the ambient noise tomog-
raphy studies have focused on retrieving group velocities. Yet, the main argument to
justify extracting phase rather than group velocities is that phase velocity picks can
be done at lower frequencies and, consequently, they better constrain higher depths,
especially when using seismic campaigns with relatively short inter-station distances.
The reliability of group measurements depends on amplitude information and could be
impacted by any distortion present in the amplitude spectrum of the empirical Green’s
functions (EFG) (Yao et al. 2006). According to Yao et al. (2006), the phase information in
the empirical Green’s functions (EGF) estimated by noise cross-correlation functions is
theoretically identical to that of the actual Green’s functions. The main limitation is that
phase velocity is more difficult to retrieve than group velocity.

Research problem 3. Non-uniqueness of the tomographic results. Inverse problems
are often used in more than one branch of science. Within seismology, the main
problems with discrete tomographic inversions are related to the properties of the design
matrix G , which turns a simple linear inversion into an ill-posed problem. Problems can
arise when the distribution and number of the ray paths are not optimal, when there
are not enough ray paths for a fully ranked G (matrix G is rank-deficient), and when the
solution depends not only on the data but also on the noise present, which means that
there is not a unique solution. Solutions to regularise these problems are needed for a
unique solution.
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Research problem 4. Resolution of the tomographic models. The vertical and hori-
zontal resolution of the derived tomographic images depends on the spatial distribution
of the ambient noise, the seismic wavelength of the surface wave, the wave source
distance, and the coverage of the seismometers. All of these are case-study dependent.
Furthermore, due to the novelty of the ANT methods, the highest possible achievable
resolution is not yet an exploited parameter, which is especially needed in geothermal
reservoirs.

Research problem 5. The rate of surface deformation is not always linear. When
performing magma source modelling, it may be appropriate to use a linear deformation
model over time as the input deformation model. However, this approach may not
always accurately describe the phenomena, reducing the accuracy and reliability of the
resulting model. This is the case for InSAR data sets processed over a volcanic event.
Depending on the temporal resolution of the SAR acquisitions and coherence of the
InSAR time series it may be difficult to identify non-linear rates from the time-series
alone. In such cases, improved deformation rates may need to be considered before
modelling, and GPS measurements can provide an alternative source of information
whenever available.

Research problem 6. Unique character of each volcano. Studying specific volcanoes
is valuable due to their unique characteristics and processes. Once these processes
and conditions are individually understood, they will provide insights applicable to
volcanoes in similar conditions. Factors such as tectonic setting, type of volcano, style
of volcanic activity, erupted material, and eruptive phase influence seismic or InSAR
data processing approaches and interpretation of results. Because of the uniqueness
of each volcano due to the combination of these factors, adjustments to processing
approaches are also required.

1.5. Research Objectives
To effectively image and comprehend MPS, interdisciplinary solutions must be em-
ployed. To this end, I hypothesize that combining independent observations ob-
tained through seismic and radar techniques will enhance our understanding of MPS—
particularly with regard to reservoir geometry—by providing a more precise determi-
nation of the location, shape, and depth of the magma reservoir. As such, these
techniques have the potential to answer various questions concerning MPS, including
those pertaining to its ’where’, ’how’, ’when’, ’what’, and ’why’, see sec. 1.2.

The research problems discussed above on imaging MPS’s with InSAR techniques
alone motivated the main research question of this study:

What is the added value of the joint analysis of radar and seismic interfer-
ometry to image MPS (size, geometry, and location) over active volcanoes?

To address this research question, taking into account the limitations of each tech-
nique discussed in sec. 1.4, I present three subsequent research objectives, including the
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respective methodological approach.

Research objective 1. Develop, process and validate an approach to extract phase-
velocities from ambient seismic noise using Seismic Interferometry (SI) and optimise
it for volcano 3D shear-wave tomographic studies. In this objective I aim to develop
and apply a methodology to derive 3D tomographic subsurface images of active volca-
noes from ambient noise. In order to ensure the successful implementation and ap-
plication of the methodology, it is important to consider and meet certain requirements.
The first requirements concern the prerequisites for retrieving the ballistic surface waves
(BSW) portion of the Green’s functions. Some of these prerequisites are related to the
data acquisition. For example, to converge the retrieved signals towards the BSW portion
of the Green’s function, long duration of data collection are required, as well as high
density and a good geometry of seismic stations. Then, other requirements should
be met after the data acquisition. These concern data pre-processing corrections or
filtering and requirements for the retrieval of velocities from seismic interferometry,
e.g. to ensure the existence of an isotropic distribution of the illuminating sources.
The methodology will be focused on the requirements post data acquisition, and will
encompass instrument corrections, temporal and spatial normalisation, selection of the
best frequency bandwidth given the purpose, and mapping of the preferential azimuthal
direction of the ambient noise with beamforming techniques. Therefore, the first part
of the methodology will involve preparing the waveforms to extract ambient noise
and retrieving the empirical Green’s function or ballistic surface waves (BSW) using SI
ensuring that the requirements for ambient noise tomography are met. The remaining
requirements relate to the tomographic inversion and the inversion from frequency to
depth. The tomographic inversion uses the picked travel times of the retrieved ballistic
to estimate slowness between stations. This tomographic inversion is ill-posed, so a
regularisation must be applied. The resolution of the tomography also needs to be
addressed. Resolution for this method primarily depends on the ray-path coverage and
wavelength. The methodology will take into account Quality checks will be performed
after each processing step.

Research objective 2. Design, process, validate, and evaluate the deformation esti-
mated from the InSAR time series followed by modelling the geometry, size, and depth
of the magmatic plumbing systems. The design and processing of the InSAR time se-
ries requires expert judgement to select of processing parameters and cannot be entirely
automated. Specific parameters, which are case dependent, are typically associated with
factors such as the choice of SAR images, the assessment of the atmospheric phase delay
(Hanssen 2001), the estimation of phase ambiguity and other necessary corrections
depending on the type of volcano and stage of the eruptive cycle. Whenever possible, the
InSAR time series will be validated with GNSS measurements followed by the evaluation
of the appropriate deformation model prior to magma source modelling. The MPS
geometry, size, and depth will then be modelled using the estimated deformation rates
and additional constraints whenever available.

To address this objective, I will process two sets of satellite radar images in C- and
X-bands over two areas with distinct volcanic processes. InSAR processing aims to: (i)
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minimize the impact of error sources, (ii) increase the number of point-scatterers to
reduce unwrapping errors in areas affected by ash coverage-induced decorrelation, and
(iii) extract the desired deformation signal from other overlapping deformation signals.

Following InSAR processing, the deformation rate will be estimated to describe the
physical processes occurring in each volcano. Bayesian methods, specifically the Markov
Chain Monte Carlo (MCMC) approach, will be employed for the modeling of the magma
source. This approach allows estimating a multivariate probability distribution for
model parameters associated with the geometry, depth, and size of the magma chamber.

Research objective 3. Evaluate and interpret the results over active volcanoes for
which the techniques are individually or mutually applied. Here, I will examine the
benefits of using geodetic and seismic imaging techniques individually or combined in
relation to three areas of interest: geothermal energy, volcanic hazards, and melt quan-
tification. The practical implications of these imaging techniques can be understood by
discussing the products resulting from each active volcano. The three active volcanic
systems were chosen on the basis of selected characteristics and data access constraints,
making them ideal for illustrating the power and practical implications of these imaging
techniques. These characteristics are described below.

Torfajökull volcanic system is an ideal location to evaluate the performance of radar
and seismic interferometric observations due to the availability of historical satellite
data and a seismic campaign with a valuable network configuration for tomographic
studies during the same period. Torfajökull volcano has not erupted in the last 500
years but has exhibited subsidence at linear rates for the last 30 years. Despite its
location far from major cities, a future eruption could affect infrastructure and nearby
hydroelectric plants due to tephra fall. Because it has been hypothesised that lateral
magma propagation occurs between the fissure swarm of the Veidivötn’s (Bárðarbunga)
volcanic system and the Torfajökull volcanic system, both InSAR datasets will be focused
from RAW images to obtain a larger frame covering Torfajökull and Veidivötn’s volcanic
system.

Eyjafjallajökull became known worldwide after the disruption of air traffic during the
2010 eruption. The nonlinear displacements in time and space for the 2010 pre-, co-, and
post-eruptive moments suggest a complex set of sills and dikes. To study the magmatic
sources associated with the co- and post-eruptive periods, I will process the InSAR time
series, compare with GPS measurements acquired during the eruption, and use both
InSAR and GPS measurements to image the source(s) associated with the co- and post-
eruptive periods.

The third AOI is the Reykjanes peninsula, an area with a high enthalpy geothermal
reservoir where geothermal energy has been produced since its first power plant at
Svartsengi, which began operation in 1976. Geodetic measurements have previously
detected subsidence as a result of geothermal exploration. However, there are only
coarse-resolution tomographic studies around earthquake-dense areas that are not
suitable for geothermal purposes. Furthermore, given the 2021-2024 volcanic activity,
seismic tomographic imaging will allow mapping of the location, depth, and extension of
low-velocity anomalies resulting from magma accumulation. In this area, I will perform
an ANSI tomographic study to show the capabilities of ANT to characterize geothermal
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reservoirs and map possible molten pockets of magma.

1.6. Outline

This thesis is organised in the following way. The current chapter introduced motivation
followed by a background review on the role of magmatic plumbing systems within the
social context. The seismic and radar techniques for MPS characterisation were then
followed by the problem statement and research objectives.

Chapter 2 describes the concepts behind the applied methodology to extract the
observations for MPS modelling and the modelling approaches for each of the applied
techniques. It concludes with the tectonic and volcanic setting of the used case Icelandic
studies.

Then, chapter 3 describes a systematic procedure developed to retrieve 3D shear-
wave tomographic models from ambient noise with seismic interferometry (Ambient
noise seismic interferometry, ANSI) tomography. The developed methodology is applied
to derive the first 3-D shear-wave tomographic model of Torfajökull volcano using
seismic data recorded at 23 broad-band seismometers for 100 days. The content of this
chapter has been published in the Journal of Geophysical Research (Martins et al. 2019).

Chapter 4 describes the feasibility of the methodology and implementation of the
procedure chapter 3 on the derivation of a 3-D shear-wave tomographic model of the
Reykjanes Peninsula, targeting three operating geothermal fields. Using a denser seismic
network recorded at 30 broad-band seismometers for a longer period (1.5 years), I will
also focus on the potential for increasing the horizontal resolution as a means to improve
understanding of the local geothermal reservoirs. The content of this chapter has been
published in the Journal of Volcanology and Geothermal Research (Martins et al. 2020).

Chapter 5 describes the processing and deformation modelling of the InSAR time
series. The chapter further extends on the InSAR and GPS joint inversion for magmatic
plumbing system modelling of the co- and post-eruptive periods of the 2010 Eyjafjalla-
jökull volcano eruption.

Chapter 6 describes the use of RI and SI for imaging of magmatic plumbing systems.
This chapter’s content has partially been published in the Proceedings of the World
Geothermal Congress (Martins et al. 2021).

Finally, the conclusions given the proposed objectives and further recommendations
in Chapter 7.





2
Methods and data

Given the impossibility of directly observing the subsurface, remote sensing techniques
can be used to indirectly image it and subsequently improve the rheological, geological,
and geometrical knowledge of magmatic plumbing systems. In this chapter, I describe the
remote sensing techniques and the modelling approach that link remote sensing data—
either from satellites or seismometers—to the parameters of interest, in this case the
geometry of magmatic plumbing systems of active volcanoes in Iceland. I start with the
Gauss-Markov mathematical model, followed by a brief overview of the seismic and radar
observations, the unknowns and the functional model. Finally, in sec. 2.4, I introduce the
volcanic and tectonic setting of the Icelandic active volcanic zones used as case studies and
the details of the used data sources.

2.1. Gauss-Markov model formulation
Analytical models to estimate the geometry of MPS involve the formulation of an
inverse problem. The inversion procedure follows the form of the generic Gauss-
Markov formulation combining a functional of observation equations(Gauss 1809) and
a stochastic model describing the precision of the observations (Markoff 1912). Here, the
functional model is

y = A(x)+e, (2.1)

or in its linearized form
y = Ax +e. (2.2)

In Eq. 2.1 and Eq. 2.2, A is the design matrix that relates the observables, y , to the
unknowns, x, and e is the noise that contaminates the measurements. The underline
expresses the stochastic nature of the variable. Under the assumption that E {e} = 0,
where E {.} is the expectation operator, we can write the functional model as E {y} = A · x.
The stochastic part of the model is expressed by:

D{y} =Qy , (2.3)

where D{.} the dispersion operator and Qy is the variance-covariance matrix of the
observations.

Fig. 2.1 provides an overview of the sequential inversion approach used in this
study, where he left column (inversions 1A-2A-3A) concerns the seismic dataset and
the right column (inversions 1B-2B-3B) the radar dataset. The unknowns estimated in
one inversion step serve as the observations for the subsequent one. Inversion 1 uses
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Figure 2.1: Overview of the sequential inversion methodology used in this study by employing the
Gauss-Markov functional model formulation.
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the interferograms derived from both methods as observations. In the case of seismic
interferometry (1A), the phase velocity and surface wave travel times, i.e., the unknowns
in the Gauss-Markov formulation, are derived from seismic cross-correlations of the
observations in the Gauss-Markov formulation. The phase velocities are estimated
from the retrieved surface waves of recorded ambient noise from the cross-correlation
panel. In the case of radar interferometry (1B), the time series of displacements are the
unknowns of inversion 1, which are estimated from the radar interferograms. Fig. 2.2a
shows an example of inversion 1 observations, both for radar and seismic data.

Figure 2.2: Interferograms from both radar and seismic interferometry techniques, respectively.
a) SAR interferogram covering the 2010 Eyjafjallajokull eruption (chapter 5) on top of a digital
elevation model. b) Interferogram of the EFG’s obtained by ordering the cross-correlation of all
station-pairs (blue lines connecting the seismic network in the top-left corner of the figure) by
interstation-pair distance.

In Inversion 2, the parameters estimated in Inversion 1 are utilised as observations.
In the case of seismic interferometry (2A), this inversion step is also known as tomogra-
phy, i.e., retrieving frequency-dependent velocities and velocity anomalies from seismic
travel times between station pairs. The results of Inversion 2 can be interpreted in
relation to subsurface parameters due to the estimated velocity anomalies. However,
these velocity anomalies are frequency-dependent, so an inversion from frequency to
depth is needed to have a depth-dependent tomography. For this reason, the input for
Inversion 3 is formed by the dispersion curves, which describe the velocity as a function
of frequency in each tomographic grid cell. In radar interferometry (2B), the rates of
displacements vary based on the time series observed for each specific case study. For
the Eyjafjallajökull case study, additional GPS data are used to validate InSAR processing,
inform the deformation modelling, and to delineate the magma source geometry.

Inversion 3 uses the parameters estimated in Inversion 2 as observations. In-
version 3A estimates the three-dimensional surface-wave tomography, subsequently
deriving depth-dependent instead of frequency-dependent dispersion curves. This
additional inversion allows the estimation of the velocity anomaly depths to be directly
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compared, or used as an initial constrain in the InSAR modelling. Inversion 3B uses
the previously obtained rates of displacements to invert for magma chamber geometry
and volume change. In this inversion, the initial magma source parameters can be
constrained by the tomographic results to estimate a so-called constrained geometry
of the magma reservoir.

The following sections subsequently discuss the observations, the unknowns, and
the functional models utilised in each inversion step.

2.2. The observations
The observations y in Eq. (2.1) are the estimated parameters sequentially derived from
radar and seismic interferometry. In Fig. 2.1, the observations are named 1A, 2A, 3A, and
4A for seismic interferometry measurements and 1B, 2B, and 3B for radar interferometry
products. This section discusses how these (derived) observations are sequentially
obtained.

2.2.1. Interferometry
In this study, the concept of interferometry is the shared characteristic of the radar and
the seismic methods. However, the corresponding signals differ fundamentally. Radar
systems operate based on the propagation of electromagnetic waves, typically utilising
wavelengths between 3 cm and 25 cm, depending on the sensor. Seismic waves are
pressure waves that travel through the Earth, exhibiting wavelengths spanning from
meters to hundreds of kilometres. While electromagnetic waves can propagate through
vacuum and other media at the speed of light (3× 108 m/s in vacuum), seismic waves
are mechanical, require a medium to propagate, and their speed is dependent on the
properties of the medium.

Fig. 2.2 illustrates the interference patterns produced from satellite radar and seismic
measurements. The cross-correlation panel depicted in Fig. 2.2 b will be called a ’seismic
interferogram’. Interferograms A and B serve as initial observations of the sequential
inversion procedure. Inversions 1 to 3 aim to estimate the geophysical system properties
from radar and seismic interferometry. Specifically, the rate of surface displacements
and the seismic velocity variations along the crust are the estimated geophysical system
properties which serve as inputs or observations for estimating the unknowns of the MPS
in inversion 4.

Fig. 2.2a shows an interferogram covering Eyjafjallajökull volcano, obtained after
complex multiplication of the electromagnetic phase signal between two SAR (Synthetic
Aperture Radar) acquisitions and applying the appropriate corrections for topographic
height, ellipsoid, and orbits (Hanssen 2001). The ’fringe’ pattern represents the deforma-
tion that occurred between the two radar acquisitions. The outline of the interferogram
indicates the radar acquisition footprint. The lack of coherence (i.e., areas without
colours) in the middle and east of the interferogram is due to a glacier covering the
summit volcano caldera of Eyjafjallajökull and Katla, respectively. Ice, snow, and water
bodies, as well as vegetation-covered areas result in a coherence reduction due to
temporal decorrelation of the InSAR echoes (Samiei-Esfahany 2017). The colour scale
represents line-of-sight (LoS) displacements wrapped between −π and π. The fringe
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pattern in the interferogram allows for identification of displacements towards the
satellite (indicated by the thick black arrow) and away from the satellite (indicated by
the thin black arrow), suggesting possible inflation and deflation, respectively.

In Fig. 2.2b, the seismic cross-correlation panel or seismic interferogram shows
a ’V’ pattern. Each line results from the time-domain cross-correlation signal of
ambient-noise of registered station pairs, ordered by the corresponding inter-station
distance. The ordering of the cross-correlated lines by station-pair distance results in
a constructive interference pattern, which allows for the estimation of the arrival times
between each station-pair. Each line is the empirical Green’s function (EGF) between
two stations. The positive and negative time indication shows the order of the performed
cross-correlation, i.e., whether the seismic station A isvcross-correlated with station B or
the other way around. After interferogram generation, the final vector of observations
results from a tomographic inversion, see Chap. 3. The following sections detail on the
concept of interferometry as initial step of the sequential inversion procedure.

2.2.2. Seismic wave velocity
The seismic wave velocity or derived dispersion curves from tomographic methods are
used as derived observables for inversion 3A in Fig. 2.1, and are derived through the
sequential inversion scheme A. Seismic waves undergo acceleration or deceleration
as they propagate through the Earth’s subsurface, influenced by the varying materials
encountered along their paths. With respect to a reference velocity model that accounts
for depth it is possible to estimate the slowness of waves and their depth-dependent
velocity variations. This way, different structures of the Earth’s anatomy can be imaged.

Seismic signal
Velocity variations in seismometer data depend on the type of wave as well as the density
and elasticity of the propagation medium (Stein and Wysession 2009). Any propagating
wave with an arbitrary shape can be decomposed using Fourier analysis into different
harmonic components. A function of the form u(x, t ) = f (x ± v t ), where u(x, t ) is the
displacement in a certain component (x, y , or z), is a propagating wave. Therefore, the
seismic wave solution of planar waves has the following solution as a harmonic wave

u(x, t ) = Ae i (ωt±kx) = A cos(ωt ±kx)+ Ai sin(ωt ±kx). (2.4)

This is a complex function for which the displacement is described as the real part of
u(x, t ) or A cos(ωt − kx) representing the wave field as a function of time and space,
where A is the amplitude, ω is the angular frequency, and k is the wavenumber.

From the wave equation, it follows that v = ω/k, from which all relationships in
Tab. 2.1 can be derived. Eq. (2.4) can be evaluated at a fixed position as function of
time, to obtain relationships such as periodicity (from angular frequency and frequency).
If u(x, t ) is studied at a fixed time as function of position, it is possible to estimate
the wavelength and wavenumber. Quantities like pressure, particle velocity, particle
displacement and intensity describe seismic waves, and four important parameters can
be extracted from each of the seismometer components: wavelength λ, period T , wave
number k, and angular frequency ω.
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Table 2.1: Fundamental relationships of waves. Adapted from (Stein and Wysession 2009)

Quantity Units Relationship

Velocity distance/time v =ω/k = f /λ=λ/T
Period time T = 2π/ω= 1/ f =λ/v
Angular Frequency time−1 ω= 2π/T = 2π f = kv
Frequency time−1 f =ω/(2π) = 1/T = v/λ
Wavelength distance λ= 2π/k = v/ f = vT
Wavenumber distance−1 k = 2π/λ=ω/v = 2π f /v
Ray Parameter time/distance p = 1/cx = sin(i /v) = kx /ω

Ambient-noise

Microseisms, also known as ambient noise or the Earth’s ’hum’ (Nawa et al. 1998), refer
to tenuous vibrations caused by swell waves in the ocean, sometimes referred to as
oceanic microseism. The generation of ambient noise involves a three-stage process
of atmosphere/ocean/seafloor coupling (Rhie and Romanowicz 2004): (i) conversion of
atmospheric storm energy into short-period ocean waves, (ii) non-linear interaction of
ocean waves producing longer-period, infra-gravity waves, and (iii) coupling of infra-
gravity waves to the sea floor, through a process involving irregularities in the ocean
floor topography. The recorded ambient seismic vibrations are primarily composed of
Rayleigh waves and can propagate over large distances through the crust and mantle.
Ambient noise travels as surface waves and typically exhibits a characteristic signature in
the 0.1–1 Hz frequency band. The direct interaction of waves with the seafloor produces
a signature in the range of 0.05–0.1 Hz, and in shallow water, where non-linear wave
interactions occur, the frequency is doubled to the range of 0.1–0.25 Hz (Webb and
Crawford 1999).

Using ambient noise, it is possible to retrieve direct surface waves between pairs
of receivers. This is the basis of seismic interferometry (SI) through cross-correlation
techniques. Here, one of the receivers acts as a source and the other as a receiver, i.e., it
enables us to retrieve the response as if one of the receivers from a receiver pair measures
the direct surface wave that was induced by a virtual source at the other receiver.

Seismic interferometry by cross-correlation

Seismic interferometry (SI) is the method by which we extract the Green’s functions
by the cross-correlation of recorded noise at two different locations. These functions
are referred to as the empirical Green’s functions. In the methodology flowchart of
Fig. 2.2, this step is the result of the seismic interferometry process, which will serve
as observations for inversion 1A.

SI by cross-correlation is possible because of reciprocity. The positive time retrieval
of a cross-correlation provides an estimation of the fundamental mode Rayleigh wave,
while the result at negative times offers an estimate of its time-reversed variant (Bensen
et al. 2007). The reciprocity concept is an important aspect of the elastic wave equation,
expressing that the wave propagation is reversible and that the equation is symmetric in
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time

Gi j (xB , xA , t ) =Gi j (xB , xA ,−t ), (2.5)

where Gi j are the Green’s functions corresponding to a solution recorded in the i
component (vertical) for a force in the j (horizontal) direction. xA and xB are the
source and receiver positions, and t represents time. SI by cross-correlation of selected
microseisms recorded at two stations aims at retrieving the coherent wavefield between
this station-pair. The collection of such retrieved wave fields between the different
station pairs allows us to characterise properties of the medium between station pairs.
By cross-correlating seismic observations at two receiver locations xA and xB , we obtain
a response at one of those receivers, xB , as if there were a source at the other receiver xA ;
this process is also called Green’s function retrieval (Wapenaar 2004). If we integrate
all sources along an integration boundary ∂D, we will retrieve the Green’s function
G(xB , xA , t ) and its time-reversed version G(xB , xA ,−t ). The Green’s function contains
the direct wave, but also scattered waves (Wapenaar and Fokkema 2006). This relation is
given by

G(xB , xA , t )−G(xB , xA ,−t ) ∝− d

d t

(∮
∂D

G(xB , x,−t )∗G(xA , x, t )d 2x

)
, (2.6)

where G(xB , xA , t ) represents the Green’s function between xB and xA , and t denotes
time, while G(xB , xA ,−t ) is its time-reversed version. The right-hand side of the equation
shows the cross-correlations of wavefield observations at xA and xB , integrated along
sources at x along ∂D. In Eq. (2.6) the ∗ denotes the temporal convolution.

Figure 2.3 presents an example demonstrating the cross-correlation analysis per-
formed between two seismic stations across three distinct frequency bands. The
frequency bands examined include 0.1–0.5 Hz, 0.5–1 Hz, 1–3 Hz, and 3–10 Hz. The figure
showcases the results of the cross-correlation conducted over a duration of one hour, as
well as the outcomes obtained after stacking 50 hours. The cross-correlation analysis
reveals a remarkable level of stability. This is evident from the clear arrivals observed
after one hour of cross-correlation in the first two frequency bands (0.1–0.5 Hz and 0.5–
1 Hz). However, in the higher frequency band of 3–10 Hz, the results obtained from
one hour of cross-correlation exhibit significant noise. Only after stacking 50 hours of
cross-correlations, coherent arrivals can be reliably detected. An additional aspect to
note from this analysis is the concept of ambient noise directionality. In the intervals
of 0.1–0.5 Hz and 0.5–1 Hz, a peak at approximately +0.3 seconds suggests a velocity of
4.4 km/s, which is exceptionally fast for a surface wave propagating parallel to the path
between the two stations. Under a certain velocity assumption, the angle of a surface-
wave arrival with respect to the direction between the two stations can be estimated.
Moving to the 1–3 Hz range, there are two distinct wave arrivals observed at positive
times. The second arrival at approximately +2.6 s exhibits a velocity of 0.5 km/s, which
is remarkably slow for a direct surface wave between the stations. This suggests the
possibility of it being a reflected wave.

2.2.3. Radar deformation rates
InSAR-derived deformation rates are used as observables for inversion 3B in Fig. 2.1,
and are computed following the sequential inversion scheme B. Synthetic aperture radar
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Figure 2.3: Cross-correlation example for surface wave arrival. The map view shows two seismic
stations (JOKU and SODU) used in chapter 3. The cross-correlations panels show three frequency
bands (0.5–1 Hz, 1–3 Hz and 3–10 Hz) to demonstrate the difficulty in identifying the wave arrival
at higher frequencies.

(SAR) observations serve as primary input. The first scheme estimates the time-series
displacements based on InSAR The second scheme estimates the displacement rate,
which represents the volcano deformation. Below we briefly introduce the concept of
interferogram creation and the methods employed for the time series estimation.

SAR Interferometry
The SAR imaging system used in this study is a side-looking moving radar sensor on
board of a satellite (Wiley 1954; Skolnik 1980; Skolnik 2002). In Fig. 2.1 the dark blue box
represents a single SAR acquisition, also called Single-Look Complex (SLC) image. SLC
data have the finest spatial resolution and contain complex numbers from which it is
possible to derive amplitude and phase

yP = |yP | ·e jψP . (2.7)

The amplitude, |yP |, provides information on scattering characteristics of objects at the
surface. The phase ψP , of a radar resolution cell is a superposition of multiple scatterers
or quasi-random scattering elements (Hanssen 2001). The index P refers to a certain
image acquisition P (Primary), to distinguish it from Secondary (S) in the formation of
the interferogram.

A radar interferogram contains the phase difference between two SAR satellite
acquisitions. If Eq. (2.7) represents the phase of the primary image, the secondary image
will be similarly represented by yS = |yS | · e jψS . When two acquisitions are used, the
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interferogram is computed by complex multiplication,

υ= yP y∗
S = ∣∣yP

∣∣ ∣∣yS
∣∣exp( j (ψP −ψS )), (2.8)

where ∗ is the complex conjugate. The interferogram is the main input to estimate the
change in distance between the satellite and the Earth’s surface between acquisitions: if
the Earth’s surface deforms between the satellite passes, phase differences emerge in the
interferogram, expressed as modulo-2π cycles.

InSAR time-series
Persistent-scatterer time series techniques (Ferretti et al. 2001; Hooper et al. 2004;
Kampes 2005) estimate the surface displacement of coherent point scatterers (PS) in
time after coregistering many secondary images to a single primary (master) image
and extracting phase-relevant point reflections in time. Within the same context,
Berardino et al. (2002) introduced a procedure in which multiple interferograms are
generated. using subsets with small temporal and geometrical baselines, referred to
as Small BAseline Subset (SBAS) techniques. Areas selected by the SBAS technique
have different scattering mechanisms than the PS and are therefore named distributed
scatterers (DS). Hooper (2008) developed a merged approach technique using PS- and
DS-InSAR to increase the number and density of coherent points, and Ferretti et al.
(2011) introduced a methodology to use all the information from PS and DS in an
optimal manner (SqueeSAR). A comprehensive literature review and comparison of
the state-of-the-art InSAR time series methodologies can be found in Samiei-Esfahany
(2017).

2.3. The unknowns and functional model: MPS Geometry
Estimation

MPS geometry estimation is based on a modeling approach to relate observations to the
parameters of interest. These modelling approaches distinguish numerical models (e.g.,
finite-element, boundary-element, finite-difference or finite-volume), and analytical
models. Although numerical models offer the advantage of incorporating arbitrary
volcano source geometries, boundary conditions, detailed mesh parametrisation and
even reservoir properties, analytical models provide a first-order assessment of the
modelled parameters and a quick and accurate way to retrieve low residual fits (Segall
2010). Because of the mathematical simplicity and efficiency of a first-order estimation,
here we focus on analytical models through inversion procedures mimicking an elastic,
homogeneous or layered (for seismic tomography) flat half-space.

2.3.1. MPS unknowns: geometry, size and location
The unknowns are the parameters of interest x in Eq. (2.1), which describe the source
geometry, magmatic chamber shrinking and swelling, and magma migration in space.
Due to a magma reservoir, a crack, a dike, or a combination of some of these sources
aligned at different depths, pressure changes due to magma intrusions can be derived.
We use geodetic and seismology modelling methods to estimate MPS geometry, size, and
location incorporating constraints from other disciplines, cf. chapter 5.
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2.3.2. Functional Model for Ambient Noise Tomography (ANT)
Ambient noise tomography (ANT) refers to the method that uses the empirical Green’s
functions from ambient noise to image the subsurface seismic velocity structure. ANT is
an inversion problem that aims to find a velocity field from travel-time observations in
three dimensions. In this context, Eq. (2.1) can be recast as

y
f

[m×1]

= A
[m×n]

x
[n×1]

+ e
[n×1]

, (2.9)

where y
f

is the travel-time vector per frequency, A is the design matrix relating slowness

with the travel-times, x contains the model parameters, and e represents the noise in
the measurements. For each frequency interval there is an m×n design matrix A (of full
rank equal to n), where n represents the number of ray paths found for that frequency
interval and m is the number of grid cells. The number of non-zero elements in the
design matrix is dependent on the number of ray paths previously selected. Because this
inversion problem is ill-posed it requires a regularisation procedure. Here this is resolved
by applying a Tikhonov regularisation (Tikhonov 1963). The regularisation adds a new
term to the least-squares problem, also called the regularisation parameter or damping
factor. The regularisation parameter is chosen using the cross-validation approach of
Golub et al. (1979). The regularisation and the cross-validation’s implementation is
discussed in more detail in sec. 3.4 using the Torfajökull seismic network and afterwards
applied in sec. 4.2.3 for the Reykjanes Peninsula data.

2.3.3. Functional Model for MPS geometry from InSAR
Surface deformation estimates are used as observables to estimate magma chamber
geometry and depth parameters through geophysical modelling. As the Earth’s surface
inflates or deflates due to pressure changes, geodetic measurements can be used to
estimate the deformation (strain) at the volcano surface during tensile or compressive
internal forces (stress) in the subsurface. The functional model relating source geometry
to surface displacements consists of analytical expressions which can simulate different
geometries and deformation (inversion 4).

Various analytical expressions have been derived to estimate the unknown parame-
ters for volcano applications, earthquakes, and gas or oil reservoir monitoring. These
equations are mostly divided into point source models such as Mogi (1958), Yang et
al. (1988) and dislocation models such as Okada (1985). The Mogi model is one of
the most applied models to estimate the depth and size of a magma chamber. The
geometry is a point source which can approximate a spherical source if the depth is
significantly greater than the radius. Simple geometries like Mogi require a limited
number of unknown parameters, as outlined in Table 2.2.

Okada (1985) inferred one of the most used analytical expressions for surface dis-
placements for both point and rectangular sources in a half-space, and Okada (1992)
inferred the analytical expressions to estimate the internal strains due to dislocations
because of shear and tensile faults. This model is often used to estimate earthquake
fault parameters, but the same principles can be applied to volcanoes where magma
migrates through dikes on existing faults. In general, all these models start with the
assumption that the physical structure of the Earth is an elastic half-space. Besides their
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Table 2.2: Summary of commonly used functional models and corresponding unknown parameters

Functional
model

Source
shape

# unknown
parameters

Medium
assumptions

Point
(Mogi 1958)

finite
spherical

4 unknowns:
location and depth
(x0, y0, z0)
volume change δV

Elastic medium,
homogeneous,
isotropic in an
half-space

Ellipsoid
(Yang et al. 1988)

Cigar-like
prolate
spheroid

7 unknowns:
location and depth
(x0, y0, z0)
volume change δV
aspect ratio (A)
dip angle (ϕ)
strike angle (θ)

Elastic medium
half-space double
for centre of dila-
tion solutions

Sill
(Okada 1985)
(Fialko et al. 2001)

circular horizontal
crack,
penny-shaped
crack

5 unknowns:
location and depth
(x0, y0, z0)
volume change δV
radius (r )

Elastic medium
Pressurised
horizontal circular
crack

Dike
(Okada 1985)

rectangular 8 unknowns:
location and depth
(x0, y0, z0)
length (L)
Width (W )
dip angle (ϕ)
Opening
Strike angle (θ)

homogeneous,
isotropic in an
elastic half-space
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mathematical simplicity, these models require previous knowledge of some geological
parameters.

2.4. Areas of interest
Iceland is a young active system with a dynamic tectonic environment characterised
by frequent volcanic eruptions, see Fig. 2.4. The island is located between the North
American and the north Eurasian tectonic plates, which diverge along the Mid-Atlantic
Ridge (MAR). The MAR extends over Iceland, beginning from the southwest at the
Reykjanes Peninsula, continuing through the West Volcanic Zone (WVZ), and further
north into the North Volcanic Zone (NVZ). The offshore regions include the Reykjanes
Ridge (RR) to the southwest, forming part of the MAR, and the Kolbeinsey Ridge (KR) to
the north.

The extension of the MAR across Iceland occurs at the main rift faults and con-
necting transform zones link these volcano-tectonic regions. The rift zones along the
tectonic plate boundaries experience a spreading rate of ∼18–19.5 mm/year in direction
∼N(100–105)◦E ∼100◦-–105◦ (Sella et al. 2002; Sigmundsson et al. 2020). As a result,
magma fills in the cracks along these rift zones and this geological process leads to the
formation of the youngest geological features near the rift and transform zone faults.
Holocene volcanic activity in Iceland is concentrated primarily within the Neovolcanic
Zones. These encompass distinct volcanic belts: the Reykjanes Volcanic Belt (RVB),
West Volcanic Zone (WVZ), Mid-Iceland Belt (MIB), East Volcanic Zone (EVZ), and
North Volcanic Zone (NVZ). Two minor lateral volcanic belts, namely the Öræfi Volcanic
Belt (ÖVB) and Snæfellsnes Volcanic Belt (SVB), also contribute to the island’s volcanic
landscape.

At these locations, volcanic activity occurs within what is known as a volcanic system
(VS). A VS typically comprises a central volcano and associated small craters that reflect
the volcanic activity of the central volcano. These VS’s are characterised by abnormally
high temperatures extending over a width of approximately 40–50 km near the Earth’s
surface (Sæmundsson 1979; Einarsson 1991; Jóhannesson and Saemundsson 1998). The
opening of cracks and the intrusion of magma often coincide with seismic activity,
manifesting as earthquakes. The hypocenters of these earthquakes are predominantly
located at the VS’s, rift zones, and transform fault locations, as indicated by the coloured
dots in Fig. 2.4. At one of the edges of the SISZ (South Icelandic Seismic Zone), the
Torfajökull and the Eyjafjallajökull volcanoes and on the other side of the SIVZ, the
Reykjanes Peninsula VS’s are the case studies of this manuscript. These represent sites
hosting dynamic volcanic systems, extensively monitored through satellite sensors and
seismic campaigns to assess the efficacy of both approaches. This study centers on
two specific volcanoes located within the South Icelandic Seismic Zone (SISZ) and the
Reykjanes Peninsula Volcano System (VS), positioned diametrically across the SISZ.

2.4.1. Eyjafjallajökull volcano

The Eyjafjallajökull volcano is located in the southern part of the Eastern Volcanic Zone
(EVZ), outside the central zone of the Icelandic propagating rift (red dashed line in
Fig. 2.4). Eyjafjallajökull is a ∼25 by 15 km central volcano, with a 2.5 km wide summit
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Figure 2.4: Map of Iceland with tectonic features. The neovolcanic zones are filled in light-
shaded grey (Einarsson and Saemundsson 1987; Erlendsson and Einarsson 1996; Einarsson et al.
2002; Sturkell et al. 2006; Einarsson 2008; Sigmundsson et al. 2020) as a result of the MAR and
North Atlantic mantle plume. The map’s red dashed lines demarcate the plate boundary or the
propagating rift zone, the extension of the Mid-Atlantic Ridge over Iceland, while black dashed
lines delineate the transform fault system. To illustrate the region of heightened seismic activity,
the coloured dots correspond to the depth of earthquakes recorded over seven years (1995 to 2012),
primarily concentrated along the rift and transform zones. Additionally, the North Volcanic Zone
(NVZ), the Western Volcanic Zone (WVZ), the Eastern Volcanic Zone (EVZ), and the South Iceland
Seismic Zone (SISZ) are identified on the map. The black box 1 in the map locates the Torfajökull
VS at the intersection of the SISZ and EVZ, immediately north of the Katla volcano. The black box 2
locates Eyjafjallajökull, immediately west of Katla volcano and the black box 3 locates the western
Reykjanes Peninsula (WRP). The arrows show the total spreading rate of the North American plate
(mm/yr) and direction estimated from the REVEL plate motion model (Sella et al. 2002) relative to
stable north Eurasian plate.
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caldera rising to 1,666 meters which is covered by a 50–200 m thick ice cap, which
gives it its name. Eyjafjallajökull is a moderately active volcano, only erupting every
few centuries, with three historical episodes: two effusive eruptions in the years (CE)
500, 920, 1612–1613 and explosive eruptions in 1821–1823 (Gudmundsson et al. 2008).
Between eruptions, the average interval has been estimated to be 350–400 years in the
last 1500 years.

In 1992, seismicity increased at Eyjafjallajökull volcano (Sturkell et al. 2003). In 1994
and 1999, geodetic measurements using optical tilt and GPS (Sturkell et al. 2003) and
conventional InSAR (Pedersen and Sigmundsson 2006) suggested two sill intrusions.
Although the two sill intrusions were at approximately the same depth (between 4.5 and
6.5 km), the sources’ aerial extent and locations of the sources were different, indicating
that there were two magma compartments. Using InSAR time series analysis, Hooper et
al. (2009) constrained the location more accurately with estimated depths of 5.6±0.1 km
for the 1994 source and 5.7±0.5 km for the 1999–2000 source. Furthermore, Hjaltadóttir
et al. (2015) used GPS data from 1992 to 2009 and also estimated two sills associated with
the 1994 and 1999 intrusions revealing a 4.5 to 5 km deep sill model for the 1994 intrusion
and a depth of 5.0±1.3 km for 1999 intrusion.

After quiescence since the sill intrusions in 1994 and 1999–2000, and already two
decades of unrested geological activity, Eyjafjallajökull erupted in spring of 2010. This
event led to a memorable disruption of air traffic attributed to the interaction between
melted water from the glacier and the high-temperature magma and emission of fine-
grained ash into the jet stream (Gislason et al. 2011). The pre-eruptive unrest began
in June 2009 with increased seismicity and surface displacements (Sigmundsson et al.
2010). The displacements were due to magma intrusions, and the unrest culminated
in the first eruption, an effusive eruption of olivine basaltic andesite lava on 20 March
2010. The eruption occurred at Fimmvörðuháls mountain between the Eyjafjallajökull
and Mýrdalsjökull glaciers and ended on 12 April 2010. This eruption was followed by
an explosive event early in the morning of 14 April 2010 under the glacier covering the
central summit caldera, which caused the air traffic disruption until 22 May. The 2010
Eyjafjallajökull’s eruption, preceded by ∼20 years of unrest, highlighted the need for
research on the mechanisms behind moderately active volcanoes in Iceland and other
volcanoes that erupt infrequently.

2.4.2. Torfajökull volcano

Torfajökull is a central volcano located at the Eastern Volcanic Zone (EVZ) and at
the intersection of the propagating rift zone and the transform zone that connects to
Reykjanes Peninsula/ridge, see Fig. 2.4. It erupts infrequently, with only two eruptions
in the last 1200 years, the latest of which was over five centuries ago (870 and 1477 CE). It
is the largest silicic volcanic centre in Iceland, covering 450 km2 with most of its rhyolitic
lava flows having erupted sub-glacially (Tuffen 2007). Two small ice caps partially cover
the southeastern part of the large caldera of about 18×12 km. The caldera is cut by fissure
swarms stretching to the NE and SW reaching an extension of 40 km long and 30 km
wide (Soosalu et al. 2006). Gunnarsson et al. (1998) suggested that the large Torfajökull
caldera collapsed after one or more eruptions, followed by younger extrusives which
partially filled it in. These younger extrusives involve basaltic magmas mixing events
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(Larsen 1984; Blake 1984; Mørk 1984; McGarvie 1984) formed after the tholeiitic basalts.

Torfajökull eruptions happened at the central volcano and along the fissure swarms.
The Holocene eruptions are thought to be triggered by dyke intrusions from the two
neighbour VS’s which have fissure swarms intersecting Torfajökull caldera: to the west
Hekla-Vatnafjöll (direction of the transform zone) and to the northeast, in direction of
the rift zone, the Veidivötn’s (Bárðarbunga) VS (EVZ in Fig. 2.4) (Sigurdsson 1970; Saemu-
ndsson 1972). The latter occurred with tholeiiric basalts entering into the Torfajökull’s
silicic centre active (Sigurdsson 1970; Saemundsson 1972). Blake (1984) and McGarvie
et al. (1990) also conclude that the silicic and basaltic magma originating within the
flank zone was mobilised by rifting injection of tholeiitic magma from the NE tholeiitic
Veidivötn fissuring (McGarvie et al. 1990).

Low-frequency earthquakes (1–3 Hz with magnitude <2) argued to be related with
active magma movements are detected at the south-east part of the caldera, extending
downwards to about 15 km depth (Brandsdóttir and Einarsson 1992; Soosalu and
Einarsson 2004). The epicentral area of the low-frequency earthquakes coincides with
the area of highest temperature geothermal activity (> 340◦C) (Bjarnason and Ólafsson
2000). At the western part of the caldera, high-frequency earthquakes (4–10 Hz with
magnitude < 3), are located beneath the most recent eruptive sites; these earthquakes
have been related to a brittle failure of the volcanic edifice (Einarsson 1991; Soosalu and
Einarsson 1997; Lippitsch et al. 2005). Seismicity studies suggest a spherical aseismic
volume centred at 8 km depth and a diameter of 4 km (Soosalu and Einarsson 1997;
Soosalu and Einarsson 2004). Because this area is void of earthquakes, it has been
interpreted as a magma chamber location. Because of the low impedance’s throughout
this area, the current working hypothesis is that the a-seismic volume is cooling magma,
mostly solidified. Geodetic studies using InSAR and GNSS show vertical deflation of
∼12 mm/year in the west part of the volcano caldera (Scheiber-Enslin et al. 2011), also
suggesting a magma chamber contracting due to a decrease of temperature.

While the Torfajökull volcano has maintained an absence of eruptions over the past
five centuries, it has consistently displayed subsidence at linear rates spanning the
last quarter-century. Notably, the region lacks tomographic models, rendering it an
optimal setting for evaluating the effectiveness of seismic interferometric techniques.
The amalgamation of historical radar data and an existing seismic campaign conducted
in 2005, which offers an invaluable array configuration suitable for tomographic investi-
gations, underscores the Torfajökull volcano’s eminence as an exceptional site for testing
and refining both radar and seismic interferometric methodologies aimed at delimiting
magma chamber geometries.

The conjecture of lateral magma migration between the fissure swarm of the Veidi-
vötn’s (Bárðarbunga) volcanic system and the Torfajökull volcanic system provides the
backdrop for focusing both InSAR datasets on RAW images. This approach facilitates
a more comprehensive perspective over both the Torfajökull and Veidivötn’s volcanic
systems.

Despite being the largest geothermal field in Iceland, Torfajökull’s area is not subject
to production. The volcano is one of the largest geothermal areas in Iceland, with
geothermal surface manifestations covering an area of 150kg2. Some studies have
been performed to understand Torfajökull’s potential for geothermal exploitation (e.g.
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Ólafsson and Bjarnason (2000) and Palmason et al. (1970)). However, this area has also
been suggested as a UNESCO World Heritage site for its unique geological features. The
massive caldera (12x18 km) indicates the presence of a sizeable magma chamber and
is located in a unique tectonic setting at the intersection of a rift and a transform zone.
Torfajökull volcanic system is an ideal location for assessing the performance of radar
and seismic interferometric observations. First, it is an active volcanic system within a
complex tectonic setting, second due to the availability of historical satellite data and a
seismic campaign with valuable network configuration for tomographic studies over the
same period.

2.4.3. Reykjanes Peninsula

The Western Reykjanes Peninsula (WRP), located at the southwestern tip of Iceland
(Fig. 4.1) is a transitional zone between a tectonic spreading centre and a transform
zone (Pálmason and Sæmundsson 1974; Einarsson 1991; Sigmundsson et al. 2020).
At this transitional zone, an extensional component with northeast–southwest trend-
ing normal faulting, and a transform component with strike-slip faulting oriented
north–south can explain the observed displacements (Klein et al. 1973; Einarsson 2008).
Inversion from deformation measurements to fault parameters using GPS and InSAR
and microearthquake focal mechanisms studies (Keiding et al. 2008; Keiding et al.
2009) reinforce Einarsson (1991)’s results on the fracture locations and geothermal
mechanisms along the transform zone.

Reykjanes Peninsula’s tectonic setting facilitates the intrusion of magma in dikes
along the NE-SW trending area of densely spaced fissures and faults. The presence of
magmatic intrusions through dikes and fault swarms, in turn, promotes channels for
down-flow of cooler "fresh" ground water followed by and thermal up-flow at the same
locations (Franzson 1987). The high geothermal activity at the surface matches the
location of the volcano-tectonic segments of the MAR extension over Iceland (Arnórsson
1995). For this reason, Reykjanes Peninsula is an excellent source of geothermal
heat. The Reykjanes peninsula has been subject to shallow and deep drilling for
geothermal purposes, which makes it an appealing location to map the subsurface
with seismic techniques. Given the fact that deep well measurements have been taking
place at the tip of Reykjanes peninsula make it possible to correlate and calibrate the
seismic with well measurements. Under the IMAGE (Integrated Methods for Advanced
Geothermal Exploration) project framework, seismic interferometry of ambient noise
for tomographic study of Reykjanes peninsula is exploited to study further capabilities
for geothermal applications. The success of this seismic campaign has been broadly
reported (Weemstra et al. 2016; Verdel et al. 2016; Darnet et al. 2018; Toledo et al. 2018;
Blanck et al. 2019; Sánchez-Pastor et al. 2019; Martins et al. 2020).

Since 2021, Reykjanes Peninsula has been experiencing a volcanic crisis. The typical
pre-eruption uplift and increased earthquake activity, common precursors to volcanic
activity, have been measured before each recent eruption at Fagradalsfjall and Grindavik.
First, at the Geldingadalur Valley in 2021, Fagradalsfjall, significant earthquake activity
and surface deformation occurred due to magma intrusion and tectonic stress release.
However, a notable decline in seismicity and deformation just before the eruption
suggested that the magma was nearing the surface, encountering less resistance in
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the weaker crust (Sigmundsson et al. 2022). The lava, rich in MgO, indicated a deep
source, estimated to be around 17-20 km. The volcanic activity of the Fagradalsfjall
eruption continued in 2022 at Meradalir Valley, evolving predominantly through one
main crater but also with fissure formations and lava fountains reaching heights of 100-
150m. From July 112th to early August 2023, another eruption occurred close to Litli-
Hrútur volcanic fell, Fagradalsfjall, with a 200-meter-long fissure. From August 2nd
onwards, the activity has transitioned into a new phase marked by shrinking the crater
at Litli-Hrútur, decreasing lava extrusion rate, followed by a stable decline in volcanic
tremor since midnight of August 42th. The lava field extended over an area of 1.5 km2

with a total volume of 15.9 million m3 of lava released. In November 2023, a dike
intrusion developed with an extremely high inflow rate (Sigmundsson et al. 2024).
Following this event, there have been three eruptions at an approximate pace of one per
month until January. In March 2024, a more vigorous eruption occurred, with lava flows
reaching estimated rates of 1,100–1,500 m3 per second, followed by another eruption
on May 29, 2024, with lava flow rates reaching even higher levels, indicating a significant
buildup of magma beneath the surface. Ongoing magma accumulation, evidenced by
measured uplift beneath the Svartsengi-Þorbjörn area, has been a persistent concern,
indicating that more eruptions are expected to come.

2.5. Data

In this study, seismic and geodetic data sources are used, see Table 2.3.

2.5.1. Seismic data

For Torfajökull, a network of broadband seismometers is used, deployed by the Uni-
versity of Cambridge during the summer of 2005. This network of 30 Güralp 6TD
seismometers was initially installed around and inside the Torfajökull caldera by Soosalu
et al. (2006) for seismicity location purposes and tomography given the good seismic
stations distribution and density. For this study, data from 22 out of the 30 seismometers
are used, avoiding intermittent operation, GPS clock timing errors reported in seven
stations and unreliable cross-correlations detected from the interferometric processing
at one station. To ensure continuous data acquisition, the vertical component of the
22 selected stations is used, recording noise over a 100-day period from June 19 to
September 27 in 2005.

For the Reykjanes Peninsula, GFZ Potsdam and Iceland Geosurvey deployed 54
broadband seismometers on and around the Western Reykjanes Peninsula (WRP). These
included 30 seismometers placed onshore and 24 ocean bottom stations (OBS) (Blanck
et al. 2019; Jousset et al. 2017). The onshore instruments were operating from March
2014 until August 2015, while the OBS were deployed in August 2014 and collected in
2015. All equipment was collected in August 2015. In this study, the vertical component
displacements of 30 onshore seismometers (20 broadband Trillium compact sensors and
10 short-period MarkSensors) are used for a duration of almost one year and five months.
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Table 2.3: Summary of the seismic and radar data used in this study

Data type Location Sensors Temporal coverage

Seismic
Torfajökull
volcano

22 Broadband Güralp 6TD
seismometers

06/2005 – 09/2005

Reykjanes
Peninsula

20 Trillium Broadband
seismometers and 10
MarkSensors short-period
seismometers

03/2014 – 08/2015

Radar
Eyjafjallajökull
volcano

TerraSAR-X Level-1
Ascending track: 132
Descending track: 125

2009 – 2010

Torfajökull
volcano

ERS-1, ERS-2, Level-0 De-
scending track: 052 As-
cending track: 359

1993 – 2000

Torfajökull
volcano

ENVISAT, Level-0
Descending tracks: 052,
152, 324 Ascending tracks:
087, 359, 488

2003 – 2010
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2.5.2. Radar data
For the Eyjafjallajökull 2010 eruption data from one ascending and one descending track
of TerraSAR-X satellite operated by the German Aerospace Center (DLR) are used. The
acquisitions were performed in the StripMap image mode with a spatial resolution of
approximately 3 meters. Both tracks cover the eruptive period between 18 July 2009 and
1 September 2010, with images acquired every 11 days throughout the eruption (Fig. 5.2).
Winter acquisitions are not used due to snow cover and therefore to ensure summer-to-
summer coherence.

To estimate the deformation field over Torfajökull the complete scenes of six EN-
VISAT tracks are processed: three descending and three ascending modes acquired
between 2003 and 2010 as well as two ERS tracks covering the period between 1995 and
2009. The ERS processing is used only to confirm the rate of displacements in a different
period. To study the whole SISZ (South Icelandic Seismic Zone) Fig. 6.1), RAW (Level 0)
SAR images are used and refocused to Level 1 (SLC).





3
Imaging Torfajökull volcano with

ambient noise seismic
interferometry and tomography

Although most active volcanoes are continuously monitored, less is known about volca-
noes that have not erupted recently. The Torfajökull volcano in Iceland has not erupted
since 1477. However, intense geothermal activity, deformation, and seismicity suggest a
long-lasting magmatic system. In this chapter, I investigate seismic tomography using
ambient-noise seismic interferometry to generate the first seismic image of Torfajökull’s
magmatic plumbing system using one hundred days of ambient-noise data from 23
broad-band seismometers.

3.1. Introduction
Located in the eastern volcanic flank zone (see EVFZ in Fig. 3.1a) Torfajökull has, as direct
neighbours, the Hekla volcano to the west and the Katla volcano to the south, which are
among the top three most active Icelandic volcanoes (see Fig. 3.1b). Despite Torfajökull’s
infrequent eruptions, only two in the last 1200 years, ongoing seismicity, deformation,
and geothermal activity within its caldera indicate the continued presence of a still hot
magma chamber.

Low-frequency earthquakes (1–3 Hz with magnitude <2) argued to be related to
active magma movements are detected only in the south-east part of the caldera,
extending downward to about 15km depth (Brandsdóttir and Einarsson 1992; Soosalu
and Einarsson 2004). The epicentral area of low-frequency earthquakes coincides with
the area of highest-temperature geothermal activity (> 340◦C) (Bjarnason and Ólafsson
2000). In the western part of the caldera, high-frequency earthquakes (4–10 Hz with
magnitude < 3), are located below the most recent eruptive sites; these earthquakes
have been related to a brittle failure of the volcanic edifice (Einarsson 1991; Soosalu
and Einarsson 1997; Lippitsch et al. 2005). Seismicity studies reveal a spherical aseismic
volume (void of earthquakes) with a centre at 8km depth and a diameter of 4km (Soosalu
and Einarsson 1997; Soosalu and Einarsson 2004) interpreted as a cooling volume of
magma mostly solidified. Geodetic studies show vertical deflation of∼12 mm/year in the
west part of the volcano caldera (Scheiber-Enslin et al. 2011), also suggesting a magma
chamber contracting due to a decrease in temperature.

In this study, we create the first image of Torfajökull’s magmatic plumbing system
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Figure 3.1: a) Map of Iceland with tectonic features (see Fig. 2.4 here repeated for convenience).
The box in south-central of the map locates Torfajökull volcanic system at the intersection of the
SISZ and EVZ, immediately north of Katla volcano. b) Location of Torfajökull and neighbouring
volcanoes (square of a) zoomed in). The extent of each volcano and the corresponding caldera
are represented by the black polygons. The glaciers are represented by the dashed polygons and
the shadowed area represent the volcanic systems surrounding these volcanoes. Black circles and
squares locate the acausal deployed in 2005. Coloured squares around station names identify the
stations plotted in Fig. 3.2.

with ANT. We used SI with ambient noise for retrieval of the surface wave’s phase. This
is considered consistent with the spatial autocorrelation method (SPAC) (Aki 1957; Aki
1965) as shown by Yokoi and Margaryan (2008). In a volcanic setting, SPAC can be used
to estimate phase velocity curves (Nagaoka et al. 2012). The comparative study of the
two approaches (SPAC and SI) by Tsai and Moschetti (2010) also suggests that the results
of each technique can be used to benefit the other.

We aim at imaging Torfajokull’s subsurface to understand if there are low-velocity1

zones beneath or outside the volcano caldera as a result of an existing magma chamber
(molten or partially molten). Given the relatively short time acquisition of the seismic
network for passive seismic purposes, we follow a methodology that aims at retrieving
accurate surface wave phase-velocity estimations for tomographic inversion, as well as
to control the quality of the inversion results.

1In geophysics, the term "low-/high-velocity" or “velocity anomaly” has been used due to historical
convention, even though it would be more precise to call it a “speed anomaly”. Since it is widely accepted, and
everyone in the field understands that it refers to scalar wave speeds, I kept the convention. However, seismic
wave velocity anomalies refer to variations in the speed (how fast) at which seismic waves travel through
different parts of the Earth. These anomalies are typically expressed as either absolute speeds (e.g., S-wave
velocity vS = 6.2 km/s, or relative changes (e.g., velocity variation δv/v = −10% compared to a reference
model, such as PREM, or a reference model derived from the dataset). The direction of wave propagation is
known or modelled separately (ray paths, or beamforming, see sec. 3.2.4), but when we say "velocity anomaly"
we mean a change in wave speed, not the full velocity vector as for the InSAR-derived velocities.
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3.2. Retrieval of Surface Waves from Ambient Noise
From the possible seismic waves, surface waves, because these are usually the most
energetic arrivals at the surface. As an alternative to using surface waves from earth-
quakes, we extract surface waves with a high signal-to-noise ratio (SNR) using seismic
ambient noise. Since the origin of the surface waves is not known, SI by cross-correlation
allows us to retrieve the direct surface waves between pairs of receivers where one of the
receivers acts as a source and the other as a receiver. That is, we retrieve the response as
if one of the receivers from a receiver pair measures the direct surface wave — ballistic
surface wave (BSW) — that was induced by a virtual source at the other receiver. In this
section, we extract surface waves from ambient noise by using SI by cross-correlation.

3.2.1. Pre-Processing of the Ambient Noise

We used 22 of the 30 Güralp 6TD seismometers initially installed around and inside the
Torfajökull caldera by Soosalu et al. (2006) (Fig. 3.2) in summer 2005 (station metadata
listed Tab. 3.1). Although most seismometers were reported to have data recovery 100%,
seven out of the thirty stations had intermittent operating periods (starting and stopping
at irregular intervals) and were reported to have GPS clock timing errors. At a later
stage, we also excluded the STRU station from our processing because of unreliable
cross-correlations. Therefore, to avoid gaps during data acquisition, we use the vertical
component of the 22 selected stations simultaneously recording noise during a period
of 100 days (approximately fourteen weeks from June 19 until September 27). Details
on station coordinates and data gathered during the seismic campaign can be found
in Tab. 3.1.

After data acquisition, we preprocessed the recorded noise to prepare the waveforms
for retrieval of surface waves by SI (Bensen et al. 2007), e.g., to remove trends, to
eliminate instrumental irregularities and thus to enhance the broadband character of
the noise, and to suppress strong transient arrivals. The instruments have a sampling
rate of 50 samples per second, thus recording ambient noise up to 25 Hz. We remove
the instrument response by complex deconvolution for all three components of the
displacement to flatten the response down to 0.1 Hz.

We use time-domain normalisation to downweight high-amplitude arrivals (nui-
sance sources) in a continuous record by homogenising the amplitudes over a pre-
defined window length. The running-absolute-mean normalisation described in Bensen
et al. (2007), computes a running average of the absolute value of the waveform in a
normalisation time window. This normalised time window has a fixed duration of 2
seconds and weights the waveform at the centre of the window by the inverse of the
running average. The last step of the pre-processing is spectral normalisation (or whiten-
ing) with the goal of broadening the ambient-noise band for the cross-correlations.
The whitening is implemented through running-absolute-mean normalisation in the
frequency domain, with a window of 0.5 Hz.

3.2.2. Frequency Selection
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Table 3.1: Broad-band station coordinates placed at Torfajökull volcano and corresponding volume
of data gathered during the seismic campaign, Summer 2005 (Soosalu and White 2006)

Station Latitude Longitude Elevation Installed Pick-up Operation Recovered data
Name [◦N] [◦W] [m] [day] [day] [days] [%]
LAUF 63.90916 19.43146 658 09/Jun 05/Oct 117.95 100
BIKS 63.94943 19.41237 779 09/Jun 05/Oct 117.9 100
RAFF 63.96364 19.43877 911 09/Jun 05/Oct 117.86 100
KRAK 64.03248 19.37757 682 10/Jun 05/Oct 117.06 100
SATU 63.01809 19.28747 671 10/Jun 04/Oct 116.18 100
DOMA 64.03158 19.09841 652 10/Jun 04/Oct 116.18 100
BRAN 63.97903 19.04707 620 10/Jun 04/Oct 116.07 100
POKA 63.98442 19.26821 917 11/Jun 05/Oct 116.09 ∼100
HRAF 63.95618 19.21494 897 11/Jun 05/Oct 116.08 94
REYD 63.97201 19.26449 917 11/Jun 05/Oct 116.03 100
VEST 63.95115 19.31254 872 11/Jun 05/Oct 115.74 100
SODU 63.93718 19.17151 1078 14/Jun 19/Oct 127.09 100
HRAS 63.93641 19.20482 1018 14/Jun 05/Oct 113.03 ∼100
JOKU 63.92701 19.18447 1109 14/Jun 19/Oct 126.95 100
TORF 63.86405 19.24982 547 15/Jun 07/Oct 113.96 100
LJOS 63.8933 19.24454 697 15/Jun 07/Oct 113.86 100
MAEL 63.8164 19.01667 619 15/Jun 06/Oct 113.09 ∼78
KGIL 63.85869 18.97325 603 15/Jun 06/Oct 112.98 100
STRU 63.84095 18.97253 576 15/Jun 06/Oct 112.91 95
THRA 63.82057 19.19711 580 16/Jun 06/Oct 112.32 100
SVAR 63.83705 19.06336 605 16/Jun 07/Oct 112.98 ∼100
KKLO 63.87033 19.05419 655 16/Jun 07/Oct 112.93 ∼100
MAFE 63.8117 18.90571 552 16/Jun 06/Oct 111.97 100
HALL 63.97064 18.83239 601 20/Jun 06/Oct 107.78 ∼100
KIRK 63.97617 18.90944 605 20/Jun 06/Oct 107.7 ∼98
TIND 63.95618 18.74455 682 21/Jun 06/Oct 107.06 100
THOR 63.88849 18.69845 490 21/Jun 06/Oct 107.03 100
SHNU 63.8414 18.75374 591 21/Jun 06/Oct 107 100
HAUH 63.89973 19.09278 963 22/Jun 20/Oct 120.1 100
HEIT 63.90829 19.03936 971 22/Jun 20/Oct 120.05 100
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Power Spectral Density
To select the bandwidth of the microseisms, we analyse the Power Spectral Density (PSD)
of the recorded signal, which shows where the average power is distributed as a function
of frequency. We compare the measurements on stations spatially well spread over
the acausal with global measurements of ambient noise. We computed the PSD of the
selected stations and compared the PSD with the models obtained by Peterson (1993),
the New Low Noise Model (NLNM) and the New High Noise Model (NHNM).

Fig. 3.2 shows the variation of the amplitudes in different frequency bands for nine
stations on the edges and one at the middle of the acausal for day 221 of the year.

Figure 3.2: Variation of the PSD at the different selected stations for the day 220 (for station locations
see Fig. 3.1). Orange to red colours represent the northernmost stations. The stations located in the
middle of the array are shown in green, and the southernmost stations in blue, respectively. The
black lines show the lower and upper limits given by the NLNM and NHNM models.

The PSD of all the stations analyzed follows the same trend as the models except
for frequencies below 0.1 Hz, at which frequency the instruments rapidly lose their
sensitivity. The recorded noise is closer to the NHNM indicating that the area is
dominated by a high-noise level within almost all frequencies, as would be expected
given the proximity to the ocean. The amplitudes between 0.1 Hz and 1 Hz follow the
NLNM and NHNM models, reaching a peak of the higher power spectrum at double
frequency microseism (Haubrich et al. 1963). Substantial changes in the amplitude
values of particular stations occur close to 1 Hz and above. Two stations, TORF and
THRA, reach a peak of noise around 2 Hz which could be due to local geological
characteristics, perhaps connected with the local history of volcanic activity (Martins
et al. 2022). From approximately 8 Hz to the maximum recorded frequency (25 Hz),
stations DOMA, KRAK and RAFF exhibit higher levels of energy. At the DOMA station,
this is probably related to car traffic given the proximity to local roads. At KRAK and
RAFF stations it might be caused by earthquakes, which are not included in the NHNM
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model.

Spectrogram Analysis
For an overview of the distribution of the noise in frequency and time, we compute the
PSD of the whole time period for one station located in the centre of the array, station
JOKU. We divide the selected time period into 5 min windows and then compute the
PSD using the ensemble average for different segments of 11 shorter time windows. The
spectrogram for the JOKU station is shown in Fig. 3.3. We identified two bandwidths: one
between 0.1–0.5 Hz (the band) and the other between 10–25 Hz that exhibit a consistent
presence of high-amplitude noise throughout the recording period. There is a third
frequency band between 2.0–2.5 Hz which shows steady noise presence, but with lower
amplitudes.

We selected the frequency band between 0.1 Hz and 0.4 Hz not only because of
its high PSD, but also because of the depth range of the surface waves to which these
frequencies are sensitive. Within this frequency band, it is clear that the energy levels are
significant. However, in time, power does not always reach the upper and lower limits
of this frequency band (close to 0.1 Hz and 0.4 Hz), especially during the first half of the
recording time period. This means that the frequencies at the edge of the bandwidth
might not have enough energy to retrieve acceptable surface waves. Nevertheless, at
this selection stage, we are more permissive, and we select a frequency band comprising
the detected limits of high energy. In the second half of the recording time period (from
August 20 onward) the power is much higher than during the first half, most likely due
to an increase of storms in the ocean, leading to an increase of microseism generation
near the seabed.

3.2.3. Crosscorrelation and Temporal Stacking
To retrieve the surface-wave part of the Green’s function, we bandpass filter the mi-
croseisms (from 0.1 Hz to 0.4 Hz) of the ambient noise recorded during the selected
100 days, divide the ambient noise recorded at each station in portions of 1 h and
cross-correlate those portions for each station-pair combinations. To recover the BSW,
we cross-correlated the vertical components of the station pairs, averaged the cross-
correlated results over a long time period, and then took the time derivative multiplied
by −1, see Eq. (2.6). In total, we apply SI to 253 pair of stations (see Fig. 2.3 for example
between two stations and Fig. 3.4a for all the stations stacked over time).

We averaged (sum) the one-hour correlations over the chosen 100 days of recordings.
What we gain by the time averaging/stacking is a convergence of the retrieved signal
to the surface-wave part of the Green’s function. In Fig. 3.4b we see the results of
averaging 100 days of cross-correlations as a function of receiver-pair distance at positive
and negative correlated lags. Each of the vertical lines corresponds to a retrieved trace
between a certain station-pair (Fig. 3.4a).

The retrieval at positive times is an estimation of the fundamental-mode Rayleigh
wave, whereas the result at negative times is an estimate of its time-reversed variant
(Bensen et al. 2007). The arrivals at positive and negative time lags are not symmetric,
indicating that the illumination is not isotropic: the illumination from one station to
another is not the same as in the opposite direction. Fig. 3.4c, d and e show the



3.2. Retrieval of Surface Waves from Ambient Noise

3

43

F
re

q
u

e
n

c
y

 [
H

z]

Time [Days]

0     50     100

10 - 25 Hz

2 - 2.5 Hz

0.1 - 0.5 Hz

Figure 3.3: Spectrogram for JOKU station for the whole recording period (100 days) after removing
the instrument response. We recognize three frequency bands with higher power identified by the
horizontal black lines. Hours without data result in vertical blue lines spanning the entire frequency
range.

retrieved Green’s functions, band-pass filtered in narrower bands centered at 0.14,
0.28 and 0.38 Hz, respectively. The plots show well-retrieved results; however, for
short intra-station distances, the retrieved arrivals at positive and negative time lags
start interfering, resulting in less precise surface-wave arrivals. We take this into
consideration later when extracting the travel times from these waveforms.

3.2.4. Direction and Slowness of the Microseism Noise
SI requires an isotropic distribution of the illuminating sources to retrieve the complete
Green’s function (Weaver and Lobkis 2004; Wapenaar 2004; Roux et al. 2005b). However,
noise sources such as microseisms are usually characterized by preferential source
locations (Bromirski and Duennebier 2002). As a result of this directionality, the accuracy
of Green’s function estimates will be affected, which can afterward affect isotropic and
anisotropic tomographic inversions (Harmon et al. 2010).

Analysis of the time lags over the array of incoming surface-wave noise unveils the
directionality of the illumination. This information can be used to decide to use some
pair of stations and not others. If there is a lack of microseism noise travelling in a
particular azimuthal direction, the SI result for station pairs oriented in that direction
will contain an erroneous retrieved BSW. We apply a beamforming analysis to determine
the azimuthal distribution of the noise sources and also the apparent velocity of the
microseisms surface-wave noise. The procedure for beamforming can be found, for
example, in (Lacoss et al. 1969; Rost and Thomas 2002; Gerstoft and Tanimoto 2007;
Tanimoto and Prindle 2007). We used the previously selected frequency band, from
0.15 Hz to 0.25 Hz, and we apply beamforming to one entire day of recordings to see the



3

44 3. Imaging Torfajökull volcano with ANSI tomography

Figure 3.4: a) Combinations of all station pairs for retrieval of surface-wave arrivals. b) The retrieved
surface-wave arrivals at positive and negative times in the frequency band between 0.1 and 0.5 Hz.
In the abscissa represents the station-pair distance considering R the vector of distances between
each station-pair sorted by its magnitude. The ordinate represents the time, positive and negative
according to the direction of surface-wave propagation. c), d) and e) are the retrieved surface-wave
arrivals separated into three narrow frequency bands centered around 0.14 Hz, 0.28 Hz, 0.38 Hz,
respectively.
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illumination characteristics (direction, pulse structure, apparent velocity) of the noise in
a short time scale. In Fig. 3.5, we observe during day 226 (August 14), persistent stronger
noise from the NW/SE directions travelling with apparent velocities near 2.8 km/s.

00:01 – 02:59 min 03:01 –  05:59 min 

06:01 – 08:59 min 

21:01 – 23:59 min 18:01 – 20:59 min 

09:01 – 11:59 min 

12:01 – 14:59 min 15:01 – 17:59 min 

Figure 3.5: Beampower output for the day 226 (August 14) in sequential times. This output
represents three parameters: the estimated ray-parameter or derivative of travel time t t with
horizontal distance (radius), the estimated azimuth of the dominant beam (where 0◦ indicates
north), and the estimated amplitude of the dominant beam.

To obtain an estimate of the illumination over the entire 100-day period we apply
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beamforming directly to the stack of cross-correlations (Figure 4a). This procedure is
described in Ruigrok et al. (2017). The beam power results show the directionality of
stronger noise sources, which are centred around the west and south-east (Fig. 3.6a).
When selecting the primary and secondary peak after beamforming the 1-day record-
ings (Fig. 3.6b), we also found weaker sources. We identify predominant directions
from back-azimuth intervals between ∼15◦–35◦, ∼60◦–75◦, ∼90◦–180◦ and ∼210◦–300◦,
showing roughly that no microseism noise is coming from directions between 300◦ and
15◦. This shows an anisotropic noise distribution, which means that for some pair of
stations, reliable BSW would be retrieved only at positive or only at negative times. In
Fig. 3.6a) there appears to be an illumination hole between ∼210◦ and ∼220◦ degrees.
However, Fig. 3.6b) shows that weaker sources are still covering these azimuths. We
detect sufficient illumination, meaning that the BSW would be retrieved at both positive
and negative times, or at least at one of the times, which can then be used as well. For
this reason, after the beamforming analysis, we do not exclude any station pair for the
dispersion-curve extraction.
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Figure 3.6: Beamforming analysis as a function of back-azimuth and apparent velocity for
approximately 100 days over the entire seismic array using a narrower frequency band (between 0.15
to 0.25). a) Interpolation of the primary sources as a function of back-azimuth and ray-parameter.
b) Primary and secondary sources as a function of back-azimuth and ray-parameter.

As Iceland is an island, it is expected to have ocean waves coming from all directions;
however, storms, especially west and south-east of Iceland, could result in microseism
noise predominantly from these directions. The sources of more powerful noise from
the west direction are likely to be related to the polar air effect over the ocean originating
in Greenland (Båth 1953) and eventually storms between Greenland and Iceland. The
source of noise arriving from the south-east can be related to depressions heading for
NW Europe. In both cases, the estimated directions of stronger microseism noise are
consistent with the noise source locations from Stutzmann et al. (2012) for the period
band 5–7 s of data acquired during summertime.
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3.3. Velocity Variations at Depth from Surface Waves
3.3.1. Average Dispersion Curve
The average dispersion curve is estimated from the time-distance slope of the retrieved
BSWs. The average phase velocity c( f ) could be found in the time-space domain by
filtering the data in a narrow band around f and picking a best-fitting line through the
BSW’s and determining its slope by:

c( f ) = dR

dRt
, (3.1)

where R is the distance between the receiver pairs. A more robust implementation is
achieved in the wavenumber-frequency domain, where the phase velocity is estimated
from the frequency-wavenumber slope:

c( f ) = f

k( f )
, (3.2)

where k( f ) is the wavenumber function describing the BSWs.
The picking in the wavenumber-frequency domain follows the approach of the

multichannel surface wave method (MASW) of Park et al. (1998) and Park et al. (1999).
In this approach, the dispersion curve (phase velocity as a function of frequency) is
extracted from the amplitude spectrum preserving the information about the phase
spectrum (dispersion properties). Implementing a multichannel analysis has several
advantages, mainly in effectively identifying noise that contaminates the estimation of
fundamental-mode Rayleigh-wave dispersion (higher-mode Rayleigh waves, refracted
and reflected body waves, scattered and non source-generated surface waves).

From the retrieved BSWs (Fig. 3.4b), we take either the positive times or the time-
reversed negative times, depending on the side with the highest signal-to-noise ratio.
The resulting panel is transformed to the wavenumber-frequency domain. Fig. 3.7 shows
the amplitude spectrum.

For each frequency, the wavenumber with the maximum amplitude is picked,
yielding the function k( f ) and the dispersion curve from Eq. 3.2. Fig. 3.8 shows the
resulting dispersion curve as a dashed black line.

The amplitude spectrum is not affected much by aliasing. Using 232 station pairs
with maximum station-pair distance Rmax and minimum station-pair distance Rmin, the
average spacing (dR)between subsequent station pairs (npairs) is 153 m from:

dR = (Rmax −Rmin)

npairs −1
(3.3)

This spacing yields the following approximate Nyquist wavenumber (kN Y ) of 0.0032m−1

from

kN Y = 1

2dR
(3.4)



3

48 3. Imaging Torfajökull volcano with ANSI tomography

Figure 3.7: Frequency-wavenumber amplitude spectrum of the retrieved surface waves (Fig. 3.4b).
The black dots denote the wavenumber with the maximum amplitude picked for each frequency.
The picked wavenumber-frequency function is used to derive an average dispersion curve over the
array.

Figure 3.8: Average phase velocities over the seismic network. The dashed and continuous black line
are phase velocities from pickings in frequency and time domain, respectively. Coloured lines are the
phase-velocity dispersion curves of three random station pairs.
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where kN Y is significantly larger than the extent of the wavenumber axis in Fig-
ure 3.7. However, the irregularity in station distance distribution does result in spurious
mappings of the BSWs to the frequency-wavenumber domain. In Fig. 3.7, the aliased-
like features can be identified as low-amplitude frequency-shifted repetitions of k( f ).
There are no indications of higher modes or retrievals other than surface waves that are
consistent over the entire array.

3.3.2. Path Dispersion
In the time domain, we extracted the averaged dispersion curve over the paths con-
necting the different pair of stations. The picks in the time-domain are performed in
narrow frequency bands, between 0.12 Hz and 0.44 Hz, with steps of 0.02 Hz. Assuming
the filtered response to be monochromatic with frequency fi (where i ϵ [0.12, 0.4] with
the defined 0.02 step), the time domain BSW is written as a phase-shifted cosine:

u(t , fi ) = cos(2π · fi · t − 2π ·R

c
−φVS), (3.5)

where R is the distance between the two receivers, c( fi ) is the phase velocity and φVS

is the phase term of the virtual source.
The phase shift is composed of a distance term 2πR

c and a source term φVS. For
perfect illumination, the phase of the virtual source (reconstructed source) is π

4 . For
perfect illumination, the phase of the virtual source (reconstructed source) is π

4 . This
additional phase term stems from the two-dimensional wave propagation of surface
waves. For imperfect illumination and/or additional interference with spurious terms,
φVS will be a frequency-dependent deviation from π

4 . Lin et al. (2008) introduced the
parameterλ to express the phase deviation due to imperfections and coined it the source
phase ambiguity. λ and φVS are related as

φVS =π/4+λ, (3.6)

where λ is the wavelength.
Isolating the phase velocity from Eq. 3.5 yields

c( fi ) = R

t ( fi )− φVS
(2π· fi )

. (3.7)

Hence, we estimate the dispersion curve by first picking t ( fi ) from the bandpass-filtered
BSW’s and subsequently correcting for the virtual-source phase term.

To pick t ( fi ), we use the guidance from the average phase velocities using the MASW
algorithm to circumvent timing mismatches due to the interference of retrieved arrivals
at positive and negative times and to avoid picking at an incorrect cycle. Fig. 3.9 (top)
shows examples of retrieved BSWs bandpass frequency filtered using narrow bands
around fi . Due to the narrow band remaining, the signal is still somewhat localised
in time. For most frequencies and station pairs, t ( fi ) corresponds to tmax( fi ), the time
at which the maximum amplitude occurs. However, sometimes a velocity closer to the
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MASW estimate is obtained by picking the next cycle: t ( fi ) = tmax( fi )+1/ fi . In theory,
also the cycle before tmax could lead to a velocity closer to the MASW estimate. This case
does not occur for this dataset, probably due to the fact that reducing t ( fi ) in Eq. 3.7 leads
to significantly higher velocities for the small station distances involved in this dataset
(R < 40km). The travel-time picks are made after taking the time derivative of the cross-
correlations multiplied by −1, see Eq. (2.6). This differentiation is required to interpret
the interferometric result as part of a Green’s form.

Figure 3.9: Top: Travel time picking for the frequency values 0.14 Hz, 0.28 Hz, and 0.38 Hz.
Colourbar indicates the coherence of the retrieved surface waves and the black dots are the actual
pickings. Bottom: Final velocity values obtained from the picked times. We select for the
tomographic inversion only those values, which fall inside the 2σ interval (grey zone) from the mean
value (the blue line).

The quality of the retrieved BSW degrades when the inter-station distances (R) are
too short or too long (Fig. 3.4). For short distances there is interference between acausal
and causal times, and therefore we cannot pick an accurate timing. Some authors define
this minimum distance as 3λ fi (Bensen et al. 2007), others as 2λ fi (Shapiro et al. 2005a).
At larger distances, especially when the wavelength of the surface wave is shorter, direct
waves start to interfere with scattered waves. The maximum distance between station
pairs should also be set, as such scattered wave arrivals complicate the pickings of BSW
at larger distances. The thresholds we use to discard station pairs based on the minimum
and maximum inter-station distances (Ri ,min and Ri ,max) are, respectively:

Ri ,min = 2

3
λi ,0, (3.8)

Ri ,max = 2.8 ·λi ,0, withλi ,0 =
vi ,0

fi
(3.9)
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where 0.12 ≤ fi ≤ 0.4Hz with a step of 0.02 Hz, vi ,0 is the average reference velocity for
each frequency value, and λi ,0 is the wavelength obtained from the average velocity, per
frequency value. Here, we are less conservative in defining the minimum distance than
previous studies. However, we select only retrieved surface waves with high SNR and no
serious interference to allow accurate travel-time picking. The maximum distance was
defined empirically by visual inspection of the distance, where a clear identification of
the direct wave becomes problematic. We select either the causal or the acausal side,
based on the side with the highest amplitudes. We make this choice before taking the
time derivative of the retrieved SI results multiplied by −1.

In our dataset, we restrict the path-dispersion estimation to waves that travel in less
than three cycles from source to receiver, see Eq. (3.9). With this restriction, it is unlikely
that a wrong cycle is chosen when using the MASW velocity as a guide. For datasets with
larger station distances and/or for higher frequencies, there is a risk of underestimating
or overestimating the path dispersion if our approach were used.

Finally, we do an additional outlier check as a way to determine outliers that are
caused by poorly retrieved fundamental-mode Rayleigh waves or by interference of
retrieved fundamental-mode Rayleigh waves with other retrieved waves. While picking
the travel times, we discard values falling outside the 2σ deviation from the mean. In
Fig. 3.9 (top) we show the picked points (on either the causal or time-reversed acausal
interferometric result) for the different station pairs for the same three frequency values
shown in Fig. 3.4. In Fig. 3.9 (bottom) we show the picked travel-time values converted
into velocities using the intra-station distances. Below each picked point figure, we show
the corresponding 2σ confidence interval around the mean velocity value per frequency
band. After removing the outliers and applying the correction with the theoretical value
of π/4 we obtain a dispersion curve for each station pair.

Fig. 3.8 shows the phase-velocity dispersion curves for three station pairs (coloured
lines). The black lines are the average dispersion as found by averaging over all
station-pair paths. Both the average dispersion as estimated in the time domain (black
continuous line) figure and the average dispersion as estimated in the frequency-
wavenumber domain (black dashed line) show similar velocity variations. Moreover, the
first-order similarity of both dispersion curves shows that the phase-correction term we
use for the time-domain picks is a fair estimation.

3.3.3. Source Phase Estimation
As a quality measure of the illumination, we make an estimate of the frequency-
dependence of the virtual-source phase termφVS( fi ), see Eq. (3.5). For a given frequency
fi , we plot the travel-time picks t ( fi ) for multiple station pairs as a function of distance
and fit a linear function through the points. From the intersection of this line with the
time axis to( fi ) we estimate the average virtual-source phase term:

φVS = 2π · fi · to . (3.10)

Phase values closer to π/4 indicate a higher quality of the retrieved surface waves and
time picking for the respective frequency. In Fig. 3.10 we show the estimated virtual
source phase per frequency (a) and the number of ray paths per frequency (b). The
latter parameter is largely governed by the wavelength-based thresholds (Eq. 3.8 and
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Eq. 3.9). By analysing the two graphs, we can see that φVS for 0.12 Hz is more than
double the expected value. For 0.4 Hz the number of ray paths starts to decrease and
to be conservative at the limits of the frequencies, so we decided to select a narrower
frequency band of the picked travel-times, 0.16 ≤ fi ≤ 0.38 Hz, in the subsequent
tomographic analysis.
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Figure 3.10: a) Estimated phase term of the virtual-source (φVS) per frequency. The phase term of
the virtual source values are close to π

4 . Frequencies 0.3 Hz and 0.32 Hz show the second highest
variation from the expected π

4 value. b) Number of ray-paths per frequency. The lowest number of
ray paths is, as expected, at the limits of the frequency band from 0.12 Hz to 0.44 Hz.

Lin et al. (2008) describe an alternative way to estimate the source phaseλ=φVS( fi )−
π/4. Their method is based on comparisons of travel times of station triples that are
nearly aligned along the same great circle. The advantage of our method is that such
station triples do not need to be present. Our method can be implemented for more
arbitrarily array configurations. However, the requirement is that for one fi there is
enough pair of stations present to confidently fit a time-distance curve.

3.3.4. Azimuthal Velocity Variations

Using the estimated travel times, we check the azimuthal velocity variations to identify
trends or possible inconsistencies of the estimated velocities in frequency and direction.
Fig. 3.11 depicts the derived azimuthal velocity variation. There is a trend, over the
complete frequency range, of the highest speeds being near 40 degrees and near 220
degrees. The lowest velocities are between 100◦ and 170◦. Note that these azimuths are
close to the ranges where we had lower illumination (sec. 3.2.4) due to weaker sources
(Fig. 3.6b). Nevertheless, because the source-phase estimation indicates that there was
sufficient illumination (sec. 3.3.3), it is more likely that a possible anisotropy causes the
azimuthal dependence on the velocities. The inferred fast axis (30 degrees) corresponds
well with the strike of the rifting as well as the orientation of the erupted lavas on a NE-
SW fissure swarm (Ivarsson 1992).
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Figure 3.11: Variation of the phase velocity with azimuth and frequency.

3.4. Tomography
To constrain the geometry and location of the magma system beneath Torfajökull
volcano, we invert the travel-times between each station pair to estimate surface-wave
velocity variations. The following forward problem is inverted:


t t1

t t2
...

t tn−1

t tn

=


s1

s2
...

sn−1

sn



T

.


l1,1 l1,2 · · · l1, j−1 l1, j

l2,1 l2,2 · · · l2, j−1 l2, j
...

...
...

...
...

lk−1,1 lk−1,2 · · · lk−1, j−1 lk−1, j

lk,1 lk,2 · · · lk, j−1 lk, j

 . (3.11)

where t tn (n = 1, .., N ) are the travel-times previously determined for each ray, lk, j is a
matrix of the path length of the k-th ray in the j -th grid cell where k = 1, .., N ; j = 1, .., M .

This problem formulation is solved in a linear least-squares context d f =G ·m +e,
where d f is the travel-time vector per frequency, G is the design matrix relating slowness
with the travel-times, m contains the model parameters, and e is the noise contami-
nating the measurements. For each frequency value, we built the N ×M design matrix
G (of full rank equal to N ), where N represents the number of ray paths found for a
certain frequency (Fig. 3.10) and M is the number of grid cells. The number of non-
zero elements of the design matrix is dependent on the number of ray paths previously
selected. The model parameters are estimated independently for each fi .

As we are interested in slowness perturbation with respect to a background model,
we first remove the velocity at each frequency by:
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∆d f = d f −G f · s0, f , (3.12)

where ∆d are the travel-time estimated with respect to the reference velocity at fre-
quency f (the reference slowness s0, f ). The reference velocity we use in this formula
is not the velocity derived from the dispersion curve but the average velocity from the
picked travel times.

3.4.1. Tikhonov Regularization
We regularize the ill-conditioned inversion problem by adding a new term to the least
squares problem (Tikhonov 1963):

mi nx {||d −Gm||2 +µ||m||2}, (3.13)

where µ ≥ 0 is the regularisation parameter, also known as the damping factor. The
accuracy of the inversion procedure is directly affected by the choice of the regularisation
parameter (Kusche and Klees 2002). If µ is too small, the solution is contaminated by
noise as it overfits d , if µ is too large, the solution becomes smooth and it is a poor
approximation of m. To choose a reliable regularisation parameter, we use the cross-
validation methodology (Golub et al. 1979). A different regularisation parameter is
selected per frequency value as the ray paths per frequency are inverted independently.

3.4.2. Checkerboard Tests
We perform a checkerboard sensitivity test (Lévěque et al. 1993) to check the ability of
our inversion methodology to solve the geometric details for the chosen grid size of 4 km.
First, we create a regular 2-D checkerboard of opposite polarities with perturbations
over an 8 km grid and with velocity perturbations in the same range as the data.
Then we simulate the same number and combination of ray-paths as used for the
tomographic inversion. We also add noise to the modelled surface wave arrivals to
simulate realistic errors during travel time picking. Finally, we invert the simulated
data applying Tikhonov regularization with the previously estimated regularisation
parameter (µ) per frequency. Fig. 3.12 shows the simulated checkerboard velocity model
and the tomographic results. The simulated inversion can fully recover the principal
geometry of the perturbed model, especially for frequency values used in this study
(0.16–0.38 Hz), indicating a good number of simulated ray-paths and distribution of
receivers. Because we impose a regularisation parameter that decreases the variability of
the velocity values, quantitatively, the inversion result does not fully describe expected
velocity variations.

3.5. Results
3.5.1. Surface-wave Tomography
Using Tikhonov regularisation, we invert the picked travel times of the retrieved ballistic
Rayleigh waves for phase-velocity variations at depth. Prior to the depth inversion,
we first invert each frequency independently over a 4 by 4 km grid, using grid cells
crossed by at least six ray paths. We choose this resolution based on a compromise
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Figure 3.12: Checkerboard test results per frequency. Green triangles locate the stations and the black
line the caldera, both at the surface.
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between a desirable high spatial resolution and a threshold of at least five ray-paths per
grid cell. Fig. 3.13 shows the Rayleigh wave phase-velocity variation maps for different
frequencies.

Figure 3.13: Tomographic results for different frequency values representing variations of velocity
with respect to a reference velocity. Blue and red denote higher and lower velocity, respectively. The
black line indicates the caldera outline, the green inverted triangles are the location of the seismic
stations at the surface. The green and black arrows indicate low-velocity and high-velocity features,
respectively. The crosses locate the areas of lower velocities within the caldera outline. White areas
locate grid cells where the number of ray-paths is not enough to estimate a constrained velocity
variation.

The inverted results show velocity variations that reach up to 15% from the average
velocity for each frequency. For display purposes, we plot the results on a scale of −10%
to 10% to highlight anomalies greater than 5% deviation from the mean velocity. The
velocity deviations vary remarkably smoothly as a function of frequency even though
each frequency is inverted individually, indicating solid travel-time picks and stable
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inversion results. In the current inversion implementation we did not take into account
anisotropic variations nor ray bending for phase-velocity estimation; therefore, the
results could eventually be improved.

3.5.2. 3D S-wave Velocity
With the following procedure, we produce a 3-D shear-velocity model(Fig. 3.14 displayed
with variations between −15% and 15%) from the phase-velocity maps. Per grid cell, we
build a dispersion curve using the phase velocity estimated from the 2-D tomographic
results at different frequencies (Shapiro et al. 2004). We individually invert a total of ∼ 50
dispersion curves using the neighbourhood algorithm (NA) in a Monte Carlo approach,
described by Sambridge (1999a) (Sambridge (1999b)a and Sambridge (1999a)b), later
implemented and improved by Wathelet (2008).

The approach follows a stochastic searching method assuming that the dispersion
characteristics of surface waves are mostly dependent on layer parametrization (depth,
thickness, and densities) and body-wave velocities (vp and vs linked by Poisson ratio).
The optimum model is the velocity depth model for which the forward-modelled
dispersion curve has a minimum misfit with the measured dispersion curve (Wathelet
et al. 2004).

As a result of the smoothness in the forward computation of the dispersion curves,
it is difficult to identify sharp velocity jumps, e.g., when stiff rocks are juxtaposed with
low-velocity zones (LVZ) at depth. To address the identification of complex boundaries,
we tried to detect different layers by first parametrising the model in three layers without
fixing depths. The boundary layer does not differ much between adjacent grid cells, but
changes between grid cells where frequency-dependent tomographic results (Fig. 3.13)
show contrast between velocity variations. This confirms irregular boundary layers
within the area of interest.

We parametrise our model into five fixed horizontal layers, allowing the velocities vp

and vs to change with depth within these layers. We assign an ample interval for the
vp input velocities (∼4000m/s between the lower and upper bounds) allowing a higher
range of solutions and because the presence of rigid rocks can influence vs as reported
by Wathelet (2008). We assumed a fixed density of 2600kg /m3, a varying Poisson ratio
between 0.24 and 0.28, and estimated the S-wave velocities from two independent runs
with different boundary layers. We run the model first for depth limits between 1.5km
and 5.5km and then for depth limits between 2km and 6km, both with 1km vertical
resolution. For each of the runs, the methodology we follow is similar to that of Kao
et al. (2013) and Mordret et al. (2014). Per grid cell, from a total of ∼30000 models, we
choose the depth model with minimum misfit. In Fig. 3.14 we show the variations of
the S-wave velocity with reference to a 1-D velocity model (the mean of the estimated
velocities per depth) for the two model runs (a, c, e, g and i are the result of the first
run and b, d, f, h, j of the second run). The reference 1D velocity model (asterisks in
Fig. 3.14 k) is the average of all grid cell inverted models. To check the quality of the
reference velocity model, we compare two other 1D S-wave velocity models. The first
is the model with the minimum misfit using all the dispersion curves as targets with
the corresponding parameter space and inverting for a single average dispersion curve
(circles in Fig. 3.14 k). The second is the 1D velocity model obtained by Lippitsch et al.
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Figure 3.14: 3-D shear velocity model of the waves velocity variations w.r.t. an average 1-D
velocity model at depth. Blue and red denote high and low velocity, respectively. The filled black
line represents the caldera outline at the surface, the green inverted triangles are the location of
the seismic stations at the surface. Black dots represent high-frequency earthquakes, while red
diamonds low-frequency earthquakes. The green and black arrows indicate low-velocity and high-
velocity features, respectively. Figure k) shows the average velocity profiles at depth from three
sources. The average of all the grid-cells per depth, which is the reference average for which the
anomalies are plotted (asterisks). A velocity model derived using all the dispersion curves and the
adopted parametrization (circles). And the 1D S-wave velocity profile from Lippitsch et al. (2005)
over Torfajökull.
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(2005) for the same area with a different seismic campaign (Fig. 3.14k identified by the
black line). The first shows no difference between the two parameter spaces, meaning
that the model derived with the minimum misfit using all the dispersion curves as targets
is exactly the same for the two model runs. This model also has estimated velocities
lower than the mean of all the dispersion curves for all depths. The adopted reference
velocity model (Fig. 3.14k identified by asterisks) shows a remarkable fit for most depths
with the 1D model of Lippitsch et al. (2005).

Fig. 3.15a and b depict the standard deviation of the estimated velocity of the best
10% models at each grid cell. The maximum velocity standard deviation detected is
of 146 m/s at 2.5 km depth (Fig. 3.15a) in an isolated pixel on the periphery of the
model. This corresponds to ∼5 % from the mean velocity at the same depth. Most of
the standard deviation values are on the order of 20 m/s, approximately between ∼0.5
% and ∼1 % depending on the analysed depths. The standard deviation from the best In
the same figure we show an example of a dispersion curve with the corresponding 30000
models misfits and the final selected model with the minimum misfit. The dispersion
curve that serves as an example is the grid cell identified in a) by a red vertical line.

Figure 3.15: a) and b) standard deviation of the velocity estimated from the 10% models with lowest
misfit for the depths [1.5 km, 2.5 km, 3.5 km, 4.5 km, 5.5 km] and [2 km, 3 km, 4 km, 5 km, 6 km],
respectively. c) and d) shows the input dispersion curve and depth velocity of a grid-cell (red line in
a) with the corresponding 30000 models and misfit. The black line in c) and d) locates the model
with minimum misfit.
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3.6. Discussion
3.6.1. Quality Control
The quality of tomographic inversion depends on the three fundamental properties of
the data and their interdependence: the noise in the observations, the seismic network
configuration, and the model resolution.

The way we deal with noisy observations is by rejecting them throughout the whole
processing chain. We selected the microseismic frequency band with the highest SNR.
After the cross-correlation, we make sure that we have used high-amplitude microseisms
noise to retrieve coherent causal or acausal surface waves. Using the most reliable
waveforms from the cross-correlation, we perform the travel-time picking avoiding too
long or too short intra-station distances (Eq. 3.8 and Eq. 3.9). First, we compute an
average dispersions curve before picking station-pair dispersion curves. In an initial
approach, we use MASW to deal with a suboptimal seismic network configuration
towards seismic tomography applications (our array is slightly skewed in the NW-SE
direction), as well as to address local noise sources, scattered waves and correct phase-
ambiguity estimation. In a second approach, we use MASW results to guide the time-
domain picking. As we see a degradation of the dispersion measurements related to
the spacing of the array above and below certain frequencies, we narrow the frequency
band used from 0.1–0.4 Hz to 0.14–0.38 Hz. After the travel-time picking, we only select
the velocity variations within 2σ from the mean to avoid noisier observations and picks
made on an erroneous cycle. During the travel-time picking process, we estimate the
surface-wave phase velocity term from the estimated pickings instead of assuming the
derived π/4 value (Snieder 2004). In this way, we have a measure to validate, using all the
travel times per frequency, how the estimation reproduces the expected π/4 phase shift.
We remove the frequency values for which this estimation is far from the expected value,
for example for the travel-times measured at 0.14 Hz.

The resolution of tomographic results depends primarily on the wavelength of
the signal (v/ f where v is the velocity of the seismic wave). At higher frequencies,
the modelled results extract more detail, whereas at lower frequencies, the results
are smoother. The regularisation during the inversion automatically deals with this,
as we can see that the results for lower frequencies are more smeared. The other
parameter on which the resolution is dependent is the number of ray-paths covering
a particular area. We used a regular grid of 4 km, and the ray coverage was more
than sufficient to invert the slowness for this resolution, as shown by the checkerboard
test. The ray-path count is much higher within the caldera outline, indicating that the
estimation is more redundant. Due to the number of ray paths, the degradation of
the dispersion measurements and the performance of the checkerboard for different
depths, we decided to remove the edge frequencies (0.12 Hz, 0.14 Hz, and 0.40 Hz) for
the inversion to S-wave velocities as we have less confidence in the inverted results for
these frequencies.

Because we are dealing with ambient noise interferometry, another component can
worsen the quality of the travel-time estimation before inversion — the direction of
the ambient noise with respect to the orientation of a station-pair combination. We
addressed the topic of surface wave directionality in sec. 3.2.4, where it does not seem to
be an issue for this data set.
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3.7. Conclusions
We applied surface-wave tomography to Rayleigh waves estimated with ambient noise
seismic interferometry to the image of the subsurface of Torfajökull volcano. We applied
this methodology using only 100 days of ambient noise data but with an approach that
relies on a solid quality selection of inter-station travel times and reliable phase-velocity
estimation from retrieved surface waves. We removed frequencies for which the best-
fitting phase term of the virtual source does not come close to a physical source term.
We successfully detected velocity variations between approximately 1.5 km and 6 km
depth, with a horizontal resolution of 4 km.

North-east along the caldera outline, we identified high-velocity structures that
might correspond to cold (rhyolitic) dikes. Outside the caldera, to the southwest and
east, there are low-velocity anomalies that may indicate the presence of warm bodies.
Although we detect low-velocity anomalies inside the caldera deeper than 4 km depth,
the low anomalies outside the volcano caldera are more prominent. As none of the
identified features resembles a hot, established magma chamber beneath the caldera,
we suggest that if a crustal magma chamber does exist beneath Torfajökull’s caldera, it
must be located below 6 km depth. However, the shallowest part of it may, however, start
from 3.5 km depth onward, as suggested by the detected low-velocity anomalies inside
the volcano caldera. Our results suggest new opportunities for applying ambient-noise
seismic interferometry even to short acquisition-time campaigns, especially in ocean-
noise-prone areas like Iceland.





4
3D S-wave velocity imaging of

Reykjanes Peninsula
high-enthalpy geothermal fields
with ambient-noise tomography

In addition to MPS characterisation of active volcanoes, ambient noise techniques are at-
tractive for geothermal applications, which require economic subsurface characterisation
and monitoring while avoiding shooting. This attractiveness holds especially in areas like
Iceland, where the microseism illumination seems excellent for ambient noise applica-
tions, as shown in the previous chapter. Although ambient noise correlation techniques
have been recently explored for geothermal operations, ambient noise tomography is still
poorly used at the operational level because of resolution limitations and imaging depths.
In this chapter, I produce a 3D S-wave tomographic image over the western Reykjanes
Peninsula high-enthalpy geothermal fields using 30 broadband stations operating for
approximately one-and-a-half years.

4.1. Introduction
The seismic tomographic image obtained in the course of this chapter was estimated
from a seismic campaign developed under the European-funded program Integrated
Methods for Advanced Geothermal Exploration (IMAGE). The Jousset et al. (2017)
tomographic study confirms the previous results of Bjarnason et al. (1993) and of
Tryggvason et al. (2002) in the same area with enhanced details around well locations.
The authors interpret the low-ratio anomaly of compressional- over shear-velocity as
being due to the absence of a sizeable magmatic body at the tip of Reykjanes Peninsula,
which was confirmed by Friðleifsson et al. (2018).

The unexpected drilling into a magma source in Krafla in 2009 highlighted the need
to explore high-resolution imaging techniques as a complement to current measure-
ment methods and to improve the existing ones. Seismic tomographic techniques and
recent advances using ambient noise-based methodologies can play a role in assessing
the necessary depth and resolution information and in constraining other geophysical
estimations. In this regard, ambient noise seismic interferometry (ANSI) techniques
can offer additional advantages by avoiding the cost of active seismic methods (which
makes ANSI techniques economically more attractive) and circumventing limitations
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Figure 4.1: Map of WRP seismic campaign, faults, fractures and location in Iceland. a) WRP
coastal outline. The green triangles denote the onshore broadband stations. The red dots identify
wellsheads in Reykjanes geothermal fields, and the black lines the identified faults and fractures in
the vicinity of the geothermal production areas. The squares locate high temperature areas (mapped
by the Icelandic GeoSurvey ISOR (Guðnason 2014)) from west to east, Reykjanes (R), Eldvörp (E),
Svartsengi (S), of which the red squares indicate the location of the two existing power plants. b)
Icelandic coastal boundary with Reykjanes peninsula within the red rectangle (here repeated for
convenience,see legend in Fig. 2.4).

such as the limited number of earthquakes and irregular earthquake distribution. The
straightforward data acquisition and theoretical concepts, extended from 1D media
(Claerbout 1968) to arbitrarily heterogeneous 3D media by Wapenaar (2004), make
ANSI attractive for tomography applications. The ANSI concept relies on a virtual
source that is generated at the location of one of the two receivers by cross-correlation
and summation of (noise) recordings from surrounding ambient noise sources. The
tomographic results are subsequently derived from Rayleigh (or Love) waves retrieved
between the virtual sources and the receivers. The number of applications of ambient
noise tomography (ANT) studies has increased in recent years, especially in Iceland
((Obermann et al. 2016; Benediktsdóttir et al. 2017; Jeddi et al. 2017; Green et al.
2017) and chapter 3 in this thesis). Along with the direct advantage of characterising
the subsurface within the depth range of Icelandic geothermal operations, ANT can
contribute to constraining other geophysical measurements or interpretations that have
previously been acquired over the same area and vice versa. ANT can be used to improve
a subsurface image with complementary seismic studies ((Verdel et al. 2016; Blanck et al.
2019; Jousset et al. 2017)).

In this study, I derive a 3D S-wave velocity tomographic image of the WRP’s sub-
surface by applying ANT to the seismic survey deployed under the IMAGE project
framework. On top of assessing the reliability of the retrieved dispersion curves, I devote
particular attention to the model resolution given the deployed network configuration
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and to obtain results that allow one to constrain other geophysical measurements.

4.2. Data and Methodology
Within the IMAGE project framework, the German Research Center for Geosciences
(GFZ Potsdam) and Iceland Geosurvey (ISOR) deployed 54 broadband seismometers
on and around the WRP. Of these, 24 are ocean bottom stations (OBS), and 30 are
seismometers placed onshore ((Blanck et al. 2019; Jousset et al. 2017)). The onshore
instruments were operating from March 2014, and the OBS’s were placed in August
2014 (see Tab. 4.1 for instrument details). All equipment was collected in August
2015. The OBS deployed during the IMAGE project were not used in this study due
to a phase shift in the instruments (Weemstra et al. 2016). We used the 30 onshore
3 components seismometers (20 broadband Trillium compact sensors and 10 short-
period MarkSensors) with a corner frequency as low as 0.005 Hz and a sampling rate
of 200 Hz for a duration of almost one year and five months. We only use the vertical-
component displacements and to reduce computation time, we down-sampled the
records to 25 samples per second (Nyquist of 12.5 Hz).

Figure 4.2: Illustrative processing-chain flowchart. Each step is identified with the corresponding
reference or figure of this study.

The applied methodology follows the integral processing approach of Martins et al.
(2019) and the processing chain is depicted in Fig. 4.2 with a division between the data
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processing and inversion schemes (identified in Fig. 4.2 by the orange and green dashed
squares, respectively). We divide the processing chain into two steps: data processing of
the retrieved surface waves and the inversion procedure. The pre-processing includes
deconvolution of the instrument responses, spectral whitening, temporal averaging
(Bensen et al. 2007) and frequency filtering. The next step is Empirical Green’s Functions
(EGF) retrieval with seismic interferometry. The tomographic inversion scheme makes
use of the estimated Ballistic Surface Waves (BSW) arrival times from the EGF to
estimate frequency-dependent spatial velocity anomalies. Finally, we estimate the
depth-dependent 3D S-wave velocity anomalies.

In the rest of this section, we describe the data pre-processing, EGF retrieval, BSW
arrival time picking, tomography, and inversion to S-wave velocity. Between these
steps, we perform quality checks to ensure that: 1) the signal-to-noise ratio is high
enough to allow acceptable surface-wave arrival time estimation. 2) The illumination
is sufficiently uniform (taking into account that a lack of causal illumination can be
compensated by the acausal part of the cross-correlated signal). 3) The estimated time
picks are consistent. 4) Smooth velocity variations between the tomographic frequency
dependent results while inverted independently, and 5) We are choosing the most
appropriate resolution.

4.2.1. BSW From Cross-correlations
The instrument response is removed by complex deconvolution, after which we apply a
spectral domain normalisation (i.e. whitening) (Bensen et al. 2007). We extract coherent
EGFs between 0.1 and 0.5 Hz after a spectrogram examination of the ambient noise.
This bandwidth is dominated by the microseisms. In the raw spectrogram (Fig. 4.3 a) we
identify a higher time-dependent (seasonal) power spectral density (PSD) band around
0.2 Hz. In the same figure, the sharp lines covering the entire frequency spectrum with
large PSD mark the occurrence of earthquakes. The seasonal effect with increased PSD
from mid-August to April (top Fig. 4.3) occurs due to the higher number of ocean storms
and larger waves in autumn and winter (Ardhuin et al. 2011). From the spectrograms we
see that there is sufficient energy up to 0.8 Hz.

We computed the cross-correlations per hour and stack the computed cross-correlations
using approximately one year and five months of recorded seismic data. Fig. 4.4 shows
the resulting EGF’s obtained between the 435 unique station pairs, using data between
0.1 and 0.5 Hz. The extracted EGF’s are highly coherent and show a non-symmetrical
(in amplitude) ’V’ shape of the BSW arrivals indicating, as expected, a non-isotropic
azimuthal distribution of ambient noise sources (Froment et al. 2010).

Strictly speaking, the retrieved BSWs only coincide with the surface wave part of the
Green’s function and its time-reversed version under the condition that (i) the receiver
pairs are illuminated uniformly from all angles (Wapenaar and Fokkema 2006), (ii) a
single surface wave mode dominates the recorded ambient vibrations (Halliday and
Curtis 2008), and (iii) the medium is lossless. In practice, and therefore also in our case,
these conditions are not fulfilled, leading to deviations of the extracted surface wave
velocities from the true surface wave velocities, (e.g., (Tsai 2009; Froment et al. 2010)).
If the illumination pattern is sufficiently uniform over an angle-range of at least 180
degrees, it suffices to use only the causal or acausal BSW. It has been shown that this
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Table 4.1: IMAGE Seismic Network over Reykjanes Peninsula — broad-band station coordinates
placed on Reykjanes Peninsula Seismic Network from IMAGE Project http: // www. image-fp7.
eu

Station code Latitude [◦N] Longitude [◦N] Sensor
BER 63,818466 -22,562944 Trillium Comp
EIN 63,856934 -22,619266 Trillium Comp
GEV 63,828094 -22,466464 Trillium Comp
HAH 63,928601 -22,638602 Trillium Comp
HAS 63,882949 -22,715219 Trillium Comp
HOS 63,947675 -22,089654 Trillium Comp
KEF 64,016213 -22,627548 Trillium Comp
KUG 64,009625 -22,139352 Trillium Comp
LFE 63,883868 -22,535548 Trillium Comp

ONG 63,818635 -22,727764 Trillium Comp
PAT 63,953996 -22,532067 Trillium Comp
PRE 63,886239 -22,633336 Trillium Comp
RAH 63,852855 -22,567946 Trillium Comp
RAR 63,825801 -22,678328 Trillium Comp
RET 63,806745 -22,700812 Trillium Comp
SDV 63,821768 -22,633443 Trillium Comp
SKG 63,863371 -22,32921 Trillium Comp
SKH 63,904584 -22,414933 Trillium Comp
STA 63,854302 -22,697544 Trillium Comp
SUH 63,852128 -22,502155 Trillium Comp
ARN 63,862844 -22,04607 Mark sensor
HOP 63,845073 -22,39242 Mark sensor
KHR 63,832367 -22,596432 Mark sensor
KRV 63,812744 -22,660527 Mark sensor
MER 63,883236 -22,228253 Mark sensor
NEW 63,932983 -22,385217 Mark sensor
SKF 63,811912 -22,687761 Mark sensor
STF 63,913445 -22,547067 Mark sensor
STK 63,899571 -22,697866 Mark sensor
VSR 63,873686 -22,588137 Mark sensor

http://www.image-fp7.eu
http://www.image-fp7.eu
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Figure 4.3: Power spectral density (PSD) of the recordings (April 2014 - August 2015) by the station
EIN located in the centre of the seismic network. Power spectra are averaged over four hours
and 1.38 × 10−3 Hz. a) shows the (non-normalized) PSD and b) the power spectra individually
normalized (i.e., with respect to the maximum power in a four-hour period). Black bars indicate
no data acquisition.

still allows us to obtain meaningful tomographic (surface wave) images (e.g., (Shapiro
et al. 2005b; De Ridder et al. 2015)).

Fig. 4.5 a), b) and c) show three of the filtered EGFs around 0.18 Hz, 0.28 Hz and
0.38 Hz, respectively, and cross-correlations filtered with a small frequency window
around specified frequency values (±0.01 Hz). The coherent ’V’-shaped wave pattern
of the BSW indicates that it is well possible to pick arrival times. From Fig. 4.5, we can
recognise that lower frequencies travel faster. Moreover, it can be seen that at short
interstation distances there is interference between the BSW at causal and acausal times.

We estimate the azimuthal directions of the illumination, using a beamforming
analysis applied to the cross-correlation results (Ruigrok et al. 2017). Fig. 4.5 shows the
beamforming results (d, e and f) for three frequency bands covering the highest SNR of
the BSW bandwidth [0.16,0.22], [0.22,0.32] and [0.32,0.44], respectively. Persistent BSW
arrive within most directions of three azimuthal quadrants, between 90◦ and 360◦. In
addition to the backazimuth, the beamforming also yields the horizontal ray parameter
(inverse of the velocity for surface waves) of the incoming waves.
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Figure 4.4: EGF with ambient noise seismic interferometry applied to vertical-component
data. Each seismic trace corresponds to a station-pair combination ordered by interstation
distance. Forming unique station pairs with 30 broad-band stations results in 435 seismograms.
Approximately 1.5 years of data Fig. 4.3 was used between 0.1 and 0.5 Hz.

The beamforming results indicate that no station pair should be dropped because
of the lack of illumination. The quadrant lacking surface wave arrivals (between 0◦ and
90◦) can be compensated for by the opposite quadrant (between 180◦ and 270◦). These
results are in agreement with similar analyses in Iceland for the three analysed frequency
bands (Stutzmann et al. 2012; Martins et al. 2019).

4.2.2. Surface-wave Phase Velocity Picking
The high coherence of the BSW between adjacent inter-station distances (Fig. 4.4) allows
us to estimate well the timing at local maxima of the correlation waveform (considered
to be the correct phase cycle). To obtain individual (i.e. per station pair) phase-
velocity estimates, we first extract an average phase-velocity dispersion curve for the
fundamental mode Rayleigh wave c( f ) (where f is frequency) in the frequency domain
using the multichannel analysis of surface waves (MASW) algorithm ((Park et al. 1998;
Park et al. 1999)). The average dispersion curve as a function of frequency (Fig. 4.6)
serves as further guide to avoid phase cycle jumps in the phase picking of individual
frequencies ( fi ) with a short interval around fi (where fi ∈ [0.1, 0.5] Hz). Realistic
velocities are only estimated for frequencies higher than 0.14 Hz.

Fig. 4.6 shows both MASW picking and the average phase velocity dispersion curve
(left and right panels, respectively). On top of the average phase velocity, we plot the
resulting phase velocity if different cycles were to be picked (green, red, and black
asterisks Fig. 4.6 right side). Selecting a correct cycle is straightforward with the MASW
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Figure 4.5: EGF for 3 frequency bands (top) and corresponding illumination (bottom). a), b) and c)
represent the EGF after whitening and frequency filtering around (±0.01 Hz) 0.18, 0.28 and 0.38 Hz,
respectively. d), e) and f) represent the beamforming results for three frequency bandwidths covering
the highest SNR of the BSW, bandwidth [0.16,0.22], [0.22,0.32] and [0.32,0.44], respectively.

velocity reference. For one cycle velocities are obtained that are close to the MASW
velocities. Picking the maxima of other cycles yields unrealistic velocities (Fig. 4.6 right).

We impose a threshold to withdraw station pairs with distances where too much de-
structive interference (or low SNR) occurs, with consequent loss of waveform coherence.
Higher coherent cross-correlations allow an accurate time-picking arrival. Considering

λi ,0 =
vi ,0

fi
, (4.1)

we use the frequency-dependent thresholds estimated by Eq. 3.9 and Eq. 3.8 to define
the minimum and the maximum admissible inter-station distances, respectively. The
"0" subscript refers to the reference (average) phase velocity obtained from MASW. For
each station combination, there is (potentially) a causal and an acausal BSW retrieval.
We used the BSW that has the highest amplitude. Fig. 4.7 shows the picks in the time
domain. As an additional evaluation, the figure also shows the selected outliers, the
values outside the 2σ deviation from the mean.

With estimated time picks for every fi between 0.1 Hz and 0.5 Hz in steps of
0.02 Hz, we calculate the azimuthal variation of the phase velocity. Azimuthal variations
per frequency can be seen as a quality check to detect non-smoothness of time-
picks and, in cases of success, together with sufficient illumination can also indicate
velocity anisotropy. We observe higher azimuthal velocities between 40 and 80 degrees,
approximately in a northeast–southwest direction, and lower velocities between 100 and
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Figure 4.6: Left panel: picking in frequency-wavenumber domain using MASW algorithm. Right
panel: blue filled line represents the time domain average dispersion curve as result of MASW
picking. The green, red and black asterisks show the travel-time picks (reworked to velocities) of
three random station pairs for different phase unwrapping integers. The black lines connecting the
asterisks indicate the selected phase velocity curve c( f ).

200 degrees (Fig. 4.8). Higher velocities may be correlated with the orientation of the
main faults and ridge that cut the WRP (Fig. 4.1), but more research would be required to
verify this observation. Azimuthal variations are consistent for all frequencies and have
a smooth differential from lower to higher frequencies. These also indicate reliable time
picks (the picks are made independently for each fi ). As a reference for frequency-depth
correspondence, we add to Fig. 4.8, the depth of maximum sensitivity of the Rayleigh
waves, as well as the maximum penetration depth, both as a function of frequency.

4.2.3. Tomography
Seismic tomography is an inversion problem that aims to find a slowness field from
travel-time observations in three dimensions. The forward problem can be written as:

d =G ·m +e, (4.2)

where d the data vector (or observations) containing the picked frequency-dependent
travel times; m the model vector describing the (unknown) frequency-dependent slow-
ness values of each grid cell; G is the operator matrix containing the ray path lengths
of each ray path (first dimension) through each grid cell (second dimension) and; e is a
term expressing noise.

We use the same methodology as described in chapter 3, a first-order Tikhonov
regularisation (Tikhonov 1963) to regularise this inversion problem, which minimises
the double objective function:

min
mϵRn

{||d −Gm||2 +µ||m||2} (4.3)

The term µ||m||2 denotes the norm of the model, multiplied by the so-called
regularisation parameter µi . The added objective of minimising the norm of the
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Figure 4.7: a) Cross-correlated results and corresponding time-picks for frequencies (left to right)
0.18, 0.28 and 0.38 Hz. b) Time-picks (reworked to velocities) within 2 sigma velocity variation from
the mean for frequencies (left to right) 0.18, 0.28 and 0.38 Hz

estimated parameters avoids over-fitting of the data by enforcing smoothing:

m̂ = (GT G +µI )−1GT d , (4.4)

where I is the identity matrix and where the superscript T denotes the transpose of
a matrix. We use the cross-validation methodology (Golub et al. 1979) to choose a
regularisation parameter (µ) per frequency value ( fi ). For each frequency, we start by
removing one observation t t j where t t represents the travel-time between two stations.
Then we use Eq. (4.4) to fit a solution without the removed observation (m̂ j ). We
predict the neglected travel time using the resolved m j and compare it with the dropped
observation itself: r j = d j −G j .m̂ j , where Gi lacks the row associated with the station
couple j . We perform this for all observations and sum the squares of the residuals to
check the robustness ofµi . We repeat this for multipleµ and select theµi that minimises
P = 1

n

∑n
j=1(G j m̂ j − d j )2, where n is the number of observations, i.e., the number of

station couples for which the phase velocity was estimated.
The linear tomographic inversion is repeated for different frequencies to produce

phase-velocity maps. The frequency can be approximated to depth using the theoretical
relations in Xia et al. (1999) and Haney and Tsai (2015) (Fig. 4.8 right). However,
for a more accurate frequency–depth conversion it is advised to perform a second
inversion using the Rayleigh wave sensitivity kernels (Zhou et al. 2004). This method
is described in sec. 4.2.5. As the ray paths per frequency are inverted independently,
we also estimate a different regularisation parameter per frequency value, µi and fi ∈
[0.18, 0.44] with 0.02 Hz steps. Fig. 4.9 shows the tomographic results for each frequency
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Figure 4.8: Left: Azimuthal phase velocity per frequency. Right: Estimate of the depth of maximum
sensitivity as function of frequency by both Xia et al. (1999) and Haney and Tsai (2015) theoretical
relations and the maximum penetration depth also as function of frequency.

(steps of 0.02 Hz) used for the inversion from frequency to depth. As can be observed,
the anomalies identified for each frequency are smooth compared to the adjacent
frequencies. Considering that each frequency is inverted independently, the observed
smoothness reinforces the reliability of the tomographic results.

4.2.4. Checkerboard Resolution
An adequate resolution of the model can help identify the geometries of subsurface
anomalies, which is relevant for subsurface characterisation and geothermal purposes.
We used checkerboard forward modelling to test the ability of the seismic network
geometric coverage to reproduce a simulated checker for each of the tested resolutions
versus anomaly size. We tested combinations of spatial resolutions (ranging from 1 to
4 km), and size of simulated perturbations (with perturbation sizes ranging from 2 to
6 km). As the number and spatial distribution of the ray paths changes with frequency,
we reproduce a checkerboard for each frequency fi . Similarly to the procedure for the
field-data inversion, the checkerboard inversion is done independently for each fi using
the estimated Tikhonov regularisation parameter of the field-data inversion µi . In this
section, we discuss only the lateral resolution. The depth resolution is briefly discussed
in sec. 4.2.5.

Fig. 4.10 shows some of the most relevant combinations. A feature we extract from
these figures is the capability to reproduce the simulated checker inside the area limited
by the black polygon. We define the polygon by selecting the areas with lower root mean
square error (RMS), where the vertices are locations of seismic stations. The area inside
the polygon is trensected by a large number of ray paths with varying orientations for
all the analysed frequencies. Although in some areas outside the polygon (especially
along the southwest–northeast direction), the number of ray paths suffices to estimate
slowness values, the lack of multidirectional sampling prevents accurate retrieval of
the velocity structure. The poor performance in reproducing the checker outside the
polygon is due to the broad-band seismic network configuration. Based on these results,
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we drop grid cells outside the polygon for further tomography comparison between
resolutions. For the frequency-to-depth inversion we keep the grid cells outside the
polygon if there are enough frequency values to perform the inversion. In Fig. 4.10 results
are shown for 0.18, 0.28 and 0.38 Hz as sampled examples from the used bandwidth.
However, we independently invert all frequencies from 0.18 Hz to 0.44 Hz with a spacing
of 0.02 Hz and use all of these frequencies for further inversion to depth.

The regularisation parameter (µi ) can also be a measure of how well the regularisa-
tion fits the data given the noise. A small µi can indicate that the noise contaminates the
solution as it overfits d (meaning that nearly no regularisation is applied), and a high µi

can increase the smoothness of the solution and indicate a possible (not reasonable)
estimation of m. Fig. 4.11 shows the variation of the regularisation parameter as a
function of resolution and frequency.

As higher resolutions consistently result in lower regularisation parameters for all
frequencies, we divide the regularization parameter (d x) by the corresponding spatial
resolution to provide a fair comparison ( µi

d x with 1 ≤ d x ≤ 4 km).
We see that there are no large discrepancies between the estimated regularisation

parameters at the same frequencies for different resolutions (when normalised by the
spatial resolution of each parameter). Nonetheless, between 0.2 Hz and 0.34 Hz, the
preferred regularisation parameter is approximately double the value derived from fre-
quencies between 0.16 and 0.18 Hz, and 0.36 and 0.44 Hz. The estimated regularisation
parameter seems to be higher for the frequency interval with better quality SNR and a
larger number of ray path coverage.

We invert to frequency-dependent Rayleigh wave velocity dispersion curves for
different resolutions (1, 2, 3 and 4 km) which we depict in Fig. 4.11 b. Each line represents
the tomographic result for each grid cell with estimated velocities for different grid cell
sizes (1 to 4 km). The dispersion curves are smooth for almost all frequencies, with the
exception of a few grid cells for 1 and 2 km resolution. In theory, if the ray-path coverage
was the same for each frequency, we would expect the regularization parameters to be
the same for all frequencies, indicating that the suitability of the data for use in this
inversion problem is equivalent between frequencies. The regularization parameter with
the lowest standard deviation is the one of 1~km resolution. From Fig. 4.11 we observe
that the depth-dependent velocity estimation using the 3 km resolution is the higher
resolution with monotonically decreasing dispersion curves, a requirement for phase
velocities (Liu et al. 1976). The depth-dependent velocities for 1 km resolution also seem
less noisy, with only a few dispersion curves that do not monotonically decrease.

4.2.5. Depth Velocity Estimation
We estimate the depth-dependent S-wave velocity tomography using the methodology
of Wathelet (2008), an improved implementation of the neighbourhood algorithm (NA)
described by Sambridge (1999a) and Sambridge (1999b). This estimation is another ill-
posed problem, as it relies on the inversion of smooth dispersion curves into abrupt
depth-dependent velocity changes, imposed by a given depth parametrisation. For each
estimated dispersion curve (each grid cell) we run ∼30000 inversions from which we
extract the best model with minimum misfit. We run the models to calculate the S-wave
velocity at five fixed horizontal layers, ranging from 1000 to 6000 m depth to achieve 1 km
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resolution depth. We assume a Poisson ratio that linearly varies with depth between 0.24
and 0.28 and a fixed density of 2600 kg /m3.

4.3. Results
We use the fundamental mode Rayleigh wave arrival time produced by ANSI in a
tomographic inversion scheme to obtain frequency-dependent velocities. Fig. 4.12
depicts the results of the tomography inversion for the four grid cell tested resolutions
(1 to 4 km). Positive and negative anomalies are estimated from an inverted average
velocity V0 per frequency derived from the tomographic inversion. To facilitate the
comparison of resolution results in Fig. 4.12 we show two of the 14 inverted phase-
velocity maps (from 0.18 Hz to 0.44 Hz with a 0.02 Hz spacing).

We retrieve velocity anomalies with variations with maxima around 15% from an
estimated average velocity V0. In Fig. 4.12 these variations are plotted between -10% and
10% to facilitate visualisation. All the variations above 5% are highlighted and compared
between resolutions. We observe that the location of the main anomalies does not
differ much between resolutions within the same frequencies (see red and blue circles in
Fig. 4.12), even though higher resolutions (1 km) detect smaller anomalies which lower-
resolution grid cells fail to recognise (3 and 4 km) (see sec. 4.2.4 and sec. 4.4.1 for more
details). The root mean square error (RMS), measures of imperfections between the
fit of the estimator and the data, which is lower in the tomographic results with 1 km
resolution indicating a better fit to the data. The similarity of anomaly locations between
different resolutions is especially interesting considering that each of the sub-figures is
inverted independently (with a single design matrix G and regularisation parameter for
each frequency value fi as described in sec. 4.2.3).

A comparison between both 1 km and 3 km resolution (the resolutions with smoother
dispersion curves) allows us to do an additional independent check on the inversion
to depth performance while trying to retrieve a higher horizontal spatial resolution. In
Fig. 4.13 we show the depth-dependent S-wave velocity in a 3D field estimated through
the procedure described in sec. 4.2.5. The velocity variations are shown with respect to
the average dispersion of the inverted results at each depth. We identified low- and high-
velocity anomalies with matching locations between the 1 km and 3 km resolutions. The
red and blue circles show the locations with good matches for both resolutions and the
red and blue arrows in Fig. 4.13 identify the locations where the match between the
anomalies using 1 and 3 km resolution is not good. Most of the seismicity indicated
in Fig. 4.12 occurred to the east of the investigated area.

4.4. Discussion
4.4.1. Resolution
The spatial resolution of the tomography is determined by location, the number of
seismic stations (grid spacing and seismic network aperture as a function of azimuth)
and the frequency content of the data. These parameters define the number of possible
ray paths that cross each grid cell and how well the ray paths are sampling each cell
area. Additionally, frequency-dependent interstation distance filtering (see sec. 4.2.2
for details), adds a relation between the highest achievable resolution and frequency
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bandwidth. Higher resolutions will require shorter inter-station distances for higher
frequencies while larger inter-station distances for lower frequencies. The effect on the
resolution will be the loss of ray coverage at the edge of the seismic network for high
frequencies and at the middle of the seismic network for low frequencies.

From the checkerboard tests, it seems reasonable to use 1, 2 or 3 km resolution as
the checkers are well reproduced, at least inside the defined polygon. Note that the
estimated RMS shown in Fig. 4.10 is maximized as it also takes into account the area
outside the polygon, and this bias is the same for all reproduced checkers. We observe
that preferable resolutions depend on the size of the simulated checker anomalies. The
larger the simulated anomalies, the better the checkerboard test recreates the checker.
Based on these findings, we estimate the depth-dependent velocities using the 3 km
resolution (which is the higher resolution without noisy dispersion curves), and for
1 km resolution, while dropping out the dispersion curves which are not monotonically
decreasing. The choice of inverting for two resolutions allows an additional independent
check on the consistency of the inversion from frequency to depth between resolutions.

The 1 km resolution samples a larger area around the Reykjanes geothermal field,
which is not possible to detect with coarser resolutions, which is a region of interest given
the location of most of the geothermal wells in the peninsula. However, while trying to
achieve a higher resolution, the direct-wave approximation is inherently violated, and
for resolutions below 3-4 km the quality of the velocity variation estimations may be
reduced. This implies that the direct-wave assumption only holds if the wavelength
of the waves is larger than the scale of the medium heterogeneities. Although the
observed mismatch between both resolutions (arrows in Fig. 4.13) could be due to the
anomaly size (the resolution should be higher than twice the anomaly size), this would
also only hold if the direct wave approximation did not play a role. Implications on
the deterioration of the tomographic results for resolutions below 3 km would need
further research, which is outside of the scope of this study. Therefore, we are careful to
interpret the 1 km resolution results and focus our interpretation on the 3 km resolution
tomographic image.

4.4.2. Insights on the Geothermal Fields
The retrieved S-wave velocity variations can occur as a result of wave propagation
through different geological media, specific tectonic features or rock state (solid, melting
or partial melting). Conditions such as crack alignment (isotropic or anisotropic fault
swarms), composition (e.g., relation between minerals, shale content, fluid content),
saturation (porosity, permeability, water content), pressure and temperature determine
the speed of seismic waves (Biot 1956a; Biot 1956b; Gassmann 1951).

The main contribution due to effective pressure can be observed in Fig. 4.13, the
deeper structures show higher velocities (e.g., mean velocity v0 at higher depths), since
velocity usually increases with effective pressure. However, that is not always the case.
Because effective pressure is defined by the difference between the confining pressure
and pore pressure, pore pressure determines effective pressure at the same depths. This
is under the assumption of the same confining pressure for the same depths, which is
not the case for the WRP tectonic setting (see description in sec. 4.1), as expected in a
tectonically and magmatically active site. In the study area, there are three zones of fault
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swarms (Clifton and Kattenhorn 2006): 1. within the Reykjanes (R) geothermal field, 2.
within the Eldvörp (E) and Svartsengi (S) geothermal fields 3. North of Reykjanes (R) and
Eldvörp (E).

In addition to the aforementioned contributions, in geothermal areas it is well known
that alteration in hydrothermal systems, salinity, shale content and water saturation
(O’Connell and Budiansky 1974) interfere with wave speed, as well as with changes in the
rock state (solid/melting/partial melting). Variations in fluid content and temperature
are likely to be the most determining parameters for velocity anomalies in geo- and
hydro-thermally active areas (Nakajima et al. 2001b), and while partial melting areas
might not exist, inclusions filled with H2O (Nakajima et al. 2001a) seem reasonable to
exist in the Reykjanes Peninsula. Therefore, the present study should be interpreted in
conjunction with constraints from other measurements.

The derived velocity anomalies using 3 km resolution do not cover the Reykjanes
geothermal field, preventing us from any possible interpretation. With the 1 km
resolution, the observed local low-velocity anomalies in the Reykjanes geothermal field
match the location of the intensively exploited part of the geothermal reservoir. This
could potentially indicate that the observed low-velocity anomalies might be related to
a heat source, water inclusion, or both (O’Connell and Budiansky 1974; Mavko 1980).
The same location is described by Friðleifsson et al. (2018) as the upflow area targeted
by IDDP-2 interpreted as hotter and more permeable. And a resistivity model based
on the 3D inversion of MT data (Karlsdóttir et al. 2018) indicates that the IDDP-02 well
was drilled into a low resistivity anomaly, which coincides with the low S-wave velocities
observed in Fig. 4.13 (red arrow in a to d at the location of the Reykjanes geothermal
field). However, we would need to verify the influence of the direct wave assumption for
such high resolution to be able to confirm such an interpretation.

We identified low-velocity anomalies that in volcanic areas are usually associated
with partially molten magma pockets (or reservoirs depending on their size) or highly
fractured conduit systems with possible molten rock (e.g. (Benz et al. 1996; Sudo and
Kong 2001; Villasenor et al. 1998)) as interpreted by Nakajima and Hasegawa (2003).
These anomalies are present mainly in the high-density fractured area north of Eldvörp
field (between 2 and 5 km depth) and at the location of the Svartsengi geothermal field
(between 3 to 6 km depth) Fig. 4.13 from e) to g). The geology in this area is composed of
post-glacial lavas, with late Pleistocene hyaloclastites at the location of the Svartsengi
geothermal field. At the same location of high-temperature thermal areas and high-
positive magnetic anomalies (Jakobsson et al. 1978). Given the depth of the Svartsengi
anomalies, these could be related with molten or partially molten magma pockets, which
may be the heat source of surface geothermal manifestations (e.g., the Blue Lagoon,
located within the red square of the Svartsengi geothermal field in Fig. 4.1). In the
Eldvörp geothermal field, we do not identify any low-speed anomalies within the studied
depths, but north of Eldvörp field we detect low-speed anomalies between 3 to 5 km
depth in the area of high fracture density. Franzson (1987) suggests that the dense fissure
swarm around Eldvörp provides downflow channels of cold groundwater, while within
the central part of the "swarm" an upflow of the hydrothermal system occurs along the
same fractures. The derived 3D S-wave could eventually help to support this hypothesis
with a detailed comparison with the existing borehole data from the area.
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In general, there is an increase in low velocities from west to east, indicating that the
temperature may be higher toward the interior of the peninsula. Between 4 and 6 km
depth a high-velocity anomaly appears to separate the Reykjanes geothermal field from
the remaining fields of the peninsula. The high S-wave velocity structure that might
indicate the presence of solidified rocks that have been cooled down possibly because of
the proximity of the ocean.

4.4.3. Future Applications
If we could focus on the higher resolution results of ANT, it would be possible to have
enough ray-path coverage over the Reykjanes geothermal field and interpret 3D S-wave
velocity cross-sections for this geothermal field. Here, as an example, and because the
1 km horizontal resolution results showed consistency with the 3 km resolution, we use
the 3D- S-wave velocity field with 1 km resolution results under the strong assumption
that the straight-ray approximation holds for the retrieved surface waves. Although the
assumption of direct propagation between stations holds for homogeneous media, it
may not hold for extreme velocity variations, where the waves may suffer refraction. The
practical reason to assume that direct wave propagation still holds for 1 km resolution
is to have enough coverage over the Reykjanes geothermal field and to be able to
draw possible applications of the methodology over a more studied geothermal field.
However, while the authors were conservative in not interpreting the 1 km results for
the reasons mentioned above, the derived results in the publication show a remarkable
spatial correspondence between the velocity anomalies of 1 km and 3 km resolution
results.

The 1 km horizontal and vertical resolution S-wave velocity model is presented in
Fig. 4.14 with the corresponding identified cross-sections. The extension of the model
goes beyond the polygon for the grid cells with enough frequency values to estimate
a velocity-depth profile. In the same figure, we display the identified vertical cross-
sections with the NW-SE (Fig. 4.14 a-b) and the SW-NE orientation (Fig. 4.14 c) over
the three individual geothermal fields. The longer cross-sections identify the S-wave
tomography result along the line of seismometers, outside the defined polygon, but
where some of the checkerboard tests could still be reasonably reproduced. In a general
view, the derived 3D S-wave velocity model shows higher velocity structures at the
southwestern tip of the Peninsula, and lower velocity areas towards the interior of the
Peninsula, below the Svartsengi geothermal area and between 3 and 6 km in depth (e.g.
Fig. 4.14 c1 and c3). This is generally the case except for the middle of the SW tip of the
Reykjanes Peninsula (Fig. 4.14 c1 and c3).

In Fig. 4.14 a, the observed local low-velocity anomalies in the Reykjanes geothermal
field match the location of the intensively exploited part of the geothermal reservoir.
Such spatial correspondence may indicate that the observed low-velocity anomalies
might be related to a heat source, water inclusion, or both (O’Connell and Budiansky
1974; Mavko 1980). The cross sections displayed in Fig. 4.14 (a1 to a3) show the 3D S-
wave velocities in the Reykjanes geothermal field from 1 to 6 km depth of the highly
explored area. The cross-sections from b1 to b2 cross the Eldvörp (E) geothermal field
and b3 to b4 the Svartsengi (S) geothermal field. The cross-sections from c1 to c2
cross the three geothermal fields in the SW-NE direction, and c1 only the Reykjanes
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geothermal field (R). For all the displayed cross-sections, we observe velocities lower
than outside the locations of surface geothermal manifestations. Immediately outside
the central area of geothermal exploration (Fig. 4.14 a4), the detected low-velocity
anomalies are no longer present, possibly indicating a colder system.

Surface displacements in the area of the Reykjanes geothermal field estimated from
Envisat SAR data show surface subsidence of up to 10~cm, which is correlated with
the beginning of production in the field in May 2006 (Keiding et al. 2010a). Parks et
al. (2018), used Envisat, TerraSAR-X and GNSS data to estimate the cumulative ground
displacements between 2003 and 2016. The estimated locations of the contracting
sources and depths correlate well with the low-velocity cavity imaged by ANT. The same
holds for the results of Receveur et al. (2018) using more recent deformation data from
the Sentinel-1 satellite.

This study shows the potential of ambient noise tomography as a complementary
reservoir characterization tool for field operations. From a seismic network design point
of view, the performed resolution tests can also elucidate the optimization of seismic
station locations by using the methodology of Toledo et al. (2018) extended for ambient
noise. Similarly, our results also show potential to complement the interpretation of
deformation studies over the same area by (e.g.) i. interpreting how the estimated hori-
zontal displacements of Hreinsdóttir et al. (2001) or 3D surface motion of Gudmundsson
et al. (2002) can be observed by spatial changes in S-wave velocity field as a result of shear
strain; ii—constraining the solutions on the local sources of man-derived subsidence
derived by Keiding et al. (2010b) and Parks et al. (2018)

4.5. Conclusions
We have retrieved surface waves from ambient noise for approximately one year and
five months using seismic interferometry and applied tomographic imaging of the
subsurface covering the southwestern area of the Reykjanes Peninsula. We tested
tomographic inversion with four spatial horizontal resolutions. We further inverted
to a depth-dependent S-wave velocity model the tomographic result with the highest
resolution and the resolution with more stable dispersion curves (1 km and 3 km,
respectively). We detect high S-wave velocity structures that might indicate the presence
of old intrusions that are now solidified and stiffer, or cooling-down effects due to
ocean proximity. The low S-wave velocity anomalies can be interpreted as pockets of
possible partial melt, for which the Vp/Vs ratio could give further insight. We detect
S-wave velocity anomalies with variations between −15% and 15% with reference to an
estimated average velocity between 2 and 6 km depth with 3 km of lateral resolutions and
1 km of vertical resolution. However, we refrain from interpreting the 1 km resolution
tomography as real effects, as the assumption inherent in the straight-ray approximation
could cause a deterioration in the quality of the results for higher resolutions (see
Fig. 4.14 for an overview of the 1km results cross-sections).Although the seismic network
used was not designed for ANT alone, it accommodates different seismic imaging
techniques, and the results underline the capabilities of ANSI in Iceland. Furthermore, if
the OBS deployed during the IMAGE project could be used, we would be able to extract
more subsurface information over a broader area and have complementary constraints
as a result of an increased number of ray paths and station covered area.
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Figure 4.9: Tomographic results of all frequencies for 3 km resolution. The polygon outlines the area
where there is enough ray-path coverage 4.10. In this figure the colorscale shows variations from
-15% to 15% from the average velocity per frequency. Tomographic results of all frequencies for 3 km
resolution. The polygon outlines the area where there is enough ray-path coverage
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Figure 4.10: Checkerboard test matrix for combinations of 1 km, 2 km and 3 km grid cells and
anomalies sizes between 2 and 6 km. The black polygon identifies the area in which the checker
is recovered best.
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Figure 4.11: Left: Regularisation parameter normalized by the corresponding resolution, as function
of frequency. Right: dispersion curves of the inverted surface-wave travel times for the corresponding
1, 2, 3 and 4 km resolutions identified in the left figure.
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Figure 4.12: Phase-velocity maps after tomographic inversion using 0.28 Hz (left) and 0.38 Hz
(right) for the four tested spatial resolutions with edited colour-bar between −10 and 10 percentage
deviation from the average velocity (V0). The results are interpolated to the same grid cell size for
figure comparison. Green triangles identify the seismic stations and the squares show the location
of the geothermal fields identified in 4.1. The black polygon outlines the area where there is enough
ray-path coverage to better recreate the simulated checkers of Fig. 4.10. Red ellipses identify similar
low-velocity anomalies at different resolutions in the same frequency band. Blue circles identify
similar high-velocity anomalies at different resolutions in the same frequency band.
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Figure 4.13: 3D S-wave velocity variations [%] from the average velocity (v0) between 2 and 6 km
depth. Spatial resolution tomographic inversion for all the identified depths: 1 km (left) and 3 km
(right). Velocity anomalies low(red) to high (blue). Black dots: locations of detected earthquakes
from 1993 to 2015 (IMO). Blue lines: fault system within the defined polygon. Green triangles:
seismic stations. Squares: geothermal fields (Fig. 4.1). Red circles and arrows: areas where anomalies
match between resolutions. Blue circles and arrows: no match is observed.
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Figure 4.14: 3D S-wave velocity field and corresponding identified cross-sections between 1 and
6 km depth. The model has a 1 km spatial resolution and a 1 km depth resolution. i) General
view of the 3D S-wave velocity model extension. The red line delimits the WRP coastal outline, with
an inner previously defined polygon also in red. Black triangles indicate the on-shore broadband
station locations and the black lines are the cross-sections displayed in a). The cubes denote the
high-temperature areas (mapped by ISOR) from west to east, the Reykjanes (R), Eldvörp (E), and
Svartsengi (S) geothermal fields. ii) The NW-SE location of the cross-sections displayed in a) and b)
and the location of the geothermal fields. iii) The SW-NE location of the cross-sections displayed in
c). a, b and c show the cross-sections identified in i, ii and iii and also display the geothermal field
whenever the cross-section crosses the geothermal field location.





5
The Eyjafjallajökull’s 2010

post-eruptive deformation and
MPS modelling with InSAR, GNSS

and seismic constraints

Geodetic measurements that capture volcanic events in action have become valuable
in inferring magma movements through magmatic plumbing systems at depth. Eyjaf-
jallajökull’s 2010 eruption—preceded by ∼20 years of unrest— highlights the need for
research on the mechanisms behind moderately active volcanoes in Iceland and volcanoes
that erupt infrequently. As volcanoes may erupt again, understanding the volcanic
plumbing system will not only aid in predicting when unrest will end in a new eruption,
but will also pinpoint the location around the volcano where such eruption is likely to
occur. In this chapter, I extended the previous analysis of deformation linked to the 2010
Eyjafjallajökull’s eruption by using InSAR and GNSS time series measurements over the
pre, -co and post-eruptive periods. Because robust source modelling demands mutually
coherent observations, I first cross-check between the InSAR and GNSS data sets. Once the
consistency is established, I applied a two-step modelling: (i) run a forward model of the
latest hypothesised magmatic plumbing system concept; (ii) jointly invert the InSAR and
GNSS observations to retrieve the best fit of the co- and post-eruptive magma source.

5.1. Introduction
After a period of quiescence since sill intrusions in 1994 and 1999–2000, the Eyjafjalla-
jökull volcano erupted in Spring 2010, causing the largest disruption of air traffic since
World War II (Ulfarsson and Unger 2011). The seismicity and surface displacements
induced by magma intrusions since mid-2009 culminated in the first eruptive event: an
effusive eruption of olivine basaltic andesite lava on 20 March 2010, which took place
at Fimmvörðuháls between the Eyjafjallajökull and Mýrdalsjökull glaciers, indicated by
the red star in Fig. 5.1. This eruption ended on 12 April 2010. On 14 April 2010, an
explosive event of trachyandesite took place under the glacier that covers the central
summit caldera/ indicated by the black star in Fig. 5.1. The thick black arrow in the figure
shows the location of the lava flow associated with the explosive eruption. The explosive
eruption lasted until 22 May, causing a remarkable disruption of air traffic due to the

87



5

88 5. The Eyjafjallajökull 2010 eruption: InSAR, GNSS and seismic constraints

∼0.27 km3 of tephra expelled by the volcano (equivalent to 0.18± 0.05 km3 of dense rock
equivalent (DRE) (Gudmundsson et al. 2012).

Figure 5.1: Left: Iceland map with an inset overview; the red square marks the zoomed region, the
location of the processed area with Eyjafjallajökull volcano. The background shading represents the
volcanic systems between the Eurasian and American plates, and the black polygons indicate the
volcanic centres (Einarsson 2008). Right: Enlargement of the boxed area showing a multi-temporal
RGB composition of two TerraSAR-X amplitude images used in this study. The RGB bands are
composed as follows Red= 22/04/2010, Green= 14/05/2010, Blue= 22/04/2010. Two lava fields after
the eruption at Fimmvörðuháls mountain (red star) are identified, alongside with few craters at
the summit volcano formed after the volcano caldera eruption (black star), the lava flow during
the summit eruption (black thick arrow). From this RGB composition, it is also possible to identify
the previously mapped (Jakobsson and SP 1979; Magnússon et al. 2012; Einarsson and Hjartardottir
2015) eruptive fissures with a preferential E-W orientation (black arrows) and possible faults around
the location of Fimmvörðuháls eruption (red arrows). Black hexagons identify the GNSS stations.

Significant displacements associated with magma movement in the subsurface and
seismic events before and during these eruptions are described in (Sigmundsson et al.
2010). The authors used GNSS data and individual interferograms as constraints for the
pre-eruptive period and the initial eight days of the explosive eruption. Here, we extend
the InSAR/GNSS observations to 16 months covering the pre-, co-, and post-eruptive
periods (from June 2009 to September 2010). The TerraSAR-X satellite images have a
temporal sampling of 11 days and a spatial resolution of 3 x 3 m. The continuous and
semi-continuous GNSS time series cover the same period.

In this chapter, we extend the previous analysis of deformation linked to the 2010
Eyjafjallajökull eruption by using InSAR and GNSS time series measurements over
the pre-, co- and post-eruptive periods. Our approach considers recent results from
petrological, geochemical, and seismic studies to constrain models of the complex
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plumbing system in different periods. The following subsections present the preceding
unrest and the 2010 eruption, and discuss insights from other disciplines that helped
delineate the modelling strategy adopted later in this research.

5.1.1. The 20 years of Unrest
In 1992, seismicity at Eyjafjallajökull volcano increased from previously low activity
(Sturkell et al. 2003). In 1994 and 1999, geodetic measurements using dry tilt and
GNSS (Sturkell et al. 2003) and conventional InSAR (Pedersen and Sigmundsson 2006)
suggested two sill intrusions. Although the two sill intrusions were at approximately the
same depth (between 4.5 and 6.5 km), the areal extents and locations of the sources were
different, indicating that there were two separate magma compartments. Using InSAR
time series analysis, Hooper et al. (2009) refined the investigation of the two deformation
episodes (1994 and 1999). By reducing InSAR-related error, the authors were able to
constrain the location more accurately with estimated depths of 5.6±0.1 km for the 1994
source and 5.7±0.5 km for the 1999–2000 source. Using GNSS data from 1992 to 2009
Hjaltadóttir et al. (2015) also estimated two sills related to the 1994 and 1999 intrusions,
a 4.5 to 5 km deep sill model for the 1994 intrusion and a 5.0±1.3 km deep sill model for
the 1999 intrusion.

5.1.2. The 2010 Eruption
The GNSS station THEY (Fig. 5.1) was the first station to show displacements prior to
the 2010 eruption, moving 10–12 mm southwards in mid-2009. In December 2009,
increased seismicity and GNSS rates suggested deep-sourced magma injection. Single
interferograms did not capture these displacements, as the measurements are within
the magnitude of the InSAR errors. However, the rate of deformation increased at ≥5mm
per day from 4 March until 20 March when a flank eruption opened a 500m fissure
at Fimmvörðuháls producing two lava fields (Fig. 5.1). Sigmundsson et al. (2010)
explain the observations from December until the end of February and the March
pre-eruptive deformation with two sills at different depths, together with a south-east
tilted dyke reaching to a few hundred metres or less below the surface (see 5.1 for
previously modelled sources). Based on microearthquake locations, Tarasewicz et al.
(2012a) suggest several northeast-southwest striking sub-vertical dykes at 2–6 km depth
with a lateral extent of∼6 km east-west and∼3 km north-south preceding the flank
eruption. This first eruptive period produced relatively primitive mildly alkaline basalt
and continued until 12 April (Sigmarsson et al. 2011a) with no significant deformation
until 9 April. The lack of (1) deformation for approximately 20 days while the volcano
was still erupting (Sigmundsson et al. 2010) with seismic activity at depth (Tarasewicz et
al. 2012a), and (2) relatively primitive erupted basalt (Sigmarsson et al. 2011a), suggested
that the magma was flowing directly from the Earth’s mantle (or crust/mantle interface)
into the crust, feeding the Fimmvörðuháls eruption.

Early in the morning of 14 April, the first explosive eruption started in the summit
caldera. This eruption was preceded by a one- and a half-day gap in eruptive activity, an
increase in seismic activity, and a new inflation registered at GNSS station STE2. The ice-
magma interaction during this occurrence caused the wide dispersal of ash throughout
northeastern Europe. The eruption lasted 39 days with a decaying discharge of the
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Table 5.1: Magma source models for Eyjafjallajökull associated with first detected unrest (1994) and
2010 eruption.

Date Technique Shape Depth Estimated
volume

[km] [106 m3]

1994a) Moment ten-
sor

E–W striking
dike

– –

1994b) InSAR/GNSS sill 5.5 15
1994c) GNSS sill 4.5–5 11
1999d) GNSS/Tilt mogi source 3.5± 0.6 –
1999b) InSAR/GNSS sill 6.5 25
1999c) GNSS sill 5.5±2 30±7
Until 28/2/2010e) InSAR/GNSS pre-eruptive:

Initial sill
opening

4.1–5.5 9–15

2010: Feb–Mare) InSAR/GNSS pre-eruptive:
continued
sill opening

4.7–6.0 15–20

2010: 14–12 Aprile) InSAR/GNSS pre-eruptive:
tilted dike

4.6 19-41

2010: 11–22 Aprile) InSAR/GNSS Deflation:
contracting
sill

4.2-4.9 -15 to -12

2010: 02–07 May f ) earthquake
location

Deflation:
contracting
sill

10–15 –

2010: 10 May f ) earthquake
location

seismic
swarms as
melt escapes
from sills

19 –

2010: 15 May f ) earthquake
location

seismic
swarms as
melt escapes
from sills

24 –

a)Dahm and Brandsdóttir (1997); b)Pedersen and Sigmundsson (2006); c)Hjaltadóttir et al. (2015); d)Sturkell
et al. (2003); e)Sigmundsson et al. (2010); f )Tarasewicz et al. (2012b)
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erupted magma from ±106 km/s to ±104–105 km/s until early May (Sigmarsson et al.
2011a). Only after the first summit eruption was deflation detected in the volcano’s west
flank at the GNSS stations STE2 and THEY, and no deformation was detected in the
volcano’s eastern flank at the station SKOG. Sigmundsson et al. (2010) fitted a horizontal
deflating sill at∼4.0 – 4.7 km depth using the first 8 days of InSAR and GNSS observations.

The second explosive eruption in the summit caldera started on 5 May, reaching a
maximum discharge rate of ±106 km/s and then decreased steadily until the eruption
ended, on 22 May. GNSS stations STE and SKOG measured the renewed inflation pulse
around 3–6 May, and the existing seismicity at 18–23 km depth suggested that the
magmatic system was being recharged from the mantle (Karlsdóttir et al. 2012). These
observations fit petrology studies; Sigmarsson et al. (2011a) suggested that the magma
expelled in the first summit eruption was an influx of primitive hotter magma mixed
with partial melts of the magma chamber carapace. After the residual silicic magma
body beneath the summit of the volcano was consumed, in early May, Mg-rich basalt
rose from depth and the magma became more primitive. The Tarasewicz et al. (2012b)
study on possible magma sources of deflation suggested that the progressive deepening
of seismic activity after the second eruption is due to a decompression wave propagating
down through the crust causing sequential depressurization of vertically separated
magma reservoirs. These authors supported their findings with microearthquake loca-
tions (Tarasewicz et al. 2012a) and petrology studies (Sigmarsson et al. 2011a). Tab. 5.1
summarises all the described modelled magma sources.

5.2. Data and Methodology
To assess the magma-induced ground motion associated with the pre-, co- and post-
eruptive phases, I processed TerraSAR-X StripMap data and used a regional GNSS
network. This section details the TerraSAR-X InSAR time series processing workflow
and its cross-check against the GNSS time series of continuous and semi-continuous
stations.

5.2.1. SAR data
I processed one ascending and one descending track of the TerraSAR-X satellite operated
by the German Aerospace Center (DLR) and acquired in StripMap image mode (with
a spatial resolution of ∼3m). Both tracks cover the period between 18 July 2009 and
1 September 2010, with images acquired every 11 days over the co-eruptive from the
beginning to the end of the eruption (Fig. 5.2). Outside the eruption period, the
acquisitions during winter were interrupted due to snow cover and therefore to retain
the coherence of the summer-to-summer acquisitions.

5.2.2. Interferograms
For the processing of the interferograms, I used DORIS, the TU Delft Object-oriented
Radar Interferometric Software (Kampes and Usai 1999). In the ascending mode (track
132), I used 28 images, and in the descending mode (track 125), I used 16 images. The
temporal distribution of the radar images is shown in Fig. 5.2 and further data and
processing parameters are given in Appendix A.
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Figure 5.2: Time coverage of the available images of three TerraSAR-X tracks, from 18 June 2009 to
01 September 2010. Time classification regarding the three eruptive phases: orange pre–eruptive;
red co-eruptive; green post-eruptive. Gmi where i = 1 : 6 represents the modelled magma source
geometries related with different stages of the eruption. The modelled sources Gm1 to Gm4 previously
modelled by Sigmundsson et al. (2010) are described in Tab. 5.1.

Using the precise orbits of DLR and a 25m digital elevation model (DEM) from the
Iceland National Land Survey, I corrected for the reference phase (flat earth phase) and
other geometric components of the interferometric phase,

Following the formalism of Brouwer and Hanssen (2023), the line-of-sight (LoS)
component of a three-dimensional displacement vector d = (dE ,dN ,dU )⊤ is obtained
through an orthogonal projection through:

dLoS = a⊤d = [−sinθinc sinαd −sinθinc cosαd cosθinc
]
d , (5.1)

where a is the LoS unit-vector and PLoS⊥ = a⊤ is the corresponding orthogonal projector
onto the LoS (Brouwer and Hanssen 2023).1 For the TerraSAR-X frames analysed here,
θinc = 28.14◦, αd = 347.4◦ (track 132, ascending) and θinc = 37.32◦, αd = 190.8◦ (track
125, descending). Consequently, the LoS unit vectors are

a132 = (−0.46, −0.10, 0.88)⊤, a125 = ( 0.60, −0.11, 0.80)⊤.

The LoS components of a three-dimensional displacement vector are used through-
out to project GNSS and model displacements into the radar geometry.

In general, the interferograms over Iceland are highly coherent. For this specific area,
the exceptions are as follows:

• over the ice caps.

• whenever there is snow during winter because of seasonal decorrelation.

1αd is the azimuth of the zero-Doppler plane (ZDP) at the target—not the satellite heading αh . Using αh
instead of αd introduces a range-dependent bias, as discussed by Brouwer and Hanssen (2023).
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Figure 5.3: Left figure: Interferogram covering the pre- and part of the co-eruptive phases from 03-
Sep-2009 to 25-May-2010. Right figure: Interferogram covering the pre-, co- and post-eruptive phase
from 03-Sep-2009 to 19-Jul-2010. Both interferograms are from ascending track 132.

• during the explosive eruption, covering the co- and post-eruptive periods, because
of the ash expelled and spread around the volcano flanks.

In Fig. 5.3 two interferograms show the complete deformation cycle: pre-eruption
inflation, co-eruption activity, and post-eruption relaxation. The high coherence can be
identified outside the central area of the interferograms. The central area has no obser-
vations because the summit caldera is covered by the glacier. The interferogram on the
left shows the deformation pattern during the pre-eruptive and part of the co-eruptive
phase marked by inflation, or a decrease in the satellite–surface distance between two
acquisition times, from 3 September 2009 to 25 May 2010. The interferogram on the right
covers the pre-, co-, and post-eruptive phases and shows the same inflation depicted in
the left interferogram with a superimposed subsidence due to deflation (western fringe
patterns) after the flank eruption.

5.2.3. InSAR Time Series
InSAR time-series techniques allow the picking of coherent backscattered points through
different interferograms, for which it is possible to estimate time-series of surface
displacements. I coregistered all images to a single primary acquisition (3 September
2009 for the ascending track and 14 April for the descending track), which was chosen
not only to minimize the perpendicular, temporal, and Doppler baselines to ensure
coherence stability over time (Fig. 5.4) but because it had fewer atmospheric artifacts.

The persistent scatterers (PS) selection method applied is StaMPS (Stanford Method
for Persistent Scatterers) (Hooper 2006; Hooper et al. 2007; Hooper 2008). Minh et
al. (2020) describe that StaMPS has the advantage over other Interferometric Synthetic
Aperture Radar (InSAR) time series approaches (e.g., ’Permanent Scatterers’ (Ferretti
et al. 2001) and Delft’s approach (Kampes 2005) because it does not rely on a prior
deformation model in time, it instead relies on a correlation in space (Hooper et al.
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Figure 5.4: Perpendicular baselines coloured by track. This figure illustrates the distribution of the
acquisition dates by the corresponding perpendicular baseline. The red lines represent track 132 in
ascending orbit, and the blue lines represent track 128 in descending orbit.

2004) and because of the three-dimensional phase unwrapping approach of Hooper
and Zebker (2007). Furthermore, StaMPS allows DEM error estimation, whereas other
sources of errors can be reduced by the use of filters in space and time. These
advantages of StaMPS’s approach rely on a good choice of the parameters underlying
the processing. While most of these parameters are tuned to commonly used data sets,
if different sensors are used (e.g. C-band regarding the wavelength, resolution, etc.), or
external interferences causing unwrapping errors (snow, ash, atmosphere) or even the
use of default processing parameters, the deformation estimation may be biased (see
Appendix A for further details).

PS Time Series
After interferogram generation, the error budget of the resulting interferometric phase
(Hooper et al. 2007) is given by the following:

φi
w,x =W

{
φi

Def,x +φi
Atm,x +△φi

Topo,x +△φi
Orb,x +φi

N,x

}
, (5.2)

where φDef is the difference of phase due to deformation in the satellite line-of-sight,
φAtm represents the difference of the atmospheric phase, △φTop is the residual phase
due to DEM inconsistencies or the look angle error, △φOrb is the residual phase due to
orbital errors, φN is the phase noise2.

2Here, I refer to noise as ’random noise’, or what is considered to be of nuisance contrasting with the ambient
’noise’ from chapter 3 and chapter 4 of the interferogram
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The resultant phase of this function φi
w,x for each pixel x, in a given interferogram i ,

is proportional to the effective difference in range and, therefore, will depend on satellite
geometry, topography, soil moisture, or atmospheric conditions. Therefore, the resulting
interferometric phase is the sum of all phase contributions as a function of the wrapped
phase W . φi

Def,x is the component of the deformation estimated for each point x in each
n interferogram.

Using a PS time series approach, we may reduce atmospheric effects (Hanssen 2001)
under the assumption that small arcs have a similar atmosphere and, therefore, the
atmospheric phase delays will cancel out when subtracted. However, the PS results still
present a residual term of the atmospheric phase delay. The term that describes the
remaining atmospheric phase difference can be expressed as the sum of the ionospheric
phase delay and the tropospheric phase delay with

△φi
Atm,x =△φAtmi

Ion,x
+△φAtmi

Trop,x
. (5.3)

The ionospheric phase delays (φAtmi
Ion,x

) depend on the frequency of the signal. Given

the TerraSAR-X centre frequency of 9.65 GHz, the path delay is estimated to be 2 cm for
an average Total Electron Content (TEC) (Breit et al. 2010). By default, a constant average
TEC already compensates for the delay in the ionospheric path (Breit et al. 2010).

To correct for the tropospheric component of the phase delay (φAtmi
Trop,x

), I applied

a correction described in Bekaert et al. (2015a), calculated from the data of the ERA
interim model, which contains reanalysis data from the European Center for Medium-
Range Weather Forecasts (ECMWF). The weather model is evaluated four times a day
and is interpolated with the date of radar acquisitions. Using the TRAIN toolbox (Bekaert
et al. 2015b), each SAR acquisition, both zenith tropospheric dry and wet delays, are
computed and subtracted from the final unwrapped phase.

The residual topographical error (φi
Topo,x ) is partially spatially correlated, so what

remains is the uncorrelated spatial component of this error. To estimate the uncorrelated
part of the look angle, the residual error of the look angle, it is assumed that there
is a linear relationship between the remaining look angle error and the perpendicular
baseline (Hooper et al. 2007). Because volcanic eruptions can change the volcano’s
topography, I removed the acquisitions of the co- and post-eruptive phases for the
topographic residual error estimation.

I did not apply any correction for orbital errors φi
Orb,x , under the assumption that

(△φi
Orb,x ) is insignificant for images TerraSAR-X Yoon et al. (2009).

After the applied PS processing, the error budget of each PS phase at a given
interferogram is given by the following expression:

ψi
uw,x =ψi

Def,x +△ψi
TopoUncorr,x +ψi

N,x +2πn. (5.4)

Here ψ stands for the unwrapped phase, and the terms on the right-hand side of the
equation Eq. 5.4 follow the same logic as Eq. 5.2. ψDef is the difference in phase due to
deformation in the satellite LoS, △ψi

TopUncorr,x , is the spatially uncorrelated phase due
to errors in the DEM, ψN is the interferogram phase noise and πn is the term for the
ambiguities of the wrapped phase. Since not all sources of errors in the final unwrapped
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phase can be separated from the deformation component, we estimate the remaining
source of errors stochastically in sec. 5.4.2 with a variogram model.

The interferogram coherence in Fig. 5.3 looks good due to the clear observed fringes,
except for the glacier area surrounding the volcano caldera. However, at the location of
the Fimmvörðuháls eruption, the connection of the fringe patterns between the north
and south of the volcano flanks is lost. As a result, and after a consistency check with the
GNSS time series sec. 5.2.4, unwrapping errors tend to occur at locations of high to low
coherence (e.g., GNSS station STE or FIM2). The unwrapping errors are likely due to the
loss of coherence due to ash coverage, snow, or the non-linear nature of the measured
displacements.

Small Baselines
A common approach to minimise the influence of unwrapping errors caused by decor-
relation between acquisitions is to apply the small-baseline subset strategy (see Fig. 5.5
for initial small baseline interferogram pairs), retaining only interferogram pairs whose
perpendicular and temporal separations are ≤1 km and ≤ 1500 days, respectively. The
resultant combinations, colour-coded by track, are plotted in the perpendicular versus
temporal baseline domain. The red lines represent track 132 in ascending orbit and the
blue lines represent track 125 in descending orbit.

Figure 5.5: Perpendicular versus temporal baselines coloured by track using SBAS. Possible
interferogram combinations using a minimum theoretical coherence threshold based on the
perpendicular and temporal baselines, which by default are set to 1000~m and 1500 days. The red
lines represent track 132 in ascending orbit and the blue lines represent track 125 in descending orbit.

The initial interferograms revealed high decorrelation at the Fimmvörðuháls erup-
tion site, raising concern about the unwrapping reliability. To address this issue, I
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experimented with the small baseline algorithm (SB) described by Hooper (2008). The
main challenge was to select an interferogram network that would bridge two eruption
intervals despite an acquisition hiatus caused by winter snow coverage, thus preserving
phase coherence where it mattered most. This means connecting the early pre-eruptive
period (from June 2009 to November 2009) with the period after the first eruption (20
March 2010 to 01 September 2010) with interferograms that would retain coherence
around the Fimmvörðuháls eruption site.

StaMPS unwraps the SB interferograms by mapping residuals between the observed
SB phases and those predicted from the single-master model.

Acceptable maps show only speckled noise or isolated residuals much less than π

in magnitude, while spatially correlated residuals indicate a problem with unwrapping.
Usually, it is possible to remove the interferogram showing the highest residuals from
the estimation; however, since multiple interferograms overlap in each residual map,
it is not easy to assess which interferogram causes the highest residuals. I dealt with
this problem by adopting a trial-and-error approach: drop the suspect pair, re-unwrap,
inspect again, and repeat until the spatial pattern has disappeared from the residuals.

Unfortunately, from the initial network (Fig. 5.5) only few interferograms connected
both periods due to temporal decorrelation between the pre-and co-eruption moments
(Fig. 5.6), and with the lowest coherence estimations. After dropping interferograms with
higher spatially correlated residuals, only one pair survived the residual test, leaving no
redundancy—a key advantage of SBAS—so the SB solution proved noisier than its PS
counterpart when compared to GNSS time series. Consequently, I only used the PS-
InSAR solutions for all subsequent modelling.

Figure 5.6: Perpendicular baselines coloured by the average coherence of each interferogram (after a
pre-selection of the best interferograms) for track 132. During winter and the co-eruptive period, the
coherence drops abruptly due to snow and ash coverage, respectively.
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Table 5.2: GNSS Stations around Eyjafjallajökull volcano for the period covering the InSAR dataset.

Station Latitude
[◦N]

Longitude
[◦E]

Ellipsoidal
height
[m]

Start date End date

STE1 63.677062 −19.608515 290.44 17 Jun 2009 07 Feb 2010
STE2 63.677033 −19.608547 290.44 22 Feb 2010 31 Aug 2010
THEY 63.561468 −19.643420 195.27 18 Jun 2009 01 Sep 2010
SOHO 63.552475 −19.246644 857.49 18 Jun 2009 26 Aug 2010
FIM2 63.610055 −19.433789 961.78 19 Mar 2010 01 Sep 2010
SKOG 63.576449 −19.445499 669.52 18 Jun 2009 01 Sep 2010
BAS2 63.675737 −19.476219 369.55 20 Mar 2010 01 Sep 2010
HAMR 63.622447 −19.985675 160.35 18 Jun 2009 31 Aug 2010
SVBH 63.580283 −19.618711 654.25 15 Apr 2009 16 Aug 2010
DAGF 63.627628 −19.799620 800.59 02 Jun 2009 10 Oct 2010

5.2.4. Consistency check with GNSS
InSAR and GNSS measurements are complementary: GNSS provides precise three-
component point displacements, while InSAR offers dense spatial coverage of relative
LoS deformation but with higher uncertainty. Validating the consistency between
the two techniques is therefore essential before combining them in a joint inversion
framework. In this section, InSAR results were first benchmarked against GNSS time
series to ensure reliability and to identify potential artifacts. Subsequently, the GNSS
observations were integrated into the inversion.

GNSS Time Series
A vast continuous GNSS network in Iceland is operated by the Institute of Earth Sciences
in cooperation with the Icelandic Meteorological Office (IMO). Covering the 2010 vol-
canic event, the GNSS stations listed in Tab. 5.2 werer operating in the following temporal
sequence:

• Four continuous stations (THEY, SOHO, HAMR, SKOG) operated throughout the
period covered by the InSAR dataset.

• Two stations (STE1 and SKOG) operated semi-continuously during winter, in the
pre-eruptive period.

• Eight semi-continuous GNSS stations were installed during the pre- and co-
eruptive stages of the 2010 eruption, in addition to the continuous THEY and
SOHO stations.

• On 19 February 2010, a permanent site (STE2) was installed next to STE1.

• Additional sites were installed at Fimmvörðuháls (BAS2 and FIM2) on 19 March
2010, one day before the flank eruption, followed by DAGF and SVBH.
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The GNSS stations on and around Eyjafjallajökull volcano were processed with
GYPSY-OASIS software (Lichten and Border 1987) by the University of Iceland (Institute
of Earth Sciences 2023) and provided by Dr. Sigrun Hreinsdottir. A linear correction
term was estimated to project the time series into the ITRF08 Eurasia stable reference
frame using data from a continuous GNSS station (THEY) from April 2009 to September
2010 (Altamimi et al. 2007). The time series were de-trended by estimating annual and
semi-annual terms with respect to data available from 2002 to 2009 from THEY station,
a continuous GNSS station, and were removed from all the remaining stations’ signals.
GNSS heights were corrected for the geoid, and monuments were anchored in bedrock
to ensure signals represent deep crustal processes.

Figure 5.7: Displacements of GNSS stations THEY, SKOG, STET, SOHO and HAMR in the north (top),
east (middle) and up (bottom) components of displacement with error bars showing 1σ uncertainty.
Red lines mark the moments of deformation rate change used to model the different magma sources
(also identified in Fig. 5.2).

Fig. 5.7 and Fig. 5.8 show the displacements in the north, east, and the up directions
of all continuous and semi-continuous GNSS stations. Fig. 5.9 shows a finer zoom in
on the co- and post-eruptive phases extracted from Fig. 5.7. In each of the figures, the
vertical red lines indicate the periods of change in the deformation rate corresponding
to the equivalent G(m1), (...),G(m6) in Fig. 5.2. The complete time series for each station
covering the eruptive periods is in Appendix A.
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Figure 5.8: Displacements of GNSS stations BAS2, SVBH, DAGF, and FIM2 in the north (top), east
(middle) and up (bottom) directions with error bars showing 1σ uncertainty. Red vertical lines mark
the times used in modelling the magma sources (also identified in Fig. 5.2).
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Figure 5.9: Displacements of GNSS stations THEY, SKOG, STET, SOHO and HAMR in the north (top),
east (middle) and up (bottom) directions with error bars showing 1σ uncertainty. Figure similar to
Fig. 5.7 but here covering only the co- and post-eruptive periods.
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Consistency Check Between GNSS and InSAR
To first check the consistency of InSAR displacements against GNSS time series, I used
three continuous stations (THEY, STEI/STE2, SKOG) operating during the entire period
covered by InSAR and covered by ascending and descending tracks. For the co- and
post-eruptive periods, I used data from all the continuous and semi-continuous GNSS
stations for modelling purposes.

Validation involves three steps: (i) projection of GNSS displacements into the radar
LoS, (ii) reference frame alignment using double differences (DD), and (iii) weighted
least squares averaging of nearby PS points to mitigate scatter noise.

(i) Projection to LoS. I projected the daily GNSS north–east–up (NEU) solutions of
stations THEY, STEI/2, and SKOG into the radar line of sight (LoS) using Eq. 5.1. Let
the GNSS daily solutions (north, east, up) be represented by:

d j
GNSS(u) = (

d j
N (u), d j

E (u), d j
U (u)

)⊤, j = 1, . . . , NGNSS, (5.5)

where (d j
N (u),d j

E (u),d j
U (u)) denote the three components (north, east, and up, respec-

tively) of displacement recorded at a GNSS location u = (x, y) on day j , with GNSS
recording daily observations. For each SAR acquisition (i ) the unwrapped persis-
tent–scatterer (PS) phase at the same location is φ i

PS(u). Its slant–range displacement

d i
PS,LoS(u) follows from

d i
PS,LoS(u) = λ

4π
φ i

PS(u), i = 1, . . . , NSAR, (5.6)

with radar wavelength λ. Fig. 5.10 shows the displacements of InSAR and GNSS in the
LoS direction for the ascending track.

(ii) Double differences. To circumvent the difference between the reference frame of
each geodetic technique, I compared double differences between pairs of GNSS stations
u1,u2 and InSAR PS points:

DD j
GNSS(u2 −u1) = d j

GNSS,LoS(u2)−d j
GNSS,LoS(u1), (5.7)

DD i
InSAR(u2 −u1) = d i

InSAR,LoS(u2)−d i
InSAR,LoS(u1). (5.8)

Assuming both techniques capture the same deformation signal (apart from a
possible offset), the Gauss-Markov model, 2.1, can be applied here as a general linear
functional and stochastic relationship between observations (in this case InSAR and
GNSS) and parameters of interest (double difference displacements). Here, the func-
tional model, or design matrix (A), is the linear vector (from RN to RM ) that relates the
displacements of GNSS and InSAR (y) with the displacements of double difference (x). I
use Eq. (2.3) under the assumption that the GNSS and InSAR double differences should
be equal (following the approach of, for example, Marinkovic et al. (2007) or Mahapatra
et al. (2013)). Therefore, the functional model takes the form of the following:

AT E {

[
dGNSS,LoS

dPS,LoS

]
} =

[
I 1
I 0

]
E {

[
ddGNSS,InSAR

cGNSS,InSAR,

]
(5.9)
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while the stochastic model looks like:

Qd =
[

QdGNSS 0
0 QdInSAR .

]
(5.10)

Here, A is the condition equation design matrix, yGNSS,LoS and yPS,LoS are the
observables, the GNSS (transformed to LoS for each track) and the InSAR measurements
respectively, ddGNSS,InSAR and cGNSS,InSAR are the calibrated deformation signal and the
offset between the two technique measurements, respectively, I is the identity matrix,
Qy is the overall variance-covariance matrix of the observations, QdGNSS is the precision
of the GNSS double difference measurements, and QdInSAR is the precision of the InSAR
double difference measurements.

(iii) Weighted averaging of PS. I assumed that at the eruption site the GNSS and InSAR
measured the same deformation process. To minimise local scatter noise, I used the
inverse of the distance between each PS and the location of the GNSS as a weighting
factor in a weighted least-squares formulation to estimate the average phase of the
selected PS points by minimizing:

min
x

∥d −G ·m∥2
W , (5.11)

where m is the weighted average of the selected PS points around the GNSS station, G
is the design matrix, d is the phase translated into displacement for each PS within the
pre-defined radius, and W is the weight matrix, defined as the inverse of the distance to
the GNSS station. The solution is given by

ˆ̄m = (GT ·W ·G)−1 ·GT ·W ·d . (5.12)

The radius was defined to ensure at least three PS points around each GNSS location.
This criterion reduces the influence of single-scatter noise and ensures that the distribu-
tion of phase displacements within the radius remains within one standard deviation.

Let φi
x1...φi

xn denote the set of phases of the selected points xn in the defined
circle, where i is the number of each interferogram. Although both InSAR and GNSS
measure surface deformation in one or more directions, these techniques may measure
different deformation processes due to their spatial and temporal sampling differences
and the installation conditions of the GNSS monument. InSAR measures relative LoS
displacements over a spatially distributed scatterer network, while GNSS gives absolute
3D displacements at a single point, influenced by monument stability.

Fig. 5.11 shows the time series GNSS (black diamonds) and InSAR (blue diamonds)
with their corresponding error bars. Note the difference in magnitude between the GNSS
and InSAR error bars. GNSS is generally more precise, has smaller errors (mm-cm),
while InSAR uncertainties (cm-level) reflect atmospheric noise, unwrapping errors, and
decorrelation. The first column presents pairs of stations (double differences), while
the second presents single differences between GNSS and InSAR to visualise the LoS
displacement of a single station. The red dots indicate displacements of ±λ/2 which
may indicate phase jumps induced by the unwrapping.
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Figure 5.10: Displacements of GNSS stations THEY, SKOG and STE in LoS direction of ascending
track 132.
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Figure 5.11: Left column: InSAR (blue) and GNSS (black) double differences time series. Red
dots indicate the displacements due to a phase cycle up and down (λ/2) from the unwrapped
displacement, possibly indicating a phase jump due to unwrapping. right column: InSAR and GNSS
time-series converted to InSAR LoS.
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A comparison across all stations is shown in Fig. 5.12, where double differences are
colour-coded (THEY–SKOG in blue, SKOG–STET in magenta, and THEY–STET in green).
The overall fit is good, although some individual observations exhibit misfits (some
examples marked with red ellipses). The THEY–SKOG pair shows the best agreement,
with an RMS of ∼12 mm, except after 19 July during the post-eruptive phase. By contrast,
the SKOG–STET and THEY–STET pairs show poorer fits, with RMS values of ∼14.4 mm
and ∼14.5 mm, respectively. This suggests that the InSAR observations at STEI may
suffer from unwrapping errors caused by coherence loss or decorrelation due to ash or
snow cover; however, atmospheric effects may also contribute.

Figure 5.12: Comparison of double-difference time series between InSAR (coloured points) and GNSS
converted to InSAR LoS (black). Red dots indicate displacements corresponding to phase cycle shifts
(λ/2), likely due to unwrapping errors. Colours represent station pairs: THEY–SKOG in blue (RMS
∼12 mm), SKOG–STET in magenta (RMS ∼14.4 mm), and THEY–STET in green (RMS ∼14.5 mm).
To visualise all time series in the same figure, the blue and green series are plotted with artificially
added vertical offsets of +50 mm and −50 mm, respectively.

5.3. Eruptive Deformation Cycle: InSAR and GNSS results
5.3.1. Pre-Eruptive Inflation Phases
The InSAR time-series displacements in the early pre-eruptive phase (from June 2009 to
February 2010) do not show relevant signals until the interferogram of February 4 2010.
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A signal reached a line-of-sight shortening of up to 1.8 cm on the southwestern flank.
The closest GNSS station to the area of the detected inflation, station THEY, shows a
consistent displacement reaching ∼2 cm in the LoS direction from early January until
the date of the February 4 interferogram (see Fig. A.1). The late pre-eruptive phase
can be identified in a single interferogram in which the slave image was acquired on
March 20, 2010, a few hours before the first eruption. The satellite captured this image
approximately 5 hours before the eruption, and the PS results show an inflation signal
centred at Fimmvörðuháls mountain. This interferogram highlights the inflation signal
and an increase in seismic events.

Fig. 5.13 and Fig. 5.14 show the general view of the deformation patterns covering the
eruption from 18 June 2009 to 1 September 2010 for tracks 132 and 125, respectively. We
can recognise the three relevant epochs also identified in the figure: the pre-, co-, and
post-eruptive phases.

5.3.2. Co-Eruptive Deformation Pause and Post-eruptive Subsidence

The co-eruptive phase is identified in Figures 5.13 and 5.14 from March 31 to May
14, spanning the Fimmvörðuháls flank eruption (20 March–12 April) and the summit
eruption under the glacier (beginning 14 April). See Fig. 5.2 for the satellite imagery
and eruption timeline. During the short hiatus (12-14 April), interferograms and GNSS
showed no deflation pattern relative to the prior interval, implying that the shal-
low system remained pressurised immediately before the explosive summit eruption
(Sigmundsson et al. 2010). This sustained inflation likely facilitated the transition
to the explosive phase on April 14, after which clear subsidence is observed. The
interferograms between 20 March and 11 April show negligible deformation rates,
indicating that for approximately 20 days the volcano remained inflated even while
erupting. These rates are in line with the GNSS time series at the THEY station.

The second eruption was preceded by a short gap in eruptive activity between 12
and 14 April. Coinciding with the start of the explosive eruption on April 14, the onset
of subsidence is visible, centred on the caldera on the 22 April interferograms for both
tracks (Fig. 5.13 and Fig. 5.14). We interpret this as depressurization of the shallow
plumbing system as discharge exceeded recharge during sustained explosive activity,
consistent with InSAR/GNSS inversions for this eruption (Sigmundsson et al. 2010).

’Post-eruptive’ refers to deformation after 14 May in our SAR time series (the last
pre-cessation image), although eruptive activity at the summit waned through late May
and was declared over later in 2010. The interferograms in Fig. 5.13 and Fig. 5.14
show an increase in cumulative subsidence until the last interferogram on 1 September.
After eruptive activity ceased, this continued subsidence is expected and has been
observed in other volcanoes as well, due to thermoelastic contraction during cooling
and crystallization of intruded magma and near-surface lavas (Wang and Aoki 2019;
Townsend 2022). These processes are widely invoked in post-eruptive deformation
analyses and are consistent with our time series.
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Figure 5.13: Cumulative line-of-sight displacement of track 132 ascending mode from 18 June 2009
to 01 September 2010, w.r.t. the first image. Background maps give shaded topography, with
the ice cap showing no PS cover. Black dots are earthquake epicentres for each epoch (Icelandic
Meteorological Office). The images corresponding to the 3 phases of the eruption are identified
accordingly.
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Figure 5.14: Cumulative line-of-sight displacement of track 125 descending mode from 29 June 2009
to 01 September 2010. Background maps give shaded topography, with the ice cap showing no PS
cover. Black dots are earthquake epicentres for each epoch (Icelandic Meteorological Office).
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5.4. Modelling Magma Sources: Co- and Post-Eruptive Re-
sults

Previous studies offered interpretations of the magmatic plumbing system associated
with the co- and post-eruptive moments of the 2010 Eyjafjallajökull eruption. Sigmunds-
son et al. (2010) modelled a contracting sill at ∼4.0–4.9 km depth, active during the
co- and early post-eruptive phase (11–22 April), constrained by two interferograms. In
addition to these results, Tarasewicz et al. (2012b) using precise earthquake relocations
over a longer period, hypothesised a set of four vertically aligned sills beneath the
volcano, sequentially activated by a downward-propagating decompression wave that
triggered the explosive summit eruption. Although one of the sills in Tarasewicz et al.
(2012b) is consistent with the shallow sill inferred by Sigmundsson et al. (2010), an open
question remained: could the deformation after 22 April (not included in that initial
modelling) also be explained by the same multi-sill configuration?

5.4.1. Geomechanical Forward Model with Seismicity Constraints
Model Description
To test the seismic hypothesis of stacked sills of (Tarasewicz et al. 2012b), I computed
surface displacements for pressurised sill-like sources using the finite penny-crack for-
mulation of Fialko et al. (2001). This approach provides the 3-D Green’s function solution
for horizontal circular cracks embedded in a homogeneous, isotropic, elastic half-space,
parameterised by crack radius, over/under-pressure, depth, and elastic moduli (µ, ν).
The physics involved in Fialko et al. (2001)’s model are based on the principle of elasticity
and mechanics, simulating how the Earth’s crust deforms in response to the stress
exerted by magma intrusions/extrusions. The model considers the material properties
of the crust, intrusion/extrusion geometry, and the stress-displacement mechanics in
an elastic medium. The model evaluates integrals numerically and estimates surface
displacements due to a pressurised sill-like source using the finite penny-crack model,
where a certain radius, hydrostatic overpressure and location are predefined for the
arbitrary crack. Even though analytical models have limitations, such as the limited
geometries and boundary conditions, assumptions on linearity, and isotropic material
behaviour, they allow for understanding and testing of whether the hypothesised magma
sources can reproduce the estimated surface displacements and are computationally
efficient, and suitable to test candidate source geometries.

Following Tarasewicz et al. (2012b), I simulated the four pressurised horizontal
circular crack (sills) at depths of 5 km, 10–15 km, 19 km and 24 km. The volume
change associated with each sill was estimated following the finite penny-shaped crack
formulation of Fialko et al. (2001):

∆V = 16(1−ν)

3πµ
P a3, (5.13)

where ∆V is the volume change, P is the excess pressure, a is the sill radius, µ
is the shear modulus, and ν is Poisson’s ratio. A uniform pressure change of 4 MPa
in magnitude was assigned to each (sign convention: negative for deflation), shear
modulus of µ = 30 GPa, and Poisson’s ratio was fixed at ν = 0.25. For clarity and
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Table 5.3: Previously modelled source parameters. A constant shear modulus of µ = 30 GPa was
assumed for all sills, a standard for crustal rocks.

Source
Depth
[km]

Pressure
[Pa]

Radius
[km]

Volume change
[km3]

Shear modulus
µ [GPa]

Sill 1 5 −4 × 106 5 −0.0489 30
Sill A 12 −4 × 106 4 −0.0174 30
Sill B 19 −4 × 106 4 −0.0171 30
Sill C 24 −4 × 106 3 −0.0054 30

consistency, all pressures are in MPa, the excess pressure was defined as the ratio P/µ,
and other source parameters are listed in Tab. 5.3.

The spatial displacement pattern associated with the post-eruptive deformation
exhibits a near-circular symmetry. This can be seen from the concentric fringes in the
interferograms centred on the volcano caldera Fig. 5.3. For this reason, I assume the
centre of the volcano caldera to be the centre of the forward model.

Results
Using the TerraSAR-X ascending track geometry (incidence angle of 27◦ and a heading
of 347◦), I simulated the displacements of the four penny-shaped crack models and
compared them with the observed LoS cumulative displacements. The model output
is the vertical (up) and horizontal (north and east) deformation components and the
volume change.

Fig. 5.15 shows the unwrapped solutions for the total LoS displacement estimated
from the three (Sill A, B, and C of Tab. 5.3) and four (all listed sills in Tab. 5.3 modelled sills
with the corresponding profiles. The displacement profiles show the vertical, eastward,
and LoS estimated displacements for the modelled sills as well as the data and averaged
data estimated from the interferograms for the post-eruptive period. The estimated
cumulative surface displacements associated with the co- and post-eruptive phases
from PS InSAR processing are one order of magnitude higher than the displacements
estimated by forward modelling the hypothesised sills. Therefore, the forward-modelled
stack of four sills suggested by earthquake relocation studies does not fit the estimated
surface displacements.

For context, Fig. 5.16 and Fig. 5.17 show the spatial and temporal context of the
deformation with the volcano topography as a reference. In Fig. 5.16, a spatial map and
a west–east slice through the edifice are shown twice. In (a) the shaded relief with the
topographic cross section, and in (b) the linear rate of displacements of the full co- and
post-eruptive phases with the corresponding cross-section. In Fig. 5.17a, the time series
of the Fig. 5.16 cross-section shows the evolution of surface displacements from the
beginning of the eruption (20 March 2010) to September 2010. These traces represent
the time-dependent counterpart of the cumulative displacements plotted in Fig. 5.15.
Fig. 5.17b presents a zoomed-in view of the same series.

5.4.2. Inverse Modelling: Post-eruptive phase
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Figure 5.15: Total LoS displacement estimated from the three (top) and four (bottom) modelled sills
with the corresponding profiles (y=0). The displacement profiles show the vertical, eastward, and
LoS estimated displacements for the modelled sills as well as the data and averaged data estimated
from the interferograms for the post-eruptive period

.
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Figure 5.16: Spatial map and west–east cross-section showing (a) the shaded relief derived from a
25 m resolution DEM and (b) the pre-, co-, and post-eruptive velocity fields processed from TerraSAR-
X Track 132. In the spatial map, the black polygon outlines the glacier overlying the volcano, while
the red polygon delineates the caldera.

Figure 5.17: Time series of west–east cross-section displacements located in Fig. 5.16 showing (a)
ground motion between 20/03/2010 and 01/09/2010, processed from TerraSAR-X Track 132, along
with the topographic profile derived from a 25~m resolution DEM. The red rectangle highlights the
portion of the time series that is enlarged in (b).
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Modelling Approach

In addition to the forward modelling, here we extended the analysis to the full deflation
period and performed a joint inversion of the InSAR and GNSS time series from 11 April
to 1 September (intervals m5 and m6).

Let d̂ = G(m) denote the forward mapping from the model parameters, where
d̂ is the estimator, G is the physical model (it can be Mogi, crack, etc). For the
modelled parameters m (source geometry and pressure change), it is possible to model
different source parameters for different periods of measured deformation (m1 to m6).
The inversion was implemented within a Bayesian framework, estimating posterior
distributions of source parameters via a Monte Carlo Markov chain (MCMC) method
with a Metropolis–Hastings algorithm. We estimated the probability distribution of the
model parameters at each iteration step with pre-defined small steps between each
tested parameter as follows. For each parameter tested, a first-best guess is provided
for the initial model parameters with lower and higher bounds and small size steps,
for which the sensitivity value for each model parameter is then calculated. Then
with the estimated probability for each model parameter variation, the best model
is chosen at each iteration using the MCMC.Atmospheric artefacts were incorporated
into the covariance structure through variogram modelling. This approach offers two
advantages: (i) it provides full probability distributions for each parameter, and (ii) it
allows the use of prior constraints from independent observations.

The objective function of the modelling approach is based on Bayesian methods,
which allows us to estimate a multivariate probability distribution for the model param-
eters (given the data), defined as

P (m/d) = K ·P (d/m) ·P (m), (5.14)

where K is a normalised function so that the integral of the likelihood function is equal
to 1 as follows:

K = 1∫ ∞
−∞ p(d | m) ·p(m)dm

, (5.15)

where p(d | m) is the likelihood function or the probability distribution function of a d
given m and P (m) is the prior probability.

Results

The post-eruptive gradual deflation of a source in the western flanks of the volcano
characterises the post-eruptive phase. The subsidence proceeds in an approximately
steady-state fashion until the end of the eruption. We used the two tracks of the InSAR
time series and GNSS data as observations and modelled the entire deflation period (11
April to 01 September). The inversion results favoured an ellipsoidal source, with a long
axis 2.7–4.2 km, short axis 0.55–0.74 km and strike of the long axis is 60–73◦, located at
6.4–7.2 km depth and equivalent to a volume reduction of ∼0.02–0.026 km3 (Fig. 5.18).

This geometry reproduces the spatial and temporal characteristics of the observed
subsidence better than the hypothesised four stacked sills.
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Figure 5.18: Modelled ellipsoidal source using linear velocity. Arrows locate the GNSS stations

.

5.5. Discussion and conclusions
The dense geodetic and seismic datasets acquired during the 2010 Eyjafjallajökull
eruption, provide strong constraints on the magma pathways of an active volcano.
Petrological analyses indicate that the explosive summit phase (trachyandesite) had low
crystallinity and short crustal residence times, with crystals interpreted as remnants
of earlier intrusions. Geochemical data are consistent with binary mixing between
fractionated basalt and a dacitic melt, possibly a remnant of the 1821–1823 eruption of
Eyjafjallajökull, which produced dacite (Keiding and Sigmarsson 2012; Gislason et al.
2011). The remnants of the old magma continuously erupted with the new magma until
the summit eruption’s end, implying a pre-existing reservoir beneath the summit.

Using GNSS and InSAR time series, we have focused on the deflation (subsidence)
associated with the co-eruptive and post-eruptive phases of the 2010 Eyjafjallajökull
eruption. Forward models based on the four stacked sills hypothesised from seismic
relocations under-predict the InSAR amplitudes by approximately an order of magni-
tude. In contrast, a single ellipsoidal source at ∼6–7 km depth explains both spatial and
temporal patterns of subsidence. This differs from earlier deformation models invoking
multiple shallow sources and instead points to a dominant three-dimensional reservoir
controlling the co- and post-eruptive signal.

The deflation observed between 11 and 22 April was previously modelled as a sill
source at 4.0-–4.9 km depth beneath the summit (Sigmundsson et al. 2010). Our analysis
shows that this geometry cannot reproduce the deformation throughout the deflation
period, from 11 April to 1 September, while a single ellipsoidal source at 6–7 km depth
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provides a much better fit.
Seismic relocation studies had earlier favoured stacked sill sources, in part because

of lens-shaped seismicity patterns and apparent seismic gaps (Tarasewicz et al. 2012b).
A 3D source is therefore required to explain the post-eruption subsidence, yet if this
source were entirely molten, the observed seismicity within its volume would be difficult
to reconcile. Instead, the coexistence of deformation and seismicity may point to a
mush-like reservoir: a long-lived, crystal-rich body with interconnected melt domains.
In such a framework, seismicity can occur in the rigid crystal framework even as magma
withdrawal drives subsidence.

Petrological and geochemical evidence supports this interpretation. The 2010
trachyandesite contained crystals inherited from earlier intrusions, while geochemical
signatures suggest binary mixing between fractionated basalt and a probable remnant of
dacitic melt from the 1821-1823 eruption (Keiding and Sigmarsson 2012; Gislason et al.
2011). This implies that parts of the older magma were preserved in the mush. During
the decade before the eruption, shallow intrusions, including those in 1994 and 1999,
may have reheated and recharged this mush, adding volatiles and promoting partial
remelting. This rejuvenation explains both the mixed compositions that erupted in 2010
and the variable crystal residence times observed (Sigmarsson et al. 2011b; Moune et al.
2012).

Overall, the integration of geodetic, seismic and petrological data converges on a
model where the active source during the 2010 eruption was not a stack of discrete
molten sills but may be better explained by a vertically extensive that may be periodically
reactivated. Our results support the mush paradigm by reconciling the geodetic, seismic,
and petrological constraints on the 2010 Eyjafjallajökull eruption.

Lastly, we note a significant discrepancy between the estimated volume of eruptive
products (approximately 0.17 km3 DRE) and the modelled contraction volume of the
ellipsoidal deflation source ∼0.022–0.026 km3. These results imply that volume contrac-
tion is 7 to 8 times less than the erupted volume. Following the work of Rivalta and Segall
(2008), we propose that this discrepancy can be attributed to the compressibility of the
magma and the inherent compliance of the fractures, which behave differently than the
equidimensional chambers previously assumed.



6
The Magmatic Plumbing System

of Torfajökull volcano by Geodetic
and Seismic Imaging

In the context of this thesis and the objectives stated in sec. 1.5, this chapter delves into
the potential of the two techniques applied for MPS’s imaging. Focusing on the case study
of the Torfajökull volcano, I provide a summary of the processed InSAR time-series data
followed by the estimated rate of deformation to deduce MPS geometry and depth. Finally,
I summarise the capabilities and limitations of both radar and seismic techniques within
the context of the three applications of MPS knowledge described in sec. 1.2: geothermal
energy, volcanic hazard and possible amount of melt.

6.1. Introduction
Deepening our understanding of MPS has a wide range of implications, from improving
hazard assessment and forecasting eruptions to optimising and ensuring safer geother-
mal energy use. Enhanced subsurface MPS imaging uncovering the residing depths
and shapes of magma chambers or pockets of magma, together with how the surface
reacts to changes in magma pressure and depth, could aid in inferring magma-driving
mechanisms. This knowledge has a dual benefit. First, it helps reduce the immediate
and long-term impacts of volcanic eruptions and the risks associated with high-enthalpy
geothermal drilling sites, such as minor earthquakes and ground subsidence. Second,
strategic MPS assessments can help optimise energy extraction by guiding drilling
operations away from magma zones or towards areas of enhanced geothermal potential
(Elders et al. 2011).

This dual benefit can be achieved by having a detailed knowledge of the static and
dynamic processes of the subsurface, which is usually expensive to obtain. Significant
improvements in the cost, efficiency, methodologies, and feasibility of geophysical
measurements, such as ambient noise tomography, are described in chapter 1 sec. 1.3.1.
In geothermal applications, ambient noise techniques have been used to characterise
the subsurface S-wave velocity field and to understand the temporal evolution of the
velocity models from field operations in producing fields. Among other examples,
ambient noise has been explored in both sedimentary and magmatic environments
such as the Soultz-sous-Forêts (Calò et al. 2013; Calò and Dorbath 2013) St. Gallen
geothermal site in Switzerland (Obermann et al. 2015), Alsace in France (Lehujeur et al.
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2015), Mexico (Jousset et al. 2019; Martins 2018; Verdel et al. 2020; Granados et al. 2018;
Verdel et al. 2019; Martins et al. 2020) and Iceland (“Ambient seismic noise monitoring
and imaging at the Theistareykir geothermal field (Iceland)” 2022; Weemstra et al. 2016;
Martins et al. 2019; Martins et al. 2020; Sánchez-Pastor et al. 2019).

As also reviewed in sec. 1.3.2 of chapter 1, SAR sensors coupled to satellites became
a unique tool to measure deformation over large areas now with high temporal res-
olution. Compared with in situ leveling, the spatiotemporal resolution and coverage
of SAR satellite missions, together with the reduction or elimination of fieldwork,
are encouraging arguments to further investigate InSAR techniques. Among other
applications, InSAR is used to infer the size, shape and depth of a volcano magma
chamber through geophysical deformation modelling (e.g. Mogi (1958), Okada (1985),
Fukushima et al. (2005), and Segall (2010)). In geothermal applications, the monitoring
of geothermal production through InSAR techniques is growing fast, mostly used in
volcanic environments to associate production with volume change given modelled
sources, e.g. Jónsson et al. (2003), Fialko et al. (2001), Simons et al. (2002), Keiding et al.
(2010b), Xu et al. (2017), Parks et al. (2018), Maghsoudi et al. (2018), Békési et al. (2019a),
E. Martins et al. (2013), and Martins and Hooper (2012) or to estimate fault parameters
of induced seismicity after stress development and fault reactivation due to production
e.g., Pedersen et al. (2003), Jónsson et al. (2003), Hole et al. (2007), Yang et al. (2018), and
Takada and Furuya (2010).

In this chapter, we investigate the potential of both techniques over the Torfajökull
volcano. We used the Reykjanes Peninsula tomography of chapter 3 purely as an
example of seismic imaging successes and limitations at volcanic-origin high-enthalpy
geothermal sites. The locations of both the areas and the seismic campaigns used are
displayed in Fig. 6.1. A complete description of the tectonic, geological, and seismic
setting of the Torfajökull volcano can be found in sec. 2.4.2, and of the Reykjanes
Peninsula in sec. 2.4.3 of chapter 1.

6.2. Data and Methodology
In this section we report on the processing of the deformation field over Torfajökull
volcano. For the discussion section on the Reykjanes Peninsula, we refer to the InSAR
results derived by Keiding et al. (2010b) and Parks et al. (2018) (see sec. 6.6).

Torfajökull ’s Source of Subsidence by InSAR Time Series
To estimate the deformation field over the entire SISZ (South Icelandic Seismic Zone,
Fig. 6.1), we processed the complete scenes of six ENVISAT tracks (three descending and
three ascending modes) acquired between 2003 and 2010 and four ERS tracks covering
the period between 1995 and 2009. The ERS data were mainly used to estimate historical
displacements and to verify consistency in long-term displacement rates. They showed
the same long-term rates as ENVISAT, and therefore our focus is on the ENVISAT results,
which overlap with the seismic tomography period.

The temporal distribution of the six tracks is shown in Fig. 6.2. The omission of winter
acquisitions was a deliberate strategy to preserve coherence, allowing us to maintain
continuous interferometric coverage from summer to summer. The high latitude of
Iceland provides the rare advantage of having six ENVISAT tracks covering the same
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Figure 6.1: a) Map of Iceland with corresponding seismicity (1995–2015) and zoom of Reykjanes
Peninsula and Torfajökull Volcano. b) West Reykjanes peninsula. Green triangles: onshore
broadband stations for ∼1.5 years chapter 4. Black lines: faults and fractures; squares: high-
temperature areas: west to east, Reykjanes (R), Eldvörp (E), Svartsengi (S). c) Torfajökull seismic
network and neighbouring volcanoes. Circles and squares: seismic network deployed in 2005 for
about three months chapter 3. Box in south-central of map locates Torfajökull volcanic system at
the intersection of the SISZ and EVZ, immediately north of Katla volcano.

Figure 6.2: Time coverage of the available images of six ENVISAT tracks and time coverage of the
2005 seismic campaign (Fig. 6.1 c). Note the absence of winter acquisitions due to snow cover, which
reduces coherence.
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region. This dense coverage, combined with the differing acquisition geometries, allows
better constraints on the estimation and decomposition of surface displacement vectors.
The coverage of the total EVZ (Fig. 6.1) using ENVISAT and ERS required processing RAW
(Level 0) SAR images.

We processed these using ROIPAC software (Repeated Orbit Interferometric Package)
(Schmidt 2002) and generated interferograms with the Delft Object-oriented Radar
Interferometric Software DORIS (Kampes et al. 2003). For time series, we applied
the small-baseline approach of StaMPS (Stanford Method for Persistent Scatterers),
including atmospheric correction extensions and supporting dependencies (Rosen et
al. 2012; Foumelis 2018; Werner et al. 2002; Bekaert et al. 2015a; Bekaert et al. 2015b;
Rosen et al. 2004). We corrected for the reference phase (flat-earth phase) and other
geometric contributions to the interferometric phase, such as topography and orbits,
using a 25 m digital elevation model (DEM) from the National Land Survey of Iceland
and ESA DORIS orbits. We also corrected for drift in the local oscillator frequency of the
ENVISAT satellite (Marinkovic and Larsen 2015). Ionospheric effects were not relevant
for the C-band acquisitions. A multi-look of 5 in range and 4 in azimuth was applied for
the small-baseline approach.

Figure 6.3: Cumulative LoS displacement in radians with respect to the first image 03 September
2003. Red circles locate Torfajökull volcano and green circles locate Hekla volcano both with
increased distance from the satellite, therefore indicating subsidence.

Fig. 6.3 and Fig. 6.4 show two representative products of the ENVISAT 35-day repeat
cycle. Fig. 6.3 presents the cumulative time series of LOS deformation in radians
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between 2003 and 2010 for descending track 324. Two coherent subsidence signals are
visible: one under Hekla and one stronger beneath the Torfajökull volcano. The first
scene, 03 September 2003, is used as the reference (zero displacement). The surface
signal at Hekla is generally attributed to the thermal contraction of recent lava flows
(Ofeigsson et al. 2011). Figure 6.4 summarises the LOS displacement rates derived from
all six processed ENVISAT tracks; acquisition counts and timespans for each track are
listed in Figure 6.2. The strongest deformation is a subsidence signal of up to 12 mm/yr,
centred within the black outline of the Torfajökull caldera. Fig. 6.4 also shows the
footprint of the six ENVISAT tracks around the Torfajökull volcano, recognised by its
caldera. Not all tracks capture the subsidence signal (e.g., track 488, which has shorter
temporal coverage; see Fig. 6.2). However, the most critical limitation is the lack of
coherence within the caldera Torfajökull, caused by the presence of small glaciers and
snow cover even during summer. The method of Samiei-Esfahany et al. (2016) improved
coherence over this area, therefore it should be considered for future processing over
this area. In this study, because of low coherence for two tracks, only four of the six
tracks were used for subsequent modelling. These four tracks provided sufficient spatial
and temporal coverage to constrain the 3D source modelling of the deformation field,
discussed further in Section 7.1.2.

6.3. Modelling

6.3.1. Seismic Imaging
We use the methodology and results of ANT described for the Torfajökull volcano
chapter 3 for seismic imaging.

The distribution of both seismic networks is shown in Fig. 6.1. The adopted
procedure described in both chapters follows the following summarised approach: 1.
Division of the ambient noise recorded at two stations in portions of one hour. 2.
Cross-correlation of the corresponding portions and summation of the correlated results
between all pairs of stations from which the surface-wave part of the Green’s function is
retrieved. 3. Tomographic inversion of the dispersion curves retrieved between pairs of
stations. 4. Frequency-to-depth inversion to obtain the 3D S-wave velocity field.

6.3.2. Geodetic Imaging
To obtain the parameters of the source of the deformation, we use a forward model to
find the source parameters that better fit the observed displacements. Then, guided by
the forward modelling results, we inverted the displacements to solve for the parameters
of a Yang magma source (Yang et al. 1988), a dipping prolate ellipsoid in an elastic
half-space. The inversion is done using four tracks and using a nonlinear least-squares
approach. The corresponding horizontal Ux y and vertical Uu displacements of the Yang
prolate ellipsoid are calculated by the following relations:

Ux y = ab2

3µ
r

[
2(1−2υ)P∗−2υP•

R3 +3
z2

0P•

R5

]
, (6.1)
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Figure 6.4: Velocity in mm/year of the six ENVISAT tracks. The small rectangle indicates the reference
area and the black line outlines Torfajökull’s volcano caldera.
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and,

Uu = ab2

3µ
z0

[
2(1−2ν)P∗−2υP•

R3 +3
z2

0P•

R5

]
(6.2)

where R =
√

(x −x0)2 + (y − y0)2 + (z − z0)2, r is the horizontal distance from the centre
of the spheroid to the observation point, λ and µ are the Lame parameters, and
(x0, y0, z0) are the coordinates of the centre of the ellipsoid.

6.4. Results
6.4.1. InSAR Time Series
Using InSAR time series analysis from the two satellite missions covering approximately
13 years, we were able to detect a linear displacement within the Torfajökull caldera
and estimate the displacement and velocity of each backscattered distributed point in
time. We found a pattern of subsidence beneath the SW part of the caldera. This
deformation signal has been ongoing since the start of ERS measurements – 1993 –
and has been occurring until the end of the ENVISAT lifetime – 2010 – at rates of up
to 13 mm/year. These results confirm the findings of Scheiber-Enslin et al. (2011) but
with the use of four additional ENVISAT satellite tracks and a more extended time series.
Although significant surface deformation was observed in the NE corner of the studied
area, our modelling was limited to the Torfajökull region, which is outlined in Fig. 6.1.
The estimated mean Line-of-Sight (LoS) velocity of four of the six processed tracks is
shown in Fig. 6.5, with the volcano caldera outlined in black.

The trend of displacements in the NE-SW direction is attributed to glacial isostatic
adjustment (GIA) due to the melting of the largest glacier in Iceland (Vatnaj"okull) and
the rebound of the Earth’s crust (Árnadóttir et al. 2009; Schmidt et al. 2012). Another
uplift signal can be identified in Fig. 6.5 in the SE-most corner, which is also due to
crustal movements due to Iceland’s shrinking ice caps mimicking a magma inflow signal
at Katla volcano (Spaans et al. 2015).

6.4.2. Modelling
In order to explain the estimated displacements from InSAR data, a model of a spheroidal
body undergoing a uniform pressure decrease in space and time was used Eq. 6.1 and
Eq. 6.2. The estimated InSAR displacements can be fit with low residuals using a model of
a NE-SW oriented spheroidal body at ∼5 km depth, undergoing a pressure decrease that
is uniform in space and time. The best-estimate source of displacements is an ellipsoidal
source starting at ∼5 km depth, sized 4.5 x 5 km.

An example of the modelled source can be seen in Fig. 6.6 for track 324, with a
preferential NW-SE orientation and located in the southern area within the volcano
caldera. The residuals suggest that the modelled source can account for most of the
deformation signal. However, a residual uplift or horizontal (moving westward) signal
is left on the west side in opposition to a residual subsidence or horizontal (moving
eastwards) signal in the east side of the modelled area, signalling a possible contribution
of other superimposed source of deformation. A horizontal component of displacement,
which may be associated with tectonic spreading, vertical displacement associated with
GIA, or both, may explain the observed residuals.
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Figure 6.5: Estimated mean LoS velocity of four out of the six processed tracks. The black line outlines
the volcano caldera.
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Figure 6.6: Modelling of the estimated displacements of Track 324 (a) with the corresponding initial
model, final model and residuals (b, c, and d). In e) the estimated prolate spheroid in a 3D view.

Seismic ANT results from Fig. 6.7 do not show any anomalies below -10% of velocity
variations from the mean velocity at the location of the subsidence signal. Fig. 6.6
shows the ANT results in a 3D model, with the vertical axis exaggerated for visualisation
purposes. A low-velocity anomaly is detected, as expected for a magma chamber
with molten or partially molten rock. The anomalies range from 7 to 15% for high-
velocity anomalies and -7 to -15% for low-velocity anomalies, shown in blue and orange,
respectively. The subsidence area is located between three prominent low-velocity
anomalies detected by ANT in the south, southeast, and southwest, outside the volcano
caldera and below 3 km depth. No abnormally low- or high-velocity anomaly was
detected within the volcano caldera at the location of the modelled subsidence source.

6.5. Conceptual Model of Torfajökull Magmatic System
From ANT, we successfully identified velocity variations between approximately 1.5 km
and 6 km depth. We find two areas with velocity anomalies between −10% and
−15% located in the eastern and south-western investigation areas, outside the volcano
caldera. These low-velocity anomalies are consistently present at depth in both the
frequency and depth domains (green arrows in Fig. 3.13 and Fig. 3.14). In the eastern
case, the velocity anomalies below −10% seem part of a larger hot body that extends
in the SE and SW direction. Even with a more demanding selection of the number
of ray-paths at each grid cell (minimum of 10 ray-paths per grid cell) at the edges of
the horizontal layers, these low-velocity anomalies persist. Up to 4.5 km depth, we
identify velocity variations below −10% in the NW quadrant outside the volcano caldera.
The anomalies detected below −10% may indicate warmer material for all the depths
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Figure 6.7: a) 3-D shear velocity model with reference to a 1-D velocity model at depth after Martins
et al. (2019). The vertical axis is exaggerated for visualisation purposes. The circular-shaped black
line represents the caldera outline at the surface. Black dots represent high-frequency earthquakes,
and red diamonds are low-frequency earthquakes relocated by Lippitsch et al. (2005). Black vertical
lines represent the centre of the grid cells of the profiles at b). b) Depth velocity of the 30000 models
with the corresponding misfit. 1, 2 and 3 show examples of the inversion models for grid cells at
the edges and centre of the modelled space. The black line represents the model with the minimum
misfit.
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explored.

Beneath the volcano caldera, we detected small areas with low-velocity anomaly
reaching ∼−6% variation at most frequencies (marked with crosses in Fig. 3.13). Some of
these features become more pronounced after the conversion from frequency to depth
(Fig. 3.14 marked with crosses). This occurs because some grid cells with the lowest
velocities at the model’s edges are dropped out from the frequency-to-depth conversion
because of information lacking at some frequencies. Even though the anomalies inside
the caldera are less prominent than outside, the model is constrained by a higher
number of ray paths. At shallower depths (up to ∼3 km depth), velocity variations
down to ∼−10% over small areas may also indicate hot material or possibly even the
presence of small amounts of magma. These lower variations may be the origin of the
high-temperature geothermal field at the surface (Bjarnason and Ólafsson 2000) as the
location of both correlates well. From 3.5 km to higher depths, we detected a low velocity
anomaly between −10 and −15% variation beneath the volcano caldera (Fig. 3.14e-j)
extending spatially in a NW-SE fashion. In the same figure, we also plot the low- and
high-frequency earthquakes. The events are displayed within 500 m above and below
each inverted depth with reference to sea level. Low-frequency earthquakes, located
beneath the caldera in the south-east quadrant, are interpreted to be related to the
existence of viscous magma linked to a cryptodome formation (Soosalu et al. 2006).
Low-frequency events occur near the zones of low S-wave velocity anomalies (Fig. 3.14
and Fig. 6.8 d2) that support the hypothesis of Soosalu et al. (2006). High-frequency
earthquakes, interpreted as a brittle failure of the volcanic edifice, occur in areas
where we see high or average velocity anomalies. These earthquakes, possibly related
to fracturing due to thermal cracking (Soosalu and Einarsson 1997) or crystallisation
processes (Scheiber-Enslin et al. 2011), are expected to be around average to high S-
wave velocity anomalies. The cross sections of the S-wave velocity field depicted in
Fig. 6.8 (a2 to d2) provide additional insight into the spatial distribution of the discussed
anomalies. Vertical cross sections crossing the south area beneath the caldera show
lower S-wave velocities than elsewhere within the caldera outline (e.g., cross-sections
a2 and d2 crossing the south part beneath the caldera as opposed to b2 and c2 crossing
the northern area).

High-velocity anomalies with a ring-shaped structure, and following the shape and
location of the caldera outline, contour the low-velocity anomaly (Fig. 3.14 NE quadrant
between 4 and 5 km depth). Strong high-velocity anomalies following the north and
northeast quadrants correlate well with lavas erupted at the surface (black arrows in
Fig. 3.13 and Fig. 3.14). We interpret these as solidified eruption-feeding dikes, possibly
corresponding to the Brandsgil (115,000 to 130,000 years before present) and Jokulgil
(65,000 to 115,000) series of erupted rhyolites identified by Ivarsson (1992) (Fig. 6.8e).
A feature catching the eye in the corresponding cross-sections (Fig. 6.8) is the abrupt
change in velocity at the location of the caldera outline (vertical lines from a2 to d2),
possibly due to the caldera collapse structure. Approaching the caldera outline from
the outside to inside, we observe an increase in the S-wave velocity until it reaches the
caldera outline location and then an immediate decrease. The speed change occurs
with an S-wave velocity peak in the neighbourhood of the caldera outline. This is the
case for most of the cross-sections we observe except for the cross-section in Fig. 6.8
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Figure 6.8: a to d: vertical cross-sections of S-wave velocities with corresponding locations (a1 to d1)
and directions (a2 to d2). The black circle locates the volcano caldera which is projected to depth by
the vertical black lines from a1 to d1. e: Conceptual model of Torfajökull volcano. The circle at 0 km
depth conceptualises the volcano caldera with the remaining features identified in the legend figure
(vertical exaggeration of approximately 4x).
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c2. This exception may be because of different reasons. In the NE part of the caldera,
we observe higher velocities interpreted as old dike intrusions. Therefore, the high-
velocity anomalies might overlap the described caldera feature. In the western area,
the described caldera feature might not be identified because in this area the caldera
does not have surface manifestation. Note that the vertical lines are projected vertically
at depth. Therefore, the (probably existing) dipping angle of the caldera fracturing at
depth is not well represented here.

The overall S-wave velocity field (Fig. 6.8 from a to d) reveals anisotropy, which is
typical for volcanic environments and can be accentuated by the magma mixing style
of Torfajökull’s eruptions (Blake 1984; McGarvie 1984). We propose a conceptual model
of Torfajökull’s magmatic system based on the tomographic results of this manuscript
(Fig. 6.8e). The area where high-temperature geothermal activity is concentrated (>
140◦C) (Bjarnason and Ólafsson 2000) is mainly located at the southeastern site within
the volcano caldera and correlates well with a dip in s-wave velocities in the cross-
section d1-d2 of the same figure. At this stage, we interpret the Torfajökull plumbing
system up to 6 km depth as composed of possible molten or partial molten cavities
and channels (orange features in Fig. 6.8e) relatively small compared to Torfajökull’s
caldera size. We display the location of the most prominent high-velocity anomaly in
the northeast site (blue ellipse) beneath the volcano caldera, interpreted to be the dike
intrusion in the origin of the Brandsgil and Jokulgil rhyolite eruptions.

These results indicate that if there is an established magma chamber within Tor-
fajökull’s caldera, it is likely to be deeper than the depths analysed. However, the
shallowest part of it can also start at 4 to 5 km depth, as indicated by detected low-
velocity anomalies. In case the low-velocity areas (velocity variations lower than −10 j %)
are related to the presence of molten or partially molten rock at the estimated depths,
three areas may be prone to eruption once the system is pressurised: the eastern
and south-west sites outside the caldera outskirts and the south-east area beneath the
volcano caldera.

6.6. Summary and Discussion
While the Earth’s surface inflates or deflates as a result of tensile or compressive internal
forces (stress) in the subsurface, geodetic measurements are used to quantify the
amount of deformation (strain) at the surface. Surface displacements in geothermal
areas can be a result of coupling processes such as flow, pressure build-up/release during
pore volume increase/reduction, reservoir cooling; or in case there is no production,
natural processes such as contracting due to cooling, regional extension, crystallization,
expansion due to gas exsolution, and ongoing hydrothermal activity. If, on the one hand,
these are time-dependent processes that can be modelled dynamically, on the other
hand, surface displacements can also be used to solve for subsurface characterisation
(e.g., fault-plane solutions or magma reservoir) through geodetic imaging. As seismic
waves travel through the Earth’s interior, they can be accelerated or decelerated depend-
ing on the different materials encountered along the seismic propagation path. With
respect to a reference velocity model as a function of depth, it is possible to estimate
velocity anomalies and distinguish different subsurface structures (static model) by
seismic imaging. Other ambient noise seismic interferometric methodologies can also
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identify temporal changes in wave propagation due to processes in the subsurface,
namely geothermal production Donaldson et al. (2019).

Table 6.1: Summary of the main characteristics concerning the two techniques used in this thesis:
Geodetic imaging with respect to InSAR time-series and Seismic Imaging using Ambient Noise
Tomography.

- Geodetic imaging (InSAR based) Seismic Imaging (ANT based)

Input Data
Satellite SAR images: RAW (level-
0) or SLC (Single Look Complex
images)

Network of seismometers:
Vertical or/and horizontal (for
anisotropy studies) component
of displacements.

Intermediate
and final
products

Surface deformation, surface
morphology and reflectivity

Retrieval of surface waves
from seismic interferometry.
Azimuthal velocity variations,
S-wave velocity field, S-wave
velocity anomalies.

Spatial Cov-
erage

Scene size (ground footprint)
depending on the satellite:
20x20 km or up to 250 km swath
(length along a track)

Dependent on the station-
network configuration and
interstation distances. Can be
applied for local, regional or
global networks.

Temporal
coverage

Dependent on satellite sensor
and location on Earth surface.
Earliest in 1991 (ERS-1/2) up to
current date (Sentinel-1)

Dependent on availability of
seismic data

Temporal
sampling

Depending on satellite revisit-
ing time and desired resolution.
With Sentinel-1 it is possible up
to 6.days. Future satellites (e.g.,
CubeSats) may provide an even
higher temporal sampling.

Dependent on the type of seis-
mic instrument, only applicable
for tomography if tomographic
inversion is performed using dif-
ferent temporal seismic acquisi-
tions

Spatial reso-
lution

Depentent on the satellite: from
1 to 20 m

Dependent on the station-
network configuration and
interstation distances.

Sensitivity
at depth

Dependent on the radius-to-
depth source ratio

Dependent on the bandwidth,
interstation distance and sensi-
tivity kernels.

Main error
sources

Phase unwrapping especially in
areas of low coherence, varia-
tion in atmospheric properties,
topography, orbital errors.

Limited ambient noise (source)
energy, limited number of
stations, non-uniform source
distribution, presence of
multiple surface wave modes,
wrong phase/group velocity
picks.
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Final and
Intermedi-
ate products

Final: Source geometry, volume
change, depth, location. Inter-
mediate: Rate of displacements,
time-series of displacements

Final: 3D S-wave velocity field,
S-wave velocity anomalies.
Intermediate: Empirical Green’s
functions, Ballistic Surface
waves, azimuthal velocity
estimation, time-dependent

Advantages
over similar
techniques

Cost-effective, large area cover-
age, of centimetre to millime-
tre levels of accuracy, depending
on the AOI possible to go back
to 1992 deformation measure-
ments, measurements regardless
weather conditions, no fieldwork
requires

Possible to recover past seismic
acquisitions, no need for active
sources or earthquakes therefore
economical.

Limitations

Locating heat sources, comple-
mentary to understanding MT
results, general subsurface char-
acterisation (lithological varia-
tions with depth), the estimated
S-wave velocity field can be used
to constrain induced event loca-
tion.

3D S-wave velocity derived but
not P-wave, long acquisition pe-
riods are required.

Applications

Reservoir pressure change es-
timation (with the correspond-
ing spatial extent), monitoring
of production after effects (e.g.,
subsidence), locating structures
controlling the geothermal fluid
movement (e.g.,faults, calderas,
basement and lateral permeabil-
ity controls)

Locating heat sources, comple-
mentary to understanding MT
results, general subsurface char-
acterisation (lithological varia-
tions with depth), the estimated
S-wave velocity field can be used
to constrain induced event loca-
tion.

Iceland is an excellent location to test both techniques due to the high SNR achieved
using radar and passive seismic interferometry. Except for snow cover periods, InSAR
interferograms are usually highly coherent due to low-density vegetation coverage
and extensive rock coverage, which provides consistency in the backscattered signal
between SAR acquisitions. The empirical Green functions derived from the seismic
interferometry of the ambient noise are equally coherent, and the ambient noise sources
are highly energetic, arriving from the ocean in almost every direction (chapter 3 and
chapter 4).

In Tab. 6.1, we summarise some of the most relevant characteristics of both described
techniques. Note that in this study, we focus only on generating geodetic or seismic
imaging products based on the chosen imaging methods. The same holds for the
parameters described in Tab. 6.1. However, both datasets (‘Input data’ in Tab. 6.1) can be
processed differently to access other subsurface processes such as, e.g. fault solutions
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after induced seismicity events modelled from single interferograms using InSAR or
temporal changes due to production, from coda waves. Additionally, for both case
study applications, seismic images of shallower depths would be preferred for a possible
confrontation with production data. For this, using higher recorded frequencies of
ambient noise or a combination of group and phase velocity picks and further inversion
from frequency to depth would allow a more comprehensive knowledge of the shallow
subsurface.

These results confirm that both InSAR and seismic tomography perform reliably
in the Icelandic geological setting. This demonstrates the potential for broader ap-
plication. A systematic deployment of seismic tomography in all volcanic systems in
Iceland, coupled with routine InSAR monitoring, could substantially improve volcano
monitoring, early warning capabilities, and long-term hazard assessment. Similarly,
integrating InSAR, GNSS and seismic tomography with geothermal well measurements
enables joint recovery of reservoir and geomechanical parameters, such as fluid ex-
traction and injection rates, pressure evolution, reservoir compaction and expansion,
subsurface structural geometry, and temperature–permeability distributions. Although
well measurements provide most of the required parameters for geothermal operations,
this integrated approach can offer a powerful framework to improve our understanding
of fluid flow and heat transport processes, as well as mapping partially molten areas,
serving both resource management and risk mitigation strategies.



7
Summary And Conclusions

The main research objective of this study was to assess the added value of the individual
and synergistic use of radar and seismic interferometry for imaging MPS’s on active
volcanoes in Iceland. This objective was addressed through the implementation of the
methodologies and a feasibility assessment over three active volcanic areas: Eyjafjalla-
jökull, Reykjanes Peninsula, and Torfajökull volcano. In this chapter, I revisit and provide
conclusions on the research objectives outlined in sec. 1.5. I also provide a summary of the
study, discuss its limitations, and highlight key recommendations and key contributions.

7.1. Scientific contribution
In this study, I have demonstrated the potential of using geodetic and seismic imaging
techniques to improve our understanding of magmatic plumbing systems (MPS). To
achieve this, I defined three sub-goals. First, I developed and applied ambient noise
tomography to image MPS, and created a newly derived phase velocity estimation
method. Second, I estimated InSAR time series deformation rates and constrained
deformation rates and volcano source modelling with other space-based or in situ-
based techniques. Third, investigate the MPS associated with volcanic activity or
unrest in three volcanic systems: Eyjafjallajökull, during its 2010 eruption, Torfajökull,
which shows unrest, and the west part of the Reykjanes Peninsula, which is subject to
geothermal exploitation and where two volcanoes recently erupted. Below, I provide a
summary of the findings and a discussion of the results related to these sub-goals.

7.1.1. Seismic imaging: 3D Volcano Subsurface Tomography with Am-
bient Noise Seismic Interferometry

Objective: Develop, process, and validate an approach to extract phase-velocities from
ambient seismic noise using seismic interferometry (SI) and optimise it for volcano 3D
shear-wave tomographic studies.

The strategy to retrieve ballistic surface-waves (BSW) from ambient noise using SI
and optimise it for 3D subsurface tomographic studies was summarised in Fig. 4.2
(page 65). The developed approach encompassed several steps: first, the retrieval of
BSW by seismic interferometry, followed by the estimation of phase-velocities from the
BSW, ultimately leading to the estimation of the 1D, 2D, and 3D shear-wave velocity
models. For phase-velocity estimation, a new method was introduced. The approach
also took into account a quality control procedure, which involved selecting inter-station
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travel-times, selecting reliable frequencies for phase-velocity estimation of the retrieved
surface waves, and quality checks during the tomographic inversions. Within the context
of the tomographic image, the resolution was exploited as a way to detect anomalies
within the extent of the high-enthalpy geothermal field. In the following sections, key
conclusions of the adopted and developed methodology are outlined.

Retrieval of Ballistic Surface Waves from ambient noise
Using two different seismic networks for Torfajökull (for 100 days, chapter 3) and the
western part of the Reykjanes Peninsula (for 1.5 years, chapter 4), it was possible
to retrieve empirical Green’s functions from ambient-noise. The empirical Green’s
functions obtained from ambient noise, particularly the BSW, exhibit remarkable clarity
and coherence in Iceland’s seismic networks.

This quality is evident from several indicators. First, the analysis of the power
spectral density and the spectrograms highlighted a notably high signal-to-noise ratio
in the frequency range of 0.1 to 0.4 Hz. This broader bandwidth, compared to other
locations, allowed the extraction of signals sensitive to a wider range of depths.

Moreover, the conventional practice of extensive temporal averaging or stacking,
often employed to converge retrieved signals toward the BSW portion of the Green’s
function, proved challenging for Torfajökull. Yet, even with only 100 days of seismic
recordings (as detailed in sec. 3.2.1), coherent empirical Green’s functions were obtained.
It is worth noting that the potential to reduce the number of days for temporal stacking
opens up the possibility of repurposing historical seismic networks originally designed
for earthquake tomography to facilitate ambient-noise retrieval.

Finally, beyond the highly coherent retrieved BSW, the beamforming results reinforce
ambient noise quality particularly in terms of azimuthal coverage. The beamforming
results of both seismic networks indicated an apparent surface-wave velocity of 3 km/s
and exhibited evidence of anisotropic noise distribution. Despite the non-isotropic
nature of the noise distribution, both seismic networks showed sufficient illumination
from at least two quadrants (spanning an angular range of at least 180◦). This enabled
us to choose between the causal or the a-causal BSW arrivals.

Surface-wave phase velocity estimation
The method developed in this thesis to estimate phase velocities initially involves phase
picking in the frequency domain and subsequently in the time domain. The average
phase velocity was first extracted using the multichannel surface-wave method (MASW).
This enabled the extraction of phase velocity from the amplitude spectrum, preserving
the phase-spectrum information. MASW performed well despite several challenges,
including suboptimal seismic network configurations,1 local noise sources, scattered
waves, and phase ambiguity estimation problems. The results also revealed a clean
retrieval of surface waves with no higher modes or unexpected arrivals.

The number of ray-paths per frequency is dependent on the inter-station distance as
the quality of the retrieved ballistic surface waves degrade when inter-station distances
are too short or too large. For short inter-station distances, the retrieved arrivals at

1The Torfajökull array is slightly skewed in the NW-SE direction, while the Reykjanes Peninsula array is skewed
in the NE-SW direction
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positive and negative time lags interfere with each other, resulting in less accurate timing
picks. For large inter-station distances, the direct waves interfered with scattered-wave
arrivals, which complicated the phase picks. Therefore, a minimum and a maximum
inter-station distance threshold was set.

With the method newly developed in this thesis for phase-velocity extraction (sec. 3.3.3),
it was possible to reject frequencies for which the average virtual source phase term
deviates from the expected value π/4. Frequencies for which the best-fitting phase
term of the virtual source does not come close to a physical source term were dropped
for further analysis. The advantage of this method over other source-phase estimation
methods is its applicability to arbitrary array configurations. The downside is that the
presented method requires enough pairs of stations to fit a time-distance curve reliably.
As demonstrated for the case studies in this thesis (Chapters 3 and 4), even for the case
with fewer seismic stations, the minimum number of station pairs is enough to extract
consistent phase-velocities with this method.

The estimation of phase velocities also demonstrated consistency in the azimuthal
phase velocity. For both volcanic areas studied, the azimuthal phase velocities showed
a smooth variation between adjacent frequencies, keeping consistent velocity varia-
tions. Thus, the evaluation of phase velocities confirmed their consistent increase in
a monotonous manner with the inverse of the frequency.

1D, 2D, and 3D shear wave velocity, accuracy, and model resolution
The 1D to 3D velocity models were derived through the sequential seismic workflow (A)
(cf. Fig. 2.1, p. 18). The 1D phase velocity was estimated in the wavenumber-frequency
domain using MASW and then in the time domain inversion step 1A). The 2D shear-
wave velocities were estimated with the 1D velocity as a reference and by development
and application of tomography in the frequency domain, known as inversion step 2A.
The 3D tomography in the frequency domain was derived in step 3A, and the 3D-shear-
wave velocity model was estimated after the inversion from frequency to depth, known
as inversion step4A.

In the tomographic inversion process, specifically in step 2A, a first-order statistical
Tikhonov regularisation was effectively incorporated to account for the ill-posedness
nature of the problem. Using a cross-validation approach ensured that the regularisation
parameter was finely tuned even when estimated independently for each frequency.
This was evidenced by the low RMSE across 2D frequency-dependent outcomes, af-
firming the robustness of the estimator, and by the smoothly transitioning velocities
decreasing monotonically with increasing frequency, underpinning the reliability of the
velocity estimates.

In inversion 3A, a neighbourhood algorithm (NA) was applied in a Monte Carlo
approach to the dispersion curves of each grid cell derived from inversion step 2A, the
3D VS model. The estimated 3D model standard deviation from the 10% best models
(out of 3000 models) had a minimum misfit between 0 and 150 m/s. For Torfajökull
(sec. 3.5.2), the standard deviation of the 3000 models is in the order of 20 m/s indicating
a minimal misfit. This deviation reflects a change in wave speed between ∼0.5%
and ∼1% depending on the analysed depths. The results obtained over the Reykjanes
network displayed a similar order of magnitude.
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Regarding the resolution of the final 3D shear-wave velocity estimation, a trade-
off exists between resolution and reliability. Due to the characteristics inherent to
the application sites and corresponding seismic networks, the depth resolution of the
tomography was exploited using Torfajökull’s network and the horizontal resolution
using the Reykjanes Peninsula network.

In the tomography of chapter 3 a resolution was fixed to 4 km and checkerboard tests
successfully reproduced the simulated checkers for the chosen resolution. Afterwards,
in the inversion from frequency to depth (inversion 3A), the S-wave velocities were
estimated from two independent runs with interspersed boundary layers using the same
modelling setup. One model runs with depth limits between 1.5 and 5.5 km, while
the second model runs for depth limits between 2 and 6 km, both with 1 km vertical
resolution. The results of both model runs, now with 500 m depth resolution, describe
a smooth velocity variation and the resultant averaged 1D model exhibits consistency
with previously published studies. In theory, a higher resolution could be achieved by
iterating model runs with different depth interfaces as unknowns during the inversion
to depth (inversion 3A). However, this approach has the potential to introduce artificial
features in practice.

For the Reykjanes Peninsula network (chapter 4), since the network is denser than
for Torfajökull, it made sense to test different combinations of horizontal resolutions
and anomaly sizes. For each of these combinations, checkerboard sensitivity tests
were used, constrained by the Tikhonov regularisation parameter previously estimated
(inversion 2A) for each frequency value. The resultant dispersion curves of the four
tested horizontal resolutions (1 to 4 km with steps of 1 km) exhibit similarities, indicating
stable outcomes even at higher resolutions, such as 1 km. This observation is further
supported by the consistent values of the regularisation parameter for each frequency
and resolution, which were estimated independently.

While ANT techniques are suitable to derive 3D shear-wave velocity fields, the
straight-ray approximation often employed holds under the assumption that the re-
trieved surface waves follow a direct path between stations. This assumption is valid
only in uniform media. As soon as the waves cross, e.g., a ’fast body’ or a medium-
contrast of finite size, the use of tomographic cells with a smaller size violates the direct
wave assumption. Therefore, despite the excellent fit between the dispersion curves
and the resulting velocity anomalies obtained at both lower (4 km) and higher (1 km)
horizontal resolutions, there should be caution when interpreting higher-resolution
solutions. For further Reykjanes Peninsula interpretation, the 3 km resolution was
selected. In chapter 6, the 1 km resolution solution was exploited to comment on the
possible added value for volcano monitoring and geothermal applications.

7.1.2. Geodetic Imaging with constraints: MPS’s geometry from defor-
mation modelling and seismics

Objective: Design, process, validate, and evaluate the deformation estimated from
InSAR time-series followed by modelling the magmatic plumbing systems’ geometry,
size, and depth.
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To achieve this objective, the first step involved processing SAR acquisitions into
InSAR time-series products for two volcanoes. TerraSAR-X time-series data spanning a
year were processed to cover the 2010 Eyjafjallajökull volcanic eruption. For Torfajökull,
nearly 25 years of ERS and Envisat acquisitions were processed. Different approaches
for geodetic imaging of MPS were chosen for the two case studies, depending on the
deformation rate and available constraints.

Processing
The processing of SAR imagery for deformation estimation was influenced by several
interconnected variables, including sensor characteristics (spatio-temporal resolution,
image availability, and wavelength), characteristic of the Area of Interest (AOI) (i.e.,
surface cover, topography), and the nature of deformation (linear/non-linear in time
and space). The processing aimed to reduce error sources (such as atmospheric and
orbital errors) and increase the number of point-scatterers to minimise unwrapping
errors caused by snow, glaciers, and large magnitude displacements associated with
the eruption. Additionally, the processing was focused on extracting the deformation
signal of interest from other superimposed signals. The temporal resolution of TerraSAR-
X data was particularly valuable for capturing changes in displacement during the
pre-, co-, and post-volcanic phases of the 2010 Eyjafjallajökull eruption, providing
insights at GPS locations at higher spatial resolution (chapter 5). However, for volcanic
eruptive-related displacements, smaller wavelengths (such as X-band) may not be ideal
due to the likelihood of phase unwrapping errors associated with high magnitude
and non-linearity of the displacement patterns during the eruptive cycle. Given the
AOI characteristics, which included glaciers and snow cover, winter acquisitions were
excluded to retain coherence in the interferograms.

The displacements accompanying the 2010 eruption were also captured and de-
tected in ENVISAT data processing aimed at the Torfajökull volcano, although only two
coherent acquisitions were available after removing winter scenes. The main added
value of using the ERS and Envisat acquisitions was to cover the period of the seismic
network used. Almost 25 years of acquisitions were processed from RAW format (level 0)
to allow a wider swath over the study area, supporting longer-term deformation analysis.

Deformation modelling from InSAR and GNSS time-series
In the Eyjafjallajökull case study, chapter 5, GNSS data was used to enhance and
complement the results obtained from the InSAR analysis. The high temporal resolution
of the GNSS time series served three crucial purposes. First, for validation of the InSAR
time series. By comparing InSAR and GNSS data, after conversion to the Line of Sight
(LOS), it became possible to identify unwrapping errors in the InSAR time series. Second,
as a constraint for magma chamber estimation. The displacement rates estimated from
GNSS, when jointly considered with the InSAR displacement rates, allowed for a more
precise determination of the size, shape, and depth of the magma source as well as
indications of when the model is a better or worse fit by analysing the residuals.

The use of InSAR measurements to monitor volcanic unrest has consistently demon-
strated the benefit of including at least one GNSS station for external data validation.
This integration proves to be especially crucial in the context of monitoring ice- and
snow-covered volcanoes, where the exclusion of winter acquisitions is necessary to
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maintain interferogram coherence. The existing GNSS stations provide essential prior
knowledge of the anticipated deformation, which informs the geodetic measurement
acquisition strategy and guides the selection of suitable InSAR processing parameters.

Geodetic Imaging with seismic and GPS constraints
With the estimated displacement rates, the magma source depth, shape, and volume
change were modelled for Torfajökull and Eyjafjallajökull volcanoes.

For Torfajökull, a forward inversion of the InSAR and GNSS displacements indicated
a best-fit ellipsoidal source at ∼5 km depth. This depth coincides with the low-velocity
anomaly imaged in chapter 3, suggesting that the deformation source and the seismic
anomaly are physically linked. However, the full Bayesian inversion using a Markov
chain Monte Carlo (MCMC) framework was not performed in this study; instead,
this is proposed as future work. Such a framework would allow the incorporation of
prior knowledge from seismic tomography and provide a probabilistic assessment of
uncertainties.

For Eyjafjallajökull, the integration of seismic and geodetic observations provided
an instructive methodological example. A forward model based on the four vertically
aligned sills hypothesised from seismicity (Tarasewicz et al. 2012b) failed to reproduce
the observed surface displacements, yielding residuals an order of magnitude larger than
the InSAR and GNSS measurements. In contrast, the joint inversion of the InSAR and
GNSS time series favoured a three-dimensional ellipsoidal source at 6–7 km depth, with
a gradual volume reduction throughout the post-eruptive phase. This demonstrates
the added value of combining seismic and geodetic datasets, where joint inversions
can better constrain source geometry and evolution compared to forward models based
solely on seismicity.

7.1.3. Icelandic MPS: Modelling and interpretation

Objective: Evaluate and interpret the results over each AOI for which the techniques
were individually or mutually applied.

Torfajökull: At the Torfajökull volcano I applied both seismic imaging (chapter 3)
and geodetic imaging (chapter 6). I successfully identified VS variations between
approximately 1.5 km and 6 km depth, with low-velocity anomalies ranging from
−10% to −15%. These anomalies are observed in two distinct areas: the eastern and
southwestern regions outside the volcano caldera, where they persist at different depths
and frequencies. Beneath the caldera, we detected small low-velocity anomalies that
reached approximately−6% at most frequencies. Some of these anomalies become more
pronounced after frequency-to-depth conversion, despite loss of edge data. At shallow
depths (up to ∼ 3 km), velocity variations down to ∼ −10% in small areas suggest hot
material or potentially even small amounts of magma, which may be responsible for the
high-temperature geothermal field on the surface. From 3.5 km depth and deeper, we
observe a low-velocity anomaly between −10% and −15%, which spatially extends in a
direction NW-SE below the caldera.
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Seismicity patterns support these interpretations. Low-frequency earthquakes are
concentrated beneath the southeastern quadrant of the caldera, coinciding with low
VS anomalies and indicating viscous magma, possibly linked to cryptodome formation.
High-frequency earthquakes, attributed to the brittle failure of the volcanic edifice,
occur in regions of high or average velocity, possibly due to thermal cracking or crys-
tallization processes.

High-velocity anomalies outlining the caldera form a ring-like structure, with stronger
anomalies in the north and northeast quadrants. These correlate with surface-exposed
lavas, likely representing solidified eruption-feeding dikes from the Brandsgil (115,000–
130,000 years before present) and Jökulgil (65,000–115,000 years before present) rhyolite
eruptions. The abrupt velocity changes at the caldera outline suggest a structural feature
associated with caldera collapse.

Based on these tomographic results, we proposed a conceptual model of Torfajökull
’s magmatic system. High-temperature geothermal activity (above 140◦C) is mainly
concentrated in the southeastern caldera, which correlates with a decrease in VS .
The plumbing system, extending to 6 km depth, consists of relatively small molten
or partially molten cavities and channels. Although a large and established magma
chamber within the caldera is not directly evident, the shallowest part of such a structure
may begin at 4–5 km depth, as indicated by the low-velocity anomalies. Surface
displacements show a consistent subsidence pattern within the volcano caldera, with
the most prominent subsidence occurring in the southwestern region of the caldera.
Inverse and forward models of surface displacement indicate that the magma chamber
can be fitted with a spheroid at ∼5km depth. By seismic imaging, an area of potential
melt or partial melt within the volcano caldera at ∼5 km might be the source modelled
by InSAR.

If the observed low-velocity areas (< −10% variation) correspond to molten or
partially molten rock, three regions are particularly prone to future eruptions in the
event of system pressurization:

• The eastern site outside the caldera outskirts,

• The southwestern site outside the caldera outskirts,

• The southeastern site beneath the volcano caldera.

These findings provide crucial insights into Torfajökull’s magmatic system, its geother-
mal implications, and potential eruption scenarios. However, as with InSAR, ambi-
ent noise tomography alone cannot conclusively identify mush zones: low-velocity
anomalies may equally reflect high temperatures, partial melt, or altered lithologies.
Robust confirmation of a mush zone in Torfajökull would require joint constraints from
petrology, attenuation studies, reliable variations in VP for VP/VS estimates or receiver
function analyses.

Eyjafjallajökull’s 2010 co- and post-eruptive source modelling The results of TerraSAR-
X and GPS analysis showed that the 2010 eruption of Eyjafjallajökull cannot be explained
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by a simple sill beneath the summit, as earlier models suggested. Instead, a three-
dimensional ellipsoidal source at 6–7 km depth better accounts for the observed de-
formation. Seismic event relocations had suggested a stack of four depressurising sills
(Tarasewicz et al. 2012b), but these models fail to explain the geodetic data.

This discrepancy highlights that the plumbing system is unlikely to consist of fully
molten, pressurised sills and instead requires a three-dimensional magma reservoir.
However, a fully molten chamber would not explain the observed seismicity, since
earthquakes cannot nucleate within a homogeneous melt. Combined with petrological
evidence for mixing of older and newly intruded magma, a more plausible interpretation
is that both seismic and geodetic constraints point to a partially molten, crystal-rich
mush system. In such a framework, seismic events occur within a heterogeneous
mixture of melt, crystals, and volatiles rather than within discrete magma chambers.
The Eyjafjallajökull case, therefore, may be reinforcing a broader shift in volcanology:
magmatic plumbing systems are increasingly recognised as dynamic, mush-dominated
networks rather than simple, fully molten reservoirs.

Seismic event relocations had previously suggested a vertically aligned stack of four
sills depressurising with time (Tarasewicz et al. 2012b). However, forward models based
on this hypothesis failed to reproduce the observed surface displacements, yielding
residuals much larger than the geodetic uncertainties. This discrepancy indicates that
while seismicity effectively traced zones of brittle failure and transient fluid migration,
these features are unlikely to represent fully molten pressurised sills. Instead, they can
be more plausibly interpreted as seismic activity within a partially molten, crystal-rich
mush system.

Taken together, the geodetic and seismic observations support an interpretation
of the Eyjafjallajökull plumbing system as mush dominated rather than composed of
discrete sill-shaped chambers. This perspective aligns with broader developments in
volcanology, where magmatic systems are increasingly recognised as dynamic networks
of melt, crystals, and volatiles rather than simple reservoirs.

Reykjanes Peninsula The observed VS anomalies exhibit variations ranging from 0.85
to 1.15 times the estimated 1D velocity model within the depth range of 2 to 6 km.
Tomography achieved a lateral resolution of 3 km and a vertical resolution of 1 km.
The lower VS anomalies could be indicative of pockets that potentially contain partially
molten material, where the Vp/Vs ratio offers further insight into this interpretation.
The higher VS anomalies suggest the possible existence of older intrusions that have
solidified and became more rigid. In addition, these structures may also result from
cooling effects associated with proximity to the ocean.

The geological setting of the Reykjanes Peninsula is more sensitive to magma intru-
sion through dikes along the NE-SW trending region, exemplified by the high density
of fissures and faults. However, this tectonic context does not appear to favour the
presence of large magma chambers. This observation is consistent with the findings of
this study chapter 4 using seismic ambient noise tomography over Reykjanes Peninsula.
Relatively small extensions of low-velocity anomalies, resembling lenses or possibly
sills were detected, some of which at shallow depths 1 to 3 km. One of these low-
velocity anomalies was located below the location where the volcanic eruptions of
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Geldingadalur, Fagradalsfjall, and Litli-Hrutur occurred in 2021, 2022, and 2023, re-
spectively. The largest low-velocity anomaly is located below the most recent series
of volcanic eruptions from December 2023 to December 2024, near Grindavík and the
Blue Lagoon. Overall, the study area in the western part of the Reykjanes Peninsula
indicates the presence of low-velocity anomalies, which after spatial correspondence
with the location of the recent volcanic series seem to be the magma source related to the
eruptions. There is no evidence for a large mush-dominated reservoir, consistent with a
tectonic-dike-dominated setting. However, similar to the Torfajökull volcano, ANT alone
cannot unambiguously prove mush, only low-velocity anomalies that may be linked to
partial melt.

7.2. Recommendations
Clearly, the results from this study, based on choices and assumptions related to data
and methodology can be subject of academic discussion, and lead to recommendations
for future research. Thirteen main recommendations are listed below.

1. A different approach involving the extraction of both group and phase velocities,
followed by joint inversion from frequency to depth, may yield tomographic
results at shallower depths. This may be valuable for sites with seismic campaigns
since it can potentially enhance our understanding of the hydrogeological system.

2. In terms of inversion methods, the Gauss-Markov formulation used in this study
for depth-dependent seismic tomography primarily focused on deterministic
aspects. In addition to using the neighbourhood algorithm (NA) in a Monte
Carlo approach to estimate the 3D model standard deviation from the 10% best
models, the uncertainties of the estimated dispersion curves can also be formulated
stochastically, as variance of the observations. Recent methods, such as trans-
dimensional tomography, are promising in this context.

3. The adoption of reflection seismic techniques, as initially explored for Torfajökull
seismic network, may offer a complimentary perspective. Further exploration of
reflection seismic methods may shed light on the expected behaviour of S and P
waves, potentially aiding in interpreting cross-correlation panels and providing
insight into shallow reflections.

4. Incorporating time-dependent analysis into seismic interferometry may enable
comparisons with InSAR displacements, potentially revealing dynamic changes in
the subsurface.

5. This study has explored the relationship between heterogeneity dimensions of
the medium and the selected cell size for inversion, using checkerboards and
forward models in seismic configurations. Full-waveform modelling in 2D syn-
thetic velocity models may achieve more reliable results, which can be tested to
specific seismic acquisition configurations. The relationship between medium
heterogeneity and cell size can also be assessed by comparing the velocity model
obtained through straight-ray tomographic inversion of observed travel times to the
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synthetic velocity model. These results may lead to valuable recommendations
for the practical use of ANT over geothermal reservoirs, focusing on uncertainties
concerning model resolution.

6. It is recommended to exploit the complementary nature of ambient noise tomog-
raphy and earthquake tomography by using the 3D VS models obtained from ANT
as initial input for precise earthquake relocation. This integrated approach could
enhance the accuracy of the earthquake depth estimation and provide details
where earthquake tomography lack illumination.

7. Leveraging more recent Synthetic Aperture Radar (SAR) data, such as Sentinel-1
over Torfajökull, can be used to extend the available time series data, allowing for
the confirmation or assessment of changes in subsidence rates over time.

8. Given the demonstrated insights on the spatial and temporal coverage that TerraSAR-
X provided covering the Eyjafjallajökull eruption, volcanic eruptions should have
have acquisition privilege over competing requests during crises. This holds
especially when no other non-commercial satellite acquisitions are available that
would be fit for purpose, as it was for the 2010 Eyjafjallajökull eruption.

9. ESA could consider providing access to the algorithms utilised to transition from
RAW Level 0 to level 1. Such step would benefit the users enabling them to
process wider geographic areas using historical data more effectively and easier
to compare with Sentinel-1.

10. A better deformation rate model should be used in chapter 5. A model using
an exponential decay may provide a better magma source geometry and volume
change estimation of the post-eruptive deflation source. An inversion scheme
with a better deformation rate estimation should be revisited.

11. To better understand the linear subsidence observed at Torfajökull, a crystallisa-
tion model should be employed to investigate whether the subsidence rates align
with the cooling or crystallisation of a magma chamber at depth. These models
can be either analytical or of the Finite Element Modelling type.

12. In relation to chapter 6, continuous or semi-continuous GPS observations could
have constrained the decomposition of the residual horizontal component of the
deformation signal (which seems to be of tectonic origin) and magma source
geometry.

13. Finally, I also recommend to explore the potential of machine learning algorithms
to integrate InSAR and seismic data. Approaches such as neural networks or
ensemble learning could automate the identification of patterns or correlations
between datasets at certain time instances.
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7.3. Main Contributions
7.3.1. Summary of Contributions
The main contributions of this research are:

1. The generation of the first 3D subsurface image of Torfajökull volcano, resolving
ring-shaped high-velocity and discrete low-velocity anomalies. I detected high-
and low-velocity anomalies, which we correlate with old dike intrusions and small
pockets of possible molten rock, respectively. I identified a potential start for a
magma chamber at 5 km depth. Methodologically, I showed that the retention
of coherent EGFs from relatively short temporal stacks (approximately 100 days)
allows the repurposing of historical seismic networks for ANSI tomography (chap-
ter 3).

2. Derivation of a 3D VS model of the Reykjanes peninsula from ANSI tomography
covering the Geldingadalur, Fagradalsfjall and Litli-Hrutur eruptions and three
geothermal fields. Low-VS zones (strongest <−15%) coincide spatially with uplift
and eruptive centres active in 2024. Anomalies are most robust in regions of high
path density and multi-azimuth coverage with cautious interpretation near model
edges due to reduced checkerboard amplitude recovery (chapter 4).

3. Introduction a method to efficiently estimate phase speeds, resolve the phase am-
biguity term, and quantify the reliability of the retrieved surface waves (developed
in chapter 3 and used in chapter 4).

4. Regularisation of the ill-posed tomographic inversion with a Tikhonov regu-
larization with a cross-validation method to solve the choice of regularisation
parameters (derived in chapter 3 and used in chapter 4).

5. Inversion of dispersion curves using a Monte-Carlo neighbourhood algorithm
to obtain depth-dependent VS profiles and ensemble uncertainty (developed in
chapter 3 and used in chapter 4).

6. Design of a quality control workflow to assess the ANSI tomographic results by
combining (i) beamforming-based azimuthal diagnostics, (ii) temporal coherency
screening of empirical Green’s functions, and (iii) resolution/sensitivity analyses
(chapter 3 and chapter 4).

7. Forward-modelling of surface displacements for hypothesised stack of sills asso-
ciated with the 2010 summit eruption of Eyjafjallajökull, and results showing that
such models fail to reproduce the observed InSAR displacements (chapter 5).

8. Application of a Bayesian inversion (Gauss-Markov framework with Monte Carlo
Markov Chain) to jointly invert GNSS and InSAR for Eyjafjallajökull 2010 eruption
source parameters. The data favoured a 3-D ellipsoidal source at 6.4–7.2 km
depth and ∆V ≈ 0.02–0.026 km3, contradicting a 2-D sill beneath the summit.
(chapter 5).
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9. Demonstration of the potential of ANSI tomographic models to identify present-
day eruption sites on the Reykjanes Peninsula chapter 4).

10. Invertion of four InSAR tracks over Torfajökull volcano, and surface deformation
modeling suggested a spheroidal source at ∼5 km depth (4.5×5 km, NE–SW),
spatially coincident with lowVS anomalies within the caldera (chapter 6).
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A
Supplementary material for

chapter 5

This appendix contains supporting information to chapter 5: the single-station GPS time-
series, parameters used through the InSAR processing, and additional descriptions on the
applied models.

A.1. GPS time-series
Individual station estimated displacements during the Eyjafjallajökull 2010 eruption
from the three GPS components of displacement: North (top), East (middle) and Up
(bottom).

Figure A.1: GPS station THEY with the North (top), East (middle) and Up (bottom) components of
displacement with error bars showing 1σ uncertainty. Red lines mark the moments of deformation
rate used to model the different magma sources (also identified in Fig. 5.2).
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Figure A.2: Same caption as in fig. A.1 for station SKOG.

Figure A.3: Same caption as in fig. A.1 for station SOHO.
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Figure A.4: Same caption as in fig. A.1 for station HAMR.

Figure A.5: Same caption as in fig. A.1 for station DAGF.
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Figure A.6: Same caption as in fig. A.1 for station SVBH.

Figure A.7: Same caption as in fig. A.1 for station BAS2.
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Figure A.8: GPS STE1/2 here renamed as STET. Caption as in fig. A.1.

Figure A.9: Original data for SET1/STE1 before the combination display in Fig. A.8
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A.2. Single primary image processing TerraSAR-X over Ey-
jafjallajökull

Table A.1 shows the parameters used for both interferogram and PSI processing. Two
parameters in the table are different from the default parameters. The first is the number
of overlapping pixels between patches in both range and azimuth, which are in this case
the same as the resolution of TerraSAR-X images similar in both azimuths. The second
parameter that is different from the default value (for C-band) is the range and filter
grid size, which I chose to be half of the default value to deal with the increased spatial
resolution of TerraSAR-X images.

Table A.1: Fixed processing parameters

Parameter Value Units

DEM 25 meter
Multilook factor 1 x 1 meter
Oversampling no -
Overlapping pixels between patches in range 50 meter
Overlapping pixels between patches in azimuth 50 meter
Number of patches 30 -
Filter grid size 25 meter
Dispersion threshold 0.4 -
Processing method Density -
Density random 20 %
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