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Summary

Variations in the ability to tack various Unidirectional (UD) tapes consisting of Polyetheretherketone
(PEEK) and Polyetherketoneketone (PEKK) Thermoplastic (TP) polymers reinforced with Carbon Fibre
(CF) are observed at Boikon B.V. while utilising their developed Ultrasonic Tacking (UST) technique.
Therefore, a research project with main objective; ”Improving the understanding of the UST process
to increase the tape laying speed and preserving the tacking quality of PEKK and PEEK UD tapes by
providing Boikon with fundamental knowledge related to the most influential parameters, obtained from
extensive literature research and validated with experimental work” was initiated.

The converter, booster and sonotrode are the three main components of the ultrasonic stack required to
introduce the ultrasonic vibrations in the UD tape. The vibrational amplitude generated by the converter
is amplified by the booster and the sonotrode while pressure is exerted by the ultrasonic stack to ensure
efficient energy transmission. A bond between two UD tapes is established when fusion of polymer
chains across the interface takes place. In order for polymer fusion to take place the TP polymer
must be sufficiently heated. The ease of heating of TP polymers during UST depends on two heating
mechanism and various polymer material properties. The 𝐸′ and 𝐸” of semi­crystalline polymers used
for high structural applications are unfavoured for UST, and partially explain why processing of PEEK
and PEKK is challenging. The vibrational amplitude, continuous tacking pressure and the tape laying
velocity are considered the most important influential parameters for the process. The amplitude at the
sonotrode tip is in direct relation with the amount of dissipated energy, a higher amplitude results in the
generation of additional heat. Besides the magnitude of energy dissipation per time unit, the amount
of generated heat also depends on the duration of the process, in other words the tape laying velocity.

Based on the existing method of Voronoi Tesselation, an algorithm was developed to characterize
the microstructure of an UD tape using multiple micrographs. The fibre locations are extracted from
the micrographs using image analysis software. This in combination with the defined tape boundary
characterizes the distribution of fibres and resin through the tape thickness. A local Fibre­Resin Ratio
(FRR) ratio was introduced to quantify, and compare various tapes. Each of the through thickness
distributions of the three different tapes analysed show unique behaviour. This type of distribution
emphasizes that much variation is present between various micrographs analysed of the same UD
tape, especially in the vicinity of the outer surfaces. For UST the outer surfaces are of high importance
because the TP resin here should establish the bond between both UD tapes. Therefore, a different
type of analysis was developed. This analysis is called the localized analysis and provides the average
FRR of regions only in contact with the tape boundary. The localized analysismore accurately quantifies
and distinguishes the outer surfaces of the three tapes analysed, especially for tapes showing much
surface waviness.

Based onmicrographs obtained from tacked samples prepared using the Falko Automated Tape Laying
(ATL) an analysis is performed to relate the microstructure to the consistency of tacking. Remarkably,
the variation of FRR at the outer surfaces is also present in the measured Bond Line Length (BLL) of
tacked samples. The bond lengths measured at various locations over multiple micrographs per UD
tape emphasize that the degree of consistency in FRR distribution is in relation to the consistency of
established bonds.

The influence of the amplitude, pressure and velocity on the bond strength is extensively studied using
Response Surface Methodology (RSM) as type of Design of Experiment(s) (DOE). Different combina­
tions of parameter settings are utilised to prepare the samples. The bond strength is measured using
a Mandrel Peel (MP) setup designed, built and validated at Boikon. The RSM provides an Analysis of
Variance (ANOVA), and based on that it is possible to determine which of the significant second order
model terms contributes most to the bond strength. By critically reviewing these results, in combination
with the response surfaces, it became clear that the vibrational amplitude showed the highest potential
for process optimization in terms of an increased tape laying velocity.
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vi Summary

The variation in measured bond strength, using the developed MP setup, was analysed based on the
peel force curves of various samples. A trend was observed showing that the degree of variation in
BLL and FRR is in agreement with the variation in the measured bond strength of tacked samples.

Validation of the results from the parameter study was performed by implementing a high gain booster
in the Falko ATL. This resulted in an increase of vibrational amplitude. Various samples were prepared
using a step­wise increase of amplitude, while keeping the other parameters similar. With the use of
the MP setup it was shown that the bond strength increased with an increase of amplitude. For process
optimization it was of interest what the effect of an velocity increase is on the measured bond strength.
While increasing the velocity, the bond strength dropped slightly but an increase of vibrational amplitude
showed its potential for process optimization.

Based on the results of themicrostructure characterization experiment it is concluded that each UD tape
can be described with an unique FRR distribution. The fibre rich outer surfaces with much variation of
the PEEK tape from Teijin, in combination with the unfavourable semi­crystalline TP polymer properties
explain why processing of this specific UD tape is challenging. Less challenging to process is the PEKK
tape from Solvay. This tape does posses a resin rich upper surfaces what enhances the bonding
capabilities. Nevertheless, the BLL experiment concludes, in terms of bond length consistency, that a
rather consistent distribution of fibres and resin is favoured compared to a resin rich UD tape with severe
surface waviness. Furthermore it was found that variations in BLL, FRR and peel force are interrelated.
Each of the parameters included in the statistical model showed significance with respect to the bond
strength, meaning that each of these parameters influences the final bond strength. The amplitude
showed the highest potential for process optimization. With tuning of the continuous tacking pressure
identical bond strengths can be obtained with the implemented high gain booster, while utilising a
velocity increase of 43%.

The current method used to characterize microstructures of UD tapes was successfully used, but re­
quires optimization for a more precise analysis. Additionally, the optimum value of vibrational amplitude
for process optimization should be determined such that a maximum increase of tape laying velocity
can be realized while preserving the bond strength.
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1
Introduction

This chapter provides an introduction to this project. Section 1.1 elaborates on the project background
and states the necessity of this project. Section 1.2 defines the research questions and briefly describes
the research methodology. Section 1.3 outlines the structure of this thesis.

1.1. Project Background
Nowadays the most common type of resin material for fibre reinforced composites are Thermoset (TS)
resins [1]. However, fibre reinforced Thermoplastic (TP) composites are starting to become revolution­
ary materials in the aerospace and automotive industry [2, 3]. In contrast to TS resins, TP resins are
capable of becoming liquid upon heating and solid when cooled down. This explains why TP compos­
ites are promising in terms of recyclability [1] and have more elegant joining method possibilities [4, 5],
what increases the potential of obtaining high production rates [2].

The favourable aspects of TP polymers used in composite parts does result in the need of new, state
of the art manufacturing techniques. Boikon BV (Leek, NL) developed the Falko ATL machine in 2018
(figure 1.1). The Falko Automated Tape Laying (ATL) is able to position, locally heat and fix the slitted
tapes, what results in a unique combination of processes for TP composite manufacturing. The slit­
ted tapes are the result of the slitting process also developed by Boikon (figure 1.2). Fixation of the
Unidirectional (UD) tapes is realized with local heating of the TP resin by utilising an ultrasonic tacking
technology. The ultrasonic technology is described in detail in chapter 2. The use of tapes in the ATL
process in combination with smart placement and cutting algorithms does result in minimal waste and
provides the option of using local reinforcements [6]. The result of the tape laying process is a near
nett shape laminate containing locally tacked layers. Consecutive steps are consolidation and forming
to the required geometry.

Figure 1.1: Photograph of the Falko ATL at the Boikon facility.
Obtained from [6]

Figure 1.2: Photograph of the slitting equipment at the facility of
a customer. Obtained from [6]

1
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Figure 1.3: Process flow from UD tape production to consolidated final part. Obtained from [6]

Boikon is mainly involved in the slitting and tape laying step of the total TP process flow presented
in figure 1.3. Nevertheless, several aspects of the tape production process are still of interest for the
company, such as tape quality and differences in tape characteristics. The tacked laminates are further
processed by external companies. The final quality of the finished part is the result of the achieved
quality of each individual step which implies that Boikon is, to a certain extent, also responsible for
the quality of the finished part. Variations in tacking quality are observed at Boikon while using tape
materials with different TP polymers and when using apparently identical tapes from different suppliers.
The latter is the motivation of the goal of this project, defined as

”Improving the understanding of the Ultrasonic Tacking (UST) process to increase the tape
laying speed and preserving the tacking quality of Polyetherketoneketone (PEKK) and Polyetherether­
ketone (PEEK) UD tapes by providing Boikon with fundamental knowledge related to the
most influential parameters, obtained from extensive literature research and validated with
experimental work.”

This research project has been initiated on the behalf of Boikon B.V. in order to obtain knowledge
regarding the fundamental principles of ultrasonic welding. Understanding of this process with cor­
responding influential parameters is implemented in the Falko ATL machine to increase tape laying
speeds of PEKK and PEEK UD tapes, while preserving the tacking quality. This research project
focusses on PEKK and PEEK polymers because their properties are promising for Fibre Reinforced
Polymer (FRP) composite parts in the aerospace industry. Increasing the production capabilities of this
novel production technique can strongly promote the position of Boikon B.V. in the field of TP composite
production.

1.2. Research Questions and Methodology
The main research objective stated above is translated into the following main research question:

’Which UST parameters should be altered, and in which manner, to increase the tape laying
speed, while preserving the tacking quality of CF UD tapes containing PEKK and PEEK
polymers?’

To answer the main research question using a well defined approach, several more specific sub­
questions are derived:

1. Which process parameters are important for the UST process, and what is the influence of those
parameters?

(a) What is the basic fundamental principle of the UST process used in the ATL manufacturing
technique?

(b) Based on what is the quality determined of ultrasonic welded thermoplastic materials and
can this be used to quantify the tacking quality of the UST technology?
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(c) Which process parameters are involved and in which way do they influence the UST pro­
cess?

2. Which material properties and characteristics can be related to the tacking quality and how do
they influence the tacking quality of the ATL process?

(a) What type of thermoplastic materials have been tested with the ATL process by Boikon and
what are the differences, in terms of properties and characteristics?

(b) Which material heating mechanisms are present during conventional Ultrasonic Welding
(USW) processes of thermoplastic composites and to which extent are they applicable to
the Falko continuous UST technology?

The first research question is answered with a combination of an extensive literature review and exper­
imental work related to the influential parameters. A method to quantify the tacking quality is proposed
based on the literature review presented in this report, prior to use this method is thoroughly validated.
The fundamental knowledge of USW and relations between parameters are validated for the UST pro­
cess with a comprehensive Design of Experiment(s) (DOE), studying the influence of parameters to
the tacking quality.

Research question two can be answered after more understanding of the different UD tapes, in rela­
tion to the tacking quality is obtained. For an improved understanding of the TP in terms of material
properties and characteristics, micrographs are obtained and analysed. The type of heating mecha­
nisms presented in the literature review of this report are qualitatively related to the ease of tacking of
a specific material in combination with their physical characteristics.

1.3. Thesis Outline
An extensive literature review is presented in chapter 2. This chapter first provides an introduction to
ultrasonic technology, consisting of a brief explanation of the ultrasonic components and relevant TP
material properties. Besides a more detailed explanation of the physics behind UST, several tacking
quality quantification methods are reported. The literature review is concluded with a section describing
a statistical method used for the experimental work to study the influence of parameters to the tacking
quality. Chapter 3 describes an analysis to characterizes the microstructures of the PEEK and PEKK
UD tapes, based on cross­section micrographs. The model developed, including the implementation of
the Voronoi tesselation algorithm is described. Additionally, results are presented to compare the dif­
ferent tapes analysed. Chapter 4 provides the design of the Mandrel Peel (MP) setup used for tacking
quality quantification. Furthermore, design considerations in combination with a thorough validation
are presented. Chapter 5 describes experiments related to the bond length of various tacked sam­
ples. Besides, the DOE used to determine the relation between influential parameters and the bond
strength is described. This chapter is concluded with an experiment analysing the relation between the
UD tape microstructure and the variation in bond strength of a tacked sample. Chapter 6 describes
the implementation of a different booster for optimization of the UST process in terms of tape laying
velocity. This research project is concluded with answers to the research questions in combination with
recommendations for further research.





2
Literature Review

A short introduction to the technology of (ultrasonic) welding of Thermoplastic (TP) composites is pro­
vided in section 2.1, including a description of the Ultrasonic Welding (USW) components combined
with some essential (TP) polymer science. Section 2.2 describes the fundamental principles of USW.
Section 2.3 provides methods to quantify the bond strength of tacked Unidirectional (UD) tapes. Sec­
tion 2.4 explains the basic principles of Design of Experiment(s) (DOE) and motivates why the Re­
sponse Surface Methodology (RSM) is selected for this research project.

2.1. An introduction to ultrasonic welding technology
Various joining methods for TP polymer materials are listed in figure 2.1. This list of joining methods
holds for both fibre­reinforced and unreinforced TP polymer materials. Joining of advanced thermoplas­
tic composites is frequently executed by using fusion methods such as resistance welding, induction
welding and ultrasonic welding [5, 7]. Fusion bonding in short is the heating of polymer material at the
interface such that the material reaches a viscous state, enabling diffusion of polymer chains across
the interface [8]. Resistance welding is based on the Joule’s effect where heat is generated using an
electric current flowing through a resistive wire mesh placed between the two substrates (parts to weld)
[9]. Induction welding relies on an alternating electromagnetic field generating heat by Joule’s heat­
ing, the dielectric effect and hysteresis losses [10]. Ultrasonic welding can be considered as a friction
welding technique due to its high operating frequency and low mechanical vibrational amplitude [9] and
produces heat because of surface contact friction and inter­molecular friction [9].

Figure 2.1: Classification of thermoplastic polymer joining techniques. Obtained from [5].
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Ultrasonic welding is mentioned as the most promising joining technique for advanced TP composites
because this process possesses the largest flexibility in terms of joint design [7, 8]. Figure 2.2 schemat­
ically visualizes the basic setup required for USW, note that sonotrode is a more conventional name
used for horn [11]. The principle of USW is based on the introduction of mechanical vibrations in the
part resulting in heat generation of the TPmaterial [5]. The standard electrical nett power is transformed
to a higher (ultrasonic) frequency by the power supply [12]. The frequency of sound waves which can
be considered as ultrasonic range from 20 kHz to about 1 GHz [13]. However, a majority of studies
dedicated to USW utilized frequencies ranging from 15 kHz to 40 kHz, the so called low ultrasonic
range [14–16]. The high frequency alternating current from the transformer provided to the converter
provides the mechanical vibration of the booster and consequently, the sonotrode [17].

Figure 2.2: Schematic visualisation of main USW components. Obtained from [12].

Compared to the two other fusion bonding techniques mentioned, USW is favoured because no ad­
ditional foreign material is required [18], bond strengths equal to the parent material strength can be
obtained [12], and the process is relatively fast [5, 17, 19]. It should be noted that an Energy Director
(ED) is often utilized in the USW process [20, 21]. However, an ED is not considered a foreign material
as they generally consist of the same polymer as the Fibre Reinforced Polymer (FRP) composite ma­
trix. Additionally, USW is considered as the process having the largest potential to be automated [22].
Continuous USW is a novel technique in the field of welding consolidated FRP composite parts, the
first patent for this process was filed in 2007 [18]. Another advantage for USW is that the welding com­
ponents and other tooling required for USW can be changed easily and relatively fast what improves
the earlier mentioned process flexibility [23].
In contrast to induction welding [5] and resistance welding [24], physical contact between the part and
the hot equipment is present for USW. Nevertheless, thermal degradation of the surface material can
be prevented because heating of the sonotrode is limited [12], whilst the interface experiences sufficient
heat for a fusion bond. If required, the sonotrode can be cooled by using compressed air [17, 25]. As
properly addressed by Potente [19], the favourable aspects of USW can only be obtained if the process
is tailored in a precise manner, in order to fit the process with the parts to be welded.

2.1.1. Description of ultrasonic welding components
A conventional USW stack consists of three mechanical connected main components, namely the con­
verter, the booster and the sonotrode [23]. Additionally, the function of the actuator is also explained
in this paragraph. Figure 2.3 does schematically depict the USW stack, including the development of
stress and amplitude throughout each component. Large stresses are observed, due to stress con­
centrations where the cross­sectional area of a component rapidly changes [26]. The components of
the USW stack are designed such that their length is approximately equal to the half­wavelength, one
wavelength can be calculated using

𝜆 = 𝑐
𝑓 (2.1)

where 𝑐 and 𝑓 are the speed of sound in a specific material and the frequency of the operating ultrasonic
system, respectively [17]. A proper tuned USW stack ensures a maximum vibration amplitude at the
tip of the sonotrode for a specific operating frequency, meaning that the booster and sonotrode are
designed such that they are in resonance at the operating frequency. Tuning of the components to a
frequency other than the operating frequency leads to an inefficient transmission of energy and can
eventually lead to damaging the components [27].
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Figure 2.3: Development of vibrational amplitude and stress in the USW components. Obtained from [12].

Converter
The upper part of the ultrasonic stack is called the transducer, or converter [5]. This component trans­
duces the electrical energy to mechanical energy, in general by using the piezoelectric effect. Piezo­
electricity is mainly used because of the efficient way of transferring electric energy to mechanical
energy [17]. The reversed or indirect piezoelectric effect causes stress in the piezoelectric material,
due to the applied electric field, resulting in an expansion or contraction of the piezoelectric material [28].
The piezoelectric effect is initiated by dipolemoments which occur due to charge imbalances inmolecules.
Multiple dipoles pointed in the same direction are called domains. Each individual domain has its own
dipole moment of own direction. By applying an electric field, these individual domains align in such
a way that the random dipole moments become aligned. This change of orientation causes stress in
the material and thus a mechanical excitation for the duration of the applied electric field [29]. Accord­
ing to the matrix equation presented in [30], the equation to calculate the mechanical excitation of a
piezoelectric element is

Δ𝑦 = 𝑑33 ∗ 𝑉 (2.2)
where 𝑑33 ([mmV−1]) and 𝑉 ([V]) represent the piezoelectric constant of the material and the voltage
applied, respectively.
A high frequency oscillatory mechanical motion can be obtained when instead of a constant electric
field, an alternating high frequency electric field is applied. In this case the piezoelectric material inside
the convertor constantly contracts and expands resulting in the high frequency vibration.

Booster
The component beneath the converter, the booster, is either used to increase or decrease the amplitude
provided by the converter [23]. Besides the amplification function, the booster also provides a mounting
point to connect the ultrasonic stack to the actuator. A metal ring is commonly used to function as
mounting point. At this mounting position, often called the nodal point, the amplitude of vibration is
(roughly) zero. The booster can influence the amplitude by having an unequal mass distribution along
the booster length. When an amplitude increase is desired, considering the conservation of momentum
law, a larger mass should be positioned at the top of the booster [17]. In other words, once the heavier
upper part of the booster, mhigh is in motion, the lower part containing mlow, experiences a faster motion
having a larger amplitude. The gain of the booster is defined as the ratio of amplitude at the top to the
amplitude at the bottom, which is proportional to the mass differences. Amplitude reduction boosters
can be required when large gain factors are needed for the sonotrode, preventing not tunable situations
to occur [12].
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Figure 2.4: Influence of sonotrode shape to vibrational amplitude and stress distributions. Obtained from [23].

Sonotrode
The component transferring the mechanical vibrations from the ultrasonic stack to the part is called
the sonotrode, and is commonly machined from aluminium or titanium [31]. The mechanical vibrations
can be transferred to the part in a transverse [26] and longitudinal fashion [7, 9, 32, 33], the latter is
considered more conventional. A variety of sonotrode shapes are used in the past based on specific
needs of the production process [26, 27, 34–37]. Custom sonotrodes are common case because they
are designed such that they perfectly fit the material used, the operating frequency utilised and the
gain required [27]. For continuous USW processes, the sonotrode commonly has rounded edges at
the tip [31]. This is utilized to obtain a more gradual increase of vibrational energy until a steady state
amplitude condition is reached.

As depicted in figure 2.4, the shape heavily influences the stress and amplitude distribution along the
sonotrode. With a stepped sonotrode, a gain factor of 1:9 can be obtained [23]. However, it is ex­
plained that achieving such high gain factors with a stepped sonotrode is challenging because of the
presence of large stresses in the sonotrode. This introduces the balance the engineer should consider
between obtaining a high vibrational amplitude and maintaining low stresses levels. This is especially
challenging for sonotrodes in automated and continuous processes since those are more prone to fa­
tigue issues [38].
The sonotrode should be designed such that the resonance frequency of the sonotrode is at, or close
to the operating frequency [12]. This reflects on the length of the sonotrode for standard sonotrode
shapes [27, 34–37, 39]. In general, sonotrodes having a basic geometry can be designed using sim­
ple exact equations whereas more complex shapes require empirical relations. Numerical modelling
projects can be utilized for complex sonotrode shapes which consequently removes the necessity to
use empirically derived data [26, 27, 34–37]. As an example, resonance frequencies were found in the
first (i.e. fundamental) mode for stepped, conical and cylindrical sonotrode geometries [37]. However,
realising a maximum displacement at the sonotrode tip is not necessarily obtained in the fundamental
harmonic mode. Kim et al. [26] presented a modal analysis for a specific 20 kHz sonotrode, obtain­
ing a natural frequency of 19.584 Hz in the 10th harmonic mode. This example emphasizes the need
of Finite Element Modelling (FEM) analysis for complex sonotrode geometries to tune the resonance
frequency of the sonotrode close as possible to the operating frequency of the welding system.

Actuator
Many studies [20, 32, 33, 40] in the field of welding TP polymer materials address the effect of the
applied force on the weld strength. For this reason, the actuator is considered as an important com­
ponent for the USW process. The static welding force is commonly applied using pneumatic cylinders
to ensure intimate contact at the weld interface in a controlled and repeatable manner [12, 23]. The
aforementioned components of the USW stack are generally attached to the actuator at the zero ampli­
tude node of the booster, as depicted in figure 2.3 [17]. The use of ’dual­pressure control’ actuators is
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described by Yeh [12] which entails that the pressure applied is high in the initial phase of the process,
whereas the applied pressure is lowered as the USW process progresses. This method facilitates that
the applied force can vary throughout the process according to the different needs as described in
section 2.2.6 [23]. Implementing this approach in a continuous ultrasonic tacking or welding process is
challenging, if not impossible and has not been researched in the past by other researchers.

2.1.2. Thermoplastic Material Properties for Ultrasonic Welding
This paragraph briefly elaborates on some basic polymer science, a more detailed explanation of the
dynamic moduli is provided next. Furthermore, viscoelasticity of TP polymers is described. This para­
graph is concluded with some relevant polymer material properties of Polyetheretherketone (PEEK)
and Polyetherketoneketone (PEKK).

Basic Polymer Science
Polymer materials are created using various polymerisation techniques [24, 41], where the degree of
polymerisation indicates the number of repeating units in the polymer backbone [42]. Polymers, are
generally divided using three groups; thermoplastics, thermosets and elastomers [41]. The categori­
sation between these polymer classes is based on the interaction between individual polymer chains
[24]. In other words, based on intermolecular forces. A thermoset polymer is one large cross­linked
three­dimensional network polymer with strong chemical covalent bonds [41]. A thermoset cannot
be recycled and becomes infusible once the chemical reaction during the polymerisation process is
finished [24]. Elastomeric polymers contain chemical van der Waals bonds which are much weaker
compared to the strong covalent bonds [41]. Thermoplastic polymers, consisting only of individual
polymer chains do not have chemical bonds and are hold together by entanglements of chains, acting
as physical bonds [17, 41]. Heating and cooling of TP polymers is a repeatable process due to the lack
of these chemical bonds, hence the ability for TP polymers to melt and solidify upon cooling [29, 41].

A different method to classify polymers is based on the level of crystallinity [24]. Crystalline regions,
or crystals are regions of orderly packed polymer chains [41]. Polymers containing only ordered re­
gions of polymer chains are called crystalline polymers. However, 100% pure crystalline polymers
are impossible to realize. Polymers having no ordered arrangement in their molecular structure are de­
noted amorphous and polymers with a combination of ordered and random regions are semi­crystalline
polymers [24].

TP Polymer Dynamic Moduli and Transition Temperatures
Mechanical properties of polymer materials are commonly characterized using Dynamic Mechanical
Analysis (DMA) techniques [43]. The outcome of this analysis is a data set for 𝐸′, 𝐸” and tan 𝛿 over a
range of temperatures. The storage modulus, 𝐸′ describes the elastic response of a polymer which can
be related to the stiffness of a polymer [43, 44]. The main difference between Young’s modulus and the
storage modulus is the fact that Young’s modulus is measured statically whereas the storage modulus
is measured in a dynamic situation [41]. Additionally, The viscous response of a polymer is described
by the loss modulus 𝐸” which is related to the damping behaviour of a polymer. In energy terms, 𝐸′
can be described by the tendency to store the applied energy and 𝐸” by the tendency to dissipate the
applied energy [43]. Considering the potential energy balance, the storage and loss modulus can be
described according to figure 2.5 [12]. 𝐸′ describes the energy which remains in the systems whereas
𝐸” represents the lost energy, which is dissipated to heat. The ratio 𝐸” to 𝐸′ is defined as tan 𝛿 [41].

Figure 2.5: Visualisation of storage and loss modulus. Obtained from [12]
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The storage and loss modulus in combination with tan 𝛿 are presented over a range of temperatures
in figure 2.6, which are typical DMA graphs for amorphous and semi­crystalline polymers [45]. While
increasing the temperature, a small decrease in 𝐸′ can be observed for both type of polymers, this is
related to segmental polymer chain motion meaning a slight decrease in polymer stiffness. A large
drop in 𝐸′ can be observed close to the 𝑇𝑔 which is referred to a first order transition due to the motion
of complete polymer chains [41]. The glass transition is often referred to the glass to rubber transition
phase [41]. It should be noted that the 𝑇𝑔 is often a range of temperatures because in many fields
of science the 𝑇𝑔 is defined slightly different [43]. Nevertheless, in this report the 𝑇𝑔 will be referred
to the temperature showing a peak in the 𝐸” graph, as presented in figure 2.6. The glass transition
temperature characterizes the regions of random polymer chain arrangement and is therefore present
in the amorphous and semi­crystalline graph [43]. The drop in 𝐸′ can be explained by the fact that the
vibrational motion of molecules increase while increasing the temperature [24]. In a pure hypothetical
case, a crystalline polymer does not have a 𝑇𝑔 because increased molecular vibration is restricted due
to the confined space of highly ordered molecular chains [43]. In case of a semi­crystalline polymer,
a second drop in 𝐸′ is observed at the 𝑇𝑚 of the polymer. This almost complete loss of stiffness is
because sufficient energy is available to disrupt the ordered arrangement of the crystal structure [24].

(a) Amorphous TP polymer (b) Semi­crystalline TP polymer

Figure 2.6: Amorphous and semi­crystalline polymer dynamic mechanical properties. Obtained and modified from [31]

The lossmodulus graph for both polymers show a large increase at the 𝑇𝑔. The loss modulus displays a
large peak at this specific temperature because of the large amount of energy put in the polymer which is
not returned due to the glass to rubber transition [41]. As one can imagine, the processing temperature
for amorphous polymers is above the 𝑇𝑔 whereas 𝑇𝑚 is the target temperature for processing semi­
crystalline polymers [8].

The storage and loss modulus of a polymer are frequency dependent [41, 46] and are often measured
at low frequencies because of limitations of the available equipment [7]. In general, tan 𝛿 and 𝐸” are
small at very low and very high frequencies and contain a peak at intermediate high frequencies [41].
The storage modulus is generally low at low frequencies where the polymer displays rubber behaviour
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and high and higher frequencies where the polymer behaves glassy. By increasing the frequency,
the value of 𝐸′ increases drastically in the intermediate viscoelastic frequency regime whilst tan 𝛿 and
𝐸” both show a maximum in this frequency range [41]. Extrapolation methods are commonly applied
[7, 32, 47, 48] to know the behaviour of 𝐸′, 𝐸” and tan 𝛿 over a range of temperatures at a frequency
higher than the maximum achievable testing frequency. Such technique is not utilised for the current
project, and is therefore not explained in detail.

Besides the 𝑇𝑔 and 𝑇𝑚, the crystallization temperature 𝑇𝑐 is an important material property when
welding semi­crystalline polymers [49]. Crystal regions are formed upon cooling of semi­crystalline
polymers from the 𝑇𝑐 up to the 𝑇𝑔, crystals cannot be formed below the 𝑇𝑔 because of the amount
of energy required to form an ordered arrangement of polymer chains [41, 49]. As a side note, the
crystallization temperature is highly sensitive to the cooling rate employed in the Differential Scanning
Calorimetry (DSC) equipment [50]. The crystallization temperature is defined as the temperature at
which the change in specific volume due to crystallization reaches five percent of the overall change
[51]. This entails that upon relatively fast cooling, the 𝑇𝑐 tends to decrease due to limited possibilities
to form crystal structures meaning that the 5% of change is reached in a later stadium.

Viscoelastic Behaviour of Thermoplastic Polymers
In contrast to traditional materials, which are either considered elastic solids or viscous fluids, TP poly­
mers can be considered as viscoelastic materials [41]. This type of material behaves elastically when
subjected to low temperatures and high strain rates whereas viscous behaviour can be observed while
applying small strain rates at elevated temperatures. As a basic principle, viscoelasticity can be de­
scribed considering the behaviour of a spring and dashpot combined. Figure 2.7a schematically depicts
the behaviour of a spring which is subjected to the sinusoidal load [31]. Integrating the power curve
over one cycle does result in zero energy dissipation, meaning that all stored energy upon loading is
fully recovered after unloading (𝐸” = 0).
The dashpot model is depicted in figure 2.7b. The velocity in this case, is in­phase with the applied force
due to the pure damper effect [31]. From this it can be derived that a dashpot dissipates all provided
energy into heat (𝐸′ = 0) as the power curve shows purely positive work.
Viscoelasticity can be described using a combination of a spring and a dashpot in series, see figure 2.7c.
The displacement and velocity graphs have similar shapes compared to those of the spring model but
are slight out­of­phase due to the damping aspect of the dashpot [31]. The magnitude of the out­of­
phase component depends on the damping part of the viscoelastic polymer material. The power curve
shows that more energy is put into the system compared to what is restored (𝐸′, 𝐸” ≠0). This can
be mathematically substantiated by integrating the area above the horizontal axis and subtracting the
integral of the area below the horizontal axis. The remainder of this energy in the material is dissipated
into heat [31]. Section 2.2.2 describes in more detail the relevant heating mechanisms for USW.

(a) Spring model (b) Dashpot model (c) Combined model

Figure 2.7: Three different cyclic loading viscoelasticity models. Obtained and modified from [31]
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PolyEtherKetoneKetone and PolyEtherEtherKetone Properties
PEKK and PEEK are the polymer materials of interest for this research project, and are therefore briefly
elaborated on in this section. Polypropylene (PP) is added for comparative reasons. The fast increase
of interest for PEKK and PEEK composite products in the aerospace industry is related to the favourable
mechanical and thermal properties [52]. The high mechanical properties can be related to the absence
of many single bonds and the presence of benzene rings (C6H6) in combination with double bonds
[41, 53, 54], which for example lack in the repeating unit of PP [55]. The difference between the pres­
ence of strong and weak bonds in the molecular structures can directly be related to the dynamic moduli
of PEEK, PEKK and PP presented in table 2.1 [41, 42]. Because of the frequency dependent prop­
erties and the lack of available data which match the operating frequency of the Ultrasonic Tacking
(UST) equipment, 𝐸′ and 𝐸” are provided in the low (measurement equipment) frequency range. This
ensures the most accurate comparison possible without utilising DMA equipment and performing ex­
trapolation techniques. The 𝑇𝑔 and 𝑇𝑚 are also included in table 2.1. These temperatures obtained
from literature can vary slightly because the glass transition and melting do not occur at one specific
temperature, and both temperatures are often defined in a slightly different manner [41]. Besides, 𝑇𝑚
and 𝑇𝑔 depend on the many other aspects such as rate of cooling and processing steps involved in
the polymer synthesising process [50].

(a) Polyetheretherketone (PEEK) [54] (b) Polyetherketoneketone (PEKK) [53] (c) Polypropy­
lene (PP) [56]

Figure 2.8: Molecular structure repeat units of PEEK, PEKK and PP

PEEK PEKK PP
E’ [GPa] (f [Hz]) 3.8 (1) [57] 3 (0.2) [58] 1.1 (1) [59]

4.0 (3.5) [7] 3 (0.2) [60] 1.7 (1) [61]
E” [GPa] (f [Hz]) 0.016 (3.5) [7] 0.010 (0.2) [58] 0.10 (1) [62]

0.025 (1) [57] 0.015 (0.2) [63] 0.11 (1) [61]
Tg [∘C] 143 [64] 160 [65] 10 [62]

145 [52] 159 [66] 15 [61]
Tm [∘C] 334 [54] 334 [65] 163 [67]

350 [52] 337 [66] 170 [62]

Table 2.1: Storage and loss modulus summary of PEEK, PEKK and PP in the low frequency range

2.2. The Physics of Ultrasonic Welding
This section covers the physics of USW, what can be described using five steps [7]. The five interrelated
sub­processes are described by 1; mechanical vibrations of the equipment and part (section 2.2.1), 2;
heating of the TP material (section 2.2.2), 3; heat transfer in the part (section 2.2.3), 4; squeeze flow
and wetting of the TP polymer (section 2.2.4) and finally, 5; the interaction of the polymers at the surface
described by inter­diffusion and entanglements (section 2.2.5).

2.2.1. Wave propagation and attenuation
Sound and energy fringe patterns introduced by a sonotrode were captured (figure 2.9) in a rod placed
on a steel anvil support [19]. Zones of maximum vibrational amplitude (upper photograph) and max­
imum stress and strain (lower photograph) were observed at different locations in the rod, schematic
visualized in the graph. According to figure 2.9, the location of maximum stress/strain closest to the
sonotrode (𝜎1, 𝜖1 at 𝑥 = 𝜆/4) shows fusion of the polymer, in contrast to the location of 𝜎2, 𝜖2 at 𝑥 =
3𝜆/4 where no polymer fusion was observed. Equation 2.3 was used to describe the locations 𝑋 of
maximum vibrational amplitude in the rod where 𝜆 represents the wavelength as calculated with equa­
tion 2.1. Note that 𝑋 = 0 at the sonotrode tip. Based on the fringe patterns provided, the zones of
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maximum stress/strain (equation 2.4) can be described with a quarter wavelength phase shift with re­
spect to equation 2.3. The locations of maximum stress andmaximum strain do not perfectly coincide in
reality because of viscoelastic behaviour of TP polymers (force and displacement graph in figure 2.7c).
For simplicity this effect is neglected in the remaining part of this section.

𝑋𝐴𝑚𝑎𝑥 =
𝑛𝜆
2 𝑛 = 0, 1, 2, ... (2.3)

𝑋𝜎𝑚𝑎𝑥 , 𝑋𝜖𝑚𝑎𝑥 =
𝑛Λ
2 + 𝜆4 𝑛 = 0, 1, 2, ... (2.4)

Figure 2.9: Captured sound (top) and energy conversion (middle) fringe patterns in a rod. Included with stress/strain and
amplitude graph for a linear viscoelastic material over one wavelength. Obtained and modified from [19, 68]

The difference in location between the maximum vibrational amplitude and maximum stress/strain can
be explained using the following description. Due to the harmonic motion of the sonotrode tip, longi­
tudinal standing waves of vibrational amplitude are introduced in the part [23]. The wave form can be
considered as a longitudinal wave because the vibrational amplitude is in the same direction as the
direction in which the wave propagates [13]. Standing waves are characterized by static waves having
nodes (zero vibrational amplitude) and anti­nodes (maximum vibrational amplitude), as depicted in the
graph of figure 2.9. The horizontal axis in this graph presents the through thickness direction starting
at the upper surface of the part. The phase difference between the stress/strain and displacement
graph can be understood when considering the motion of individual particles [13, 69]. A particle at a
displacement node does in theory not move whereas particles slightly to the left and right of this node
constantly move. Because these particles move in opposing directions compression and rarefaction
effects are present. This constant change in stress state, at any location except for the displacement
nodes, results in fluctuating strain in the material. As one can imagine, particles further away from the
displacement node have a larger relative motion resulting in larger stresses as presented in the graph
of figure 2.9. The stress depicted in this graph is associated with the strain in the material. The distinc­
tion between the location of maximum vibrational amplitude and polymer fusion can be explained by
this analysis when one considers that heat generation is related to internal strain [19]. A more detailed
relation between the internal strain and heat generation is presented in section 2.2.2.
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(a) Amorphous TP polymer (b) Semi­crystalline TP polymer

Figure 2.10: Influence of shear modulus and tan𝛿 on temperature change for amorphous and semi­crystalline polymers. Ob­
tained from [12]

No fusion of TP polymer was observed at and near the location of the second displacement node be­
cause the ultrasonic waves attenuate as they propagate [68]. The attenuation of waves originates from
the dissipation of energy into heat, what is directly related to 𝐸” [17]. The importance of 𝐸′ and 𝐸” in
relation to ultrasonic wave propagation and attenuation for amorphous and semi­crystalline polymers
is presented in figure 2.10. Note that this figure contains the shear modulus 𝐺′ instead of 𝐸′. How­
ever, graphs of both moduli can be considered the same as they present the same behaviour at 𝑇𝑔
and 𝑇𝑚, if applicable [41]. Welding amorphous polymers using ultrasonic technologies is less chal­
lenging compared to welding semi­crystalline polymers because of the disorder in molecular structure
arrangement, meaning that little energy is required to realize a bond [20]. In other words, 𝐸′ remains
relatively large up to 𝑇𝑔 for amorphous polymers resulting in a small amount of attenuation of ultrasonic
waves up to the interface [12, 70]. It is observed in figure 2.6b that 𝐸′ is rather low after passing the
𝑇𝑔 for semi­crystalline polymers. Ultrasonic waves in this phase of the process are mostly attenuated
instead of propagated to the interface, due to the relatively low 𝐸′. Up to the temperatures close to the
𝑇𝑚 the ultrasonic energy is dissipated into heat in the amorphous regions rather than transmitted to
the interface [12]. In other words, the ultrasonic waves get damped in the amorphous portions of the
semi­crystalline polymer [70]. The depicted narrow softening range in figure 2.10 can be explained by
the large decrease in mechanical properties while approaching the 𝑇𝑚, preventing ultrasonic waves
from propagating through the material [8, 12].

The distance between the upper surface of the part and the welding interface is a measurement of
dividing the USW process in two groups namely, near­field and far­field welding [17, 32]. For near­field
welding, the distance between the sonotrode and the interface is small compared to the wavelength
of the induced sound wave. In agreement with the attenuation behaviour of ultrasonic waves and the
dissipation of ultrasonic energy into heat, it is concluded that welding in the far­field is a challenging
process [19]. For such processes, the materials should be selected with care and the welding interface
should be positioned at a displacement node, thus a strain anti­node [19, 68, 71]. In case of near­field
welding, the vibrational amplitude at the welding interface is close to the vibrational amplitude of the
sonotrode [8, 17], meaning that attenuation of vibrational amplitude can be completely neglected in the
near­field regime [72].

The 𝐸′ and 𝐸” values presented in table 2.1 in combination with 𝑇𝑔 and 𝑇𝑚 emphasize why ultrasonic
welding of composites containing TP polymers used for structural applications in the aerospace industry
(PEEK and PEKK) is more challenging compared to TP polymers having lower mechanical properties
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such as PP [7]. High mechanical properties, such as stiffness are inherently linked to the degree of
crystallinity quantifying the ordered regions in the molecular arrangement [41, 73]. Such polymers
behave more ’spring­like’ resulting in more stored energy, as explained by the basic dasphot­spring
model presented in section 2.1.2 [20].

2.2.2. Heating Mechanisms
The relation between the stress/strain distribution in the part, and the generation of heat is elaborated
on in this section. Early studies showed that heating in the USW process occurs because of frictional
heating at the surface in combination with internal viscoelastic heating due to internal strain oscillations
[33]. Nevertheless, some of the studies acknowledge viscoelastic heating as the main heating mecha­
nism and neglect the effect of surface frictional heating [7, 33, 74] whereas others consider the latter as
an important source of heat generation [9, 48, 75]. While observing the six studies mentioned, it was
found that this difference was in relation with the physical surface contact area at the interface prior to
welding. Studies utilising an energy director (explained in section 2.2.6) covering only a small portion
of the complete welding interface area indicated viscoelastic heating as the main heating mechanism.
Frictional heating was considered an important source of heat generation when the energy director
covered the complete interface area. In the Automated Tape Laying (ATL) process much contact be­
tween the two parts is present, for this reason both heating mechanisms are considered and presented
below.

Viscoelastic Heating
Viscoelastic heating, often referred to as volumetric heating, originates from molecular friction (i.e.
molecules which rub against each other) [20]. The dissipation equation of ultrasonic energy [Jm−3 s−1]
(i.e. heat generation) in a viscoelastic material can be derived based on the work done of a single
ultrasonic vibration cycle. The heat generation of a unit cell per unit time, due to the internal friction
between molecules can be described as

𝑄̇ = 𝑓∮𝜎(𝑡)𝑑𝜖(𝑡) = 𝑓𝜎0𝜖0𝜔∫
2𝜋/𝜔

0
sin(𝜔𝑡) cos(𝜔𝑡 − 𝛿)𝑑𝑡 = 𝑓𝜋𝜎0𝜖0 sin 𝛿 (2.5)

where 𝑓 is the vibration frequency of the ultrasonic system, 𝜔 the angular velocity (𝜔 = 2𝜋𝑓), 𝛿 the
out­of­phase angle and the dimensionless stress and strain amplitudes are 𝜎0 and 𝜖0, respectively [47].
The loss modulus of a polymer can be derived as

𝐸″ = (𝜎0𝜖0
) sin 𝛿 (2.6)

and can be substituted in equation 2.5, resulting in equation 2.7 [47, 75]. The latter can be considered
as the generalized equation to calculate the average energy dissipation due to viscoelastic heating per
unit time [7, 20, 47].

𝑄̇ = 𝜔𝜖2𝐸″
2 (2.7)

Studies using thermocouples to measure the temperature inside TP parts during USW observed low
heating rates at relatively low temperatures which tremendously increased at higher temperatures [33].
The increased heating rate is explained by the increase of 𝐸” near the 𝑇𝑔, resulting in more energy
dissipation as explained by equation 2.7.

Surface Frictional Heating
On microscopic level, composite parts do have surface irregularities [76]. Such irregularities, often
referred to as asperities experience larger internal strains compared to the rest of the TP polymer
material. Higher heating rates can be observed at the welding interface compared to the body of
the TP composite part [33]. Larger strain amplitudes, in combination with the non­linear relationship
between the energy dissipation and the strain amplitude as described by equation 2.7 provide the
reason why such high heating rates are observed at the interface. Reduction in frictional heating can
occur at elevated temperatures close the flow of the polymer which is high likely due to the removal
of the surface asperities. For surface frictional heating to occur sufficient intimate contact between the
upper and lower substrate is required, which can be achieved by applying a pressure throughout the
welding cycle [9].
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2.2.3. Heat Transfer
Heat transfer can be described as the flow of heat, originated from an energy director, to cooler regions
in the part [7]. Although the transfer of heat from warm regions to cooler regions in pure TP polymer
USW can be neglected [33], it is acknowledged as an important aspect for welding FRP composites
[7]. The heat transfer in FRP composites must be considered as anisotropic because of the large
differences in material conductivities [7, 48]. As a comparison, Polystyrene (PS) does have a thermal
conductivity 𝑘 of approximately 0.16 Wm−1 K−1 [77], which is relatively close to the thermal conductivity
of PEEK (0.29 Wm−1 K−1) [64]. For a standard carbon fibre the thermal conductivity is larger than 400
Wm−1 K−1 [64]. Putting this in perspective, aluminium has a thermal conductivity of 247Wm−1 K−1 [78].
The observed difference in thermal conductivity of neat polymer material and fibres is also present when
the thermal conductivity of a composite laminate is expressed in longitudinal, transverse and through
thickness direction. The thermal conductivity of 0.15 mm thick Carbon Fibre (CF) UD tapes containing a
TP Polyamide­12 (PA12) polymer, analysed for laser assisted thermoplastic welding, is 7.78 Wm−1 K−1
in fibre direction (longitudinal direction) and only 0.46 Wm−1 K−1 in transverse and through­thickness
direction, which is relatively close to the thermal conductivity of neat PA12 of 0.23 Wm−1 K−1 [79]. The
numbers in the aforementioned examples emphasize the necessity of considering the anisotropic heat
transfer in USW for FRP composite parts containing CF.

2.2.4. Squeeze flow and wetting
Squeeze flow of resin occurs once the temperature at the interface is sufficient high enough, above 𝑇𝑔
for amorphous and above 𝑇𝑚 for semi­crystalline polymers [7, 48]. The wetting of the substrates due
to squeeze flow of polymer material depends on the viscosity of the molten polymer [7]. Additionally,
surface wetting is also influenced by the degree of crystallinity of the polymer because wetting becomes
confined with an increased degree of crystallinity [5]. Once the squeeze flow wets the interface either
partially or complete, polymer chains can start to diffuse across the interface [5, 80] as explained in
the succeeding section. Intimate contact between the two substrates is accomplished once complete
wetting occurred [49].

2.2.5. Bonding Mechanisms
As with the other fusion bonding methods described in the introduction of this report, bonding of two
materials using USW relies on inter­diffusion and entanglements of TP polymer chains across the
welding interface followed by consolidation of the TP polymer [49, 80]. Molecules are always in motion,
even at room temperature [49]. Diffusion or reptation can be explained by the relative motion between
molecules [33, 81]. At elevated temperatures the relative motion between molecules increases and
diffusion of polymer chains across the interface can occur when intimate contact is ensured by applying
a welding force, so called inter­diffusion [49, 81]. Removal of the interface between two thermoplastic
polymers is often referred to as healing of the material [81]. Healing of a TP polymer is described using
a five step approach by Wu et al. [80], as depicted in figure 2.11. The first two steps are not relevant for
describing the fusion of materials for USW since these steps describe the ability of a polymer chain end
to initiate diffusion immediately after fracture [82]. Step 3, as visualized in figure 2.11, is in agreement
with the ’flow and wetting’ step mentioned in the first paragraph of this chapter. Surface wetting during
the process of USW is initiated at 𝑇𝑔 and 𝑇𝑚 for amorphous and semi­crystalline polymers, respectively
[81]. Step 4 describes the initial inter­diffusion phase where only short segments have slightly diffused
across the interface [80] without realising any entanglement. Step 5 describes the complete diffusion
and entanglement of individual polymer chains across the interface [49, 80]. The end of the polymer
bonding or healing step, in theory is accomplishing a bond strength equal to the strength of the virgin
material [82]. The time required for inter­diffusion to take place is in the order of 10­7 seconds [7].
Besides the process parameters described above, the degree of crystallinity is an important polymer
characteristic to consider when describing bonding mechanisms and the final bond strength [49]. When
the temperature at the interface drops below 𝑇𝑐, the formation of crystals is initiated. The ability of semi­
crystalline polymer chains to diffuse is drastically decreased upon the formation of crystals because of
the lowered chainmobility [49]. In general, formation of crystals prior to inter­diffusion and entanglement
is disadvantageous for the weldability of semi­crystalline polymers whereas formation of crystals after
the chains have diffused and entangled improve the weldability, as it increases the bond strength.

𝜎 = 𝑓(𝑇, 𝑝, 𝑡, 𝜙𝑐) (2.8)
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Figure 2.11: Bonding steps for inter­diffusion of polymer chains across welding interface. Obtained and modified from [80]

Equation 2.8 describes the bond strength as a function of the interface temperature 𝑇, the applied pres­
sure 𝑝, the processing time 𝑡 and the degree of crystallinity 𝜙𝑐 [49, 81]. This equation, in combination
with the polymer nature as described above, shows that realising a strong bond is a complex process
depending on many process and material aspects.

2.2.6. Parameter Influences to Ultrasonic Welding
This section describes knowledge obtained from literature regarding influential parameters and their
corresponding effect to the USW process. The effects of the vibrational amplitude, welding force,
welding time, frequency and energy directors are described.

Amplitude
The first parameter described is the vibrational amplitude of the sonotrode tip. According to sec­
tion 2.2.2, a direct relation exists between the amplitude of the sonotrode tip (vibrational amplitude)
and the strain in the material (strain amplitude, 𝜖 in equation 2.7), independent on the propagation
and attenuation of the longitudinal waves in the material. In other words, a larger sonotrode ampli­
tude results in an increase of material displacement, and consequently a larger strain amplitude. In
work related to USW of PEEK APC­2 composites, Benatar and Gutowski [7] describe the effect of the
sonotrode amplitude. The USW stack was equipped with various boosters having different booster
gains. Specimens were not welded using a 1.5 gain booster whereas welding was more successful us­
ing a 2.5 gain booster. This can be understood by the increased viscoelastic heat generation calculated
with equation 2.7, due to the larger vibrational amplitude and consequently a larger strain amplitude.
Like figure 2.3 implies, increasing the gain of the booster results in a larger sonotrode amplitude. In
relation to this, it was concluded that a higher booster gain was required to increase the amount of
energy in the material, in order to exceed the relatively high 𝑇𝑚 of the semi­crystalline PEEK polymer
[7]. In essence, this relates to a larger motion of molecules rubbing against each other providing more
frictional heat at molecule level [20].

Welding Force
To ensure intimate contact between the two parts to be welded, a force is applied to the parts using
an actuator as described in section 2.1.1 [23]. Although the method of force application slightly differs,
the tip of the sonotrode exerts the applied force on the parts for spot welding [23], static USW [33] and
continuous USW [22]. Having insufficient surface contact (microscopic asperities) between the parts
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to be welded is a result of an applied force which is too low [9]. On molecular level, this means that
polymer chains have less possibilities to diffuse across the interface, and consequently there are less
possibilities to entangle with other polymer chains resulting in a weaker bond [33]. While utilising a
low welding force a weak bond can be observed, which is explained by the presence of entrapped
air bubbles at the welding interface [40]. Besides, low applied forces can also lead to poor energy
transmission resulting in longer required weld cycles [23].

On molecular level, the weld strength is related to inter­diffusion and entanglements of polymer chains.
The most ideal case can be described by polymer chains which diffused across the interface and
entangled with other polymer chains [22], refer to figure 2.12a. Misalignment of polymer chains, as
a result of a large applied welding force is visualized in figure 2.12b. This excessive flow of resin away
from the welding interface, because of a high viscosity in combination with a high welding force, is
referred to as the squeeze flow of polymer processing [12]. The polymer chains have the tendency to
align themself in the direction of excessive flow in case of an too large applied welding force [12, 33, 40].
The latter is often observed for polymers having a relatively low viscosity [23].

(a) Ideal case chain alignment (b) Excessive flow chain alignment

Figure 2.12: Polymer chain alignment across welding interface. Obtained and modified from [22]

In figure 2.13, a relation between the applied welding force and the weld strength is visualized for
welding unreinforced polymers [32]. This figure clearly shows that the weld strength of Polyethylene
(PE), having a relative high viscosity (table 2.2), is not influenced while increasing the welding force
up to 550 kPa. Polymers with a lower viscosity show a small to large drop in the weld strength once
the applied force has exceeded the optimum welding force. This is especially the case for PP. The
image provided by Rai et al. [37] in combination with table 2.2 experimentally validated the tendency
of polymer chains to align themself in direction of flow when excessive force is applied, especially for
polymers having a low viscosity.

Figure 2.13: Influence of welding force to weld strength for various polymers. Obtained from [32]

To conclude, the most desired welding force is relatively high in the initial phase of the weld cycle for
sufficient contact and rather low once the polymer material starts to flow [20]. To elaborate on the latter,
polymer chains in this case have time to diffuse and entangle [33].
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PS PP ABS PE
Viscosity [Pa s] 70­100 [77] 100 [55] 140­250 [83] 150­400 [84]

Table 2.2: Viscosity of ABS, PS, PP and PE polymers

Welding Time
The welding time is considered an important parameter for USW [9, 20, 25, 33]. The welding time can
indirect be related to UST by adapting the tape laying speed of the ATL machine. In the earlier dis­
cussed work of Tolunay et al. [33], the influence of the welding time was also studied. Without providing
the actual temperature profile, Tolunay et al. mentioned that the temperature profile for longer weld­
ing times did show besides a temperature increase, no unexpected phenomenon. In other words, the
temperature­time graph for 0.1 seconds is a truncated version of the 0.4 seconds graph. For the longer
weld cycle, asymptotic behaviour is visible above the 𝑇𝑔 resulting in a heating rate of approximately
zero. This is related to a rapid decrease of 𝐸′ to a constant value when 𝑇𝑔 is exceeded. The temper­
ature increase while performing longer welding processes is due to having effectively more ultrasonic
cycles resulting in more energy input in the material [20]. In contrary, temperature drops at the welding
interface were observed by Tolunay et al. [33] after some time in the process. This was explained by
the fact that heat from the hotter welding interface zone is conducted to cooler zones resulting in a
decrease of interface temperature.

Frequency
As described in the introduction of this report, various frequencies can be utilized in order to be in
the frequency range of ultrasonic sound. The maximum power output and corresponding amplitude
which can be utilized decrease with increasing operating frequency in the range of 10 kHz to 70 kHz
[12, 31]. As already mentioned in section 2.1.1 by using equation 2.1, the resonance length of the three
main USW components decrease with increasing frequency. Decreasing the length of the components
results in a lower heat capacity what affects the cooling ability [17]. It is mentioned that this results in a
limited maximum power setting which can be utilized to prevent overheating of the USW components.
Besides, high frequency ultrasonic systems are less prone to damaging the parts and produce less
noise compared to low frequency operating systems [31]. As already mentioned in the introduction of
this report, a majority of studies dedicated to USW utilize operating frequencies ranging from 15 kHz to
40 kHz instead of frequencies closer to the maximum absorption range, because of the limited power
output of the ultrasonic system related to the geometrical and cooling reasons as provided above [31].

Energy Directors
Energy directors are often used for USW of TP composites consisting of unreinforced TP polymer
material, often the same type of TP polymer as used in the FRP composite part [5, 12, 21, 23]. Energy
directors are introduced to stimulate the welding process because concentrated heating can be realized
in the energy director [9], see figure 2.14.

Figure 2.14: Behaviour of energy director throughout the welding process. Obtained from [12]



20 2. Literature Review

Heating occurs preferentially at the interface due to the lower stiffness of the energy director, resulting
in higher strain levels compared to the stiffer surrounding material [17]. Surface asperities due to the
roughness of a material can function as natural energy directors [5, 48]. Sometimes relying on natural
energy directors is undesired and artificial energy directors are applied [21]. Artificial energy directors
are utilized in various shapes [5, 12, 21, 23] by moulding it to a (composite) part when production is
finished [18] or by already considering the energy director in the design and making it an integral part
of the joint [32].

It is believed that the most favourable shape of the energy director depends on the part and joint
design because for some cases a triangular energy director is favoured [20] whereas for others a semi­
circular energy director is optimal [5, 85]. The semi­circular shape is described as favourable because
of their good surface wetting capability due to a greater contact area. The triangular energy director
in specific cases is optimal because of the better energy conversion towards the tip of the V­shaped
energy director. Besides relative thick energy directors, thin neat polymer films can also be used as
energy directors [9, 75]. As an example, for welding two 1.92 mm consolidated composite substrates
a polymer film of 0.25 mm can be applied at the interface [48].

Besides the advantages of an energy director, a disadvantage mentioned is the possibility of fibre dis­
ruption at the surface of the composite part due to the presence of neat polymer material. Additionally,
an energy director also gives rise to resin rich areas being less stiff and strong what could influence the
mechanical properties of the final product [5, 48]. The application of energy directors in the continuous
UST process is questionable since applying a neat polymer layer between each individual UD tape
layer would result in adding a significant amount of unreinforced polymer. However, the effect of en­
ergy directors can possibly contribute to the knowledge of material weldability. Especially considering
that surface asperities [5, 48] and resin rich layers in the composite material [7] can function as energy
directors.

2.3. The Quantification of Welding Quality
Methods to determine the tacking quality of the USW process are commonly utilized in order to describe
the weldability of a specific TP composite material, and to study the influence of process parameters
[86–89]. The bond strength of ultrasonic welded specimens is commonly used to quantitatively describe
the quality of the bond [72]. No method nor equipment to determine the bond strength of the tacked
TP UD tapes was available at Boikon before the start of this project. Previously, the bond strength of
the UST process was evaluated by manually peeling off an individual tape layer. This manual process
can be reproduced in a manner that can be quantified by selecting an experimental method capable of
performing a peel test [89, 90]. Other experimental methods than peel strength assessment methods
have not been considered for this project because the peel­off motion most closely reproduces the
earlier performed manual peel tests. The T­peel test, fixed arm peel test, floating roller peel test and
the mandrel peel test are frequently used peel strength assessment methods [91], and are described
in section 2.3.1 ­ section 2.3.4 respectively.

2.3.1. T­peel Test
The T­peel test, schematic illustrated in figure 2.15, evaluates the peel strength by means of pulling in
a vertical direction while both flexible adherends are clamped [92]. As described, the most ideal peel
angle for the T­peel test is 90 degrees (figure 2.17a). However, peel angles of exactly 90 degrees are
hard to realize for two reasons [93]. If slight stiffness variations are present in the upper and lower
adherend, the unpeeled section of the sample will not remain straight. The unpeeled section of the
sample will bend upwards when the stiffer part is located at the bottom part of the bonded sample
and visa versa, as illustrated in figure 2.17b and figure 2.17c. In contrast to testing adhesives, sam­
ples having a relatively high stiffness can never result in a peel angle of 90 degrees, as illustrated in
figure 2.17d, even when the stiffness of both adherends is exactly the same [92, 94].

2.3.2. Fixed­arm Peel Test
The fixed­arm peel test, schematic illustrated in figure 2.16, only differs from the T­peel test in two
aspects [94]. In contrast to the (ideal) 90 degree peel angle, the fixed­arm peel test can be conducted
with different peel angles 𝜃 by selecting different base fixtures. Note that the base fixture is positioned
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Figure 2.15: Schematic illustration of the T­peel test
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Figure 2.16: Schematic illustration of the fixed­arm
peel test
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Figure 2.17: Various possible T­peel test situations

on a horizontal displacement unit to conform to the vertical motion of the test bench. Additionally, the
fixed­arm peel test requires that one of the substrates is positioned at the rigid base fixture. The latter is
also the case for the consecutive roller assisted peel tests [91, 94, 95]. The configurations sketched in
figure 2.17b and figure 2.17c are not a concern for the fixed­arm peel test since one of the adherends is
applied to the rigid fixture. Similar to the T­peel test (figure 2.17d), obtaining the exact same peel angle
as the base fixture angle is rather impossible when assessing the peel strength of bonded samples
with a relatively high stiffness.

2.3.3. Floating Roller Peel Test
The floating roller peel test, schematically depicted in figure 2.18, does require a rigid adherend in com­
bination with a flexible adherend. The peeling motion is initiated by a vertical displacement, indicated
by the arrow. The main difference between the floating roller peel test and the two previous described
tests is that the peel behaviour is conform a roller with a fixed radius [94, 95]. If the rollers are selected
properly, a constant peel angle can be realized because the flexible adherend follows the curvature of
the roller. To ensure conformity of the flexible adherend, the roller radius is generally determined based
on two criteria [91]. In case an unbonded sample cannot follow the curvature of the roller, the selected
roller radius is too small [88]. This means that when the flexible tape should follow the curvature of the
roller, the maximum bending strain of the sample is exceeded resulting in facture of the sample prior to
peel­off. In case of the UD tapes, this would result in fibre facture. Besides unbonded samples, bonded
samples should also have conformity to the roller [91, 94]. As figure 2.18 illustrates, for conformity of
bonded samples 𝑅0 ≥ 𝑅1 must hold [94]. If conformity is not achieved, a roller with a smaller radius
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should be selected. The centres of roller number 2 and 3 are not positioned at the same vertical po­
sition to ensure that the rigid adherend is positioned in the fixture such that the flexible adhered is in
contact with roller number 2. Based on a couple of manual peel­off trials trying to proof the concept, it
was discovered that the bond strength of the continuous tack (two sonotrode positions) is relatively low.
The bond between the flexible adherend and the rigid adherend ensures contact to roller number 2 and
3. In a non­equilibrium position of the rigid adhered, the low bond strength easily results tilting. In other
words, contact is lost between the rigid adherend and roller number 2 or 3, depending on the position
of the rigid adherend. Reducing the length of the rigid sheet overlap would resolve this problem which
subsequently results in a shorter test stroke.
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Figure 2.18: Schematic illustration of the floating roller peel test. Constructed using [94]

2.3.4. Mandrel Peel Test
The second roller assisted peel strength experimental method is called the Mandrel Peel (MP) test,
depicted in figure 2.19. Similar to the floating roller peel test, this test also requires one flexible adherend
and one rigid adherend. For this test the rigid adherend slides horizontally with a velocity equivalent
to the peel rate. The alignment force 𝐹𝑎 is used to ensure conformity of the flexible adherend to the
mandrel [87] which can be realized by using dead weights or a pneumatic cylinder [88, 90]. Similar to
the floating roller peel test, the MP test should also comply with 𝑅0 ≥ 𝑅1 in order to meet conformity
[91]. Besides the ability to vary the mandrel radius, the MP test can also use 𝐹𝑎 to ensure conformity
[88], as depicted in figure 2.20.
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Figure 2.19: Schematic illustration of the mandrel peel test. Constructed using [87]
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Figure 2.20: Influence of alignment force for conformity of the mandrel peel test. Constructed using [88]

2.4. Statistical Methods for Design of Experiments
Section 2.4.1 describes the basics of DOE and motivates why RSM is selected as type of DOE for this
project. Furthermore, section 2.4.2 provides the details of the RSM model.

2.4.1. Design of Experiment Motivation
The DOE approach is a commonly utilized method to study the influence of parameters to the output
for an improved understanding of the process, which could eventually result in an optimized process
[96, 97]. Various types of DOE are available, each having their own advantages and disadvantages
[98, 99]. Nevertheless, each DOE method originates from the following equation

𝐷𝑎𝑡𝑎 = 𝑀𝑜𝑑𝑒𝑙 + 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙 (2.9)

with a generic goal to minimize the residual term [98, 100, 101]. In terms of DOE, predictors (input
parameters) and responses (measured results) are common terminology [98].

In (composite) process optimization, the full factorial design [97], the fractional factorial design, the
Taguchi method [102, 103] and the Response Surface method [72] have been used for designing and
analysing experiments. The remainder of this section briefly describes the motivation of the selected
DOE for this project. More details about the selected RSM are provided in section 2.4.2.

Full Factorial DOE
The full factorial design consists of 𝐿𝑘 experimental runs where 𝐿 and 𝑘 are the amount of levels studied
per parameter and the number of parameters respectively [98]. The full factorial method requires a
relatively large amount of experimental runs, resulting in a labour intensive method [98, 99, 101] .
Nevertheless, this type of DOE is perfectly capable of providing the interactions between predictors
and the response(s).

Fractional Factorial DOE
In case a less labour intensive DOE is desired, the fractional factorial design can be selected [98].
The main difference between the full factorial design and the fractional factorial design is the reduced
amount of levels for each predictor. Two predictor levels are often selected when this approach is
used [72, 101, 104]. The more time efficient experimental process is associated with a reduction of
model accuracy because only two predictor levels are considered [98]. The latter means that only
linear interactions can be predicted when this DOE is utilized.

Taguchi DOE
The Taguchi method requires less experimental runs compared to the fractional factorial DOE. and
determines based on the signal­to­noise ratio which predictor values are optimal for a desired response.
This approach has been utilized many times in the past in the field of ultrasonic welding [20, 21, 102]. In
these studies the goal was to find the most optimal welding settings for realising a strong bonded part.
Although the Taguchi method is powerful in optimization of parameters, it cannot provide interactions
between parameters [72, 98, 99].
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Response Surface DOE
The RSM consists of a two level factorial design with the addition of axial and centre points [72, 99,
101]. In contrast to the fractional factorial method, RSM is able to include curvature in the model
due to the added axial points. The RSM provides a response surface in three­dimensional space
[105]. The direction of steepest ascent/descent indicates the direction with highest potential for process
optimisation [101]. Although this response surface is not extended outside the range of the predictor
levels, it can indicate the direction with highest potential for the desired response.

DOE Motivation
The DOE selected for this project is RSM because interactions between (main)parameters and optimi­
sation possibilities are of interest. This signifies why the Taguchi method is less feasible for this specific
study, as it does not provide information on parameter interactions. Additionally, little information about
the relation between the UST parameters (predictors) and the bond strength (response) meaning that
linearity cannot be ensured. The latter motivates why the fractional factorial DOE method is not se­
lected. RSM is selected above the full factorial method because it is a more time efficient approach
with similar capabilities in predicting interactions and possibilities for process optimisation.

2.4.2. Response Surface Methodology
The most basic RSM model is based on a linear model where the response can be described with

𝑦 = 𝛽0 +
𝑘

∑
𝑗=1
𝛽𝑗𝑥𝑗 + 𝜖 (2.10)

where the 𝛽0, 𝛽𝑗 for j = 1, 2, .. and 𝜖 are the constant term representing the plane intercept, the
coefficients of the corresponding predictors and themodel error respectively [98–100]. When the nature
of the response is unknown, meaning that perfect linear interactions cannot be ensured a higher order
RSM should be used. The following equation:

𝑦 = 𝛽0 +
𝑘

∑
𝑖=1
𝛽𝑖𝑥𝑖 +

𝑘

∑
𝑖=1
𝛽𝑖𝑖𝑥2𝑖 +

𝑘

∑
1≤𝑗≤𝑖

𝛽𝑖𝑗𝑥𝑖𝑥𝑗 + 𝜖 (2.11)

which can predict curvature in the response surface, contains fist order effects (first summation), second
order effects (second summation) and interactions between predictors (third summation) [106].

There are various types of RSM [99, 105] from which the second order Central Composite Design
(CCD) is selected for this project as it has proven its effectiveness in other studies related to welding
applications [72, 107, 108].

Mathematical Model
The CCD can be used up to 10 predictors and can include multiple responses [99, 105]. The model
of a three predictor CCD with each three levels is presented in figure 2.21a. This model requires 𝑁
experimental runs with

𝑁 = 2𝑘 + 2𝑘 + 𝐶0 (2.12)

where 2𝑘, 2𝑘 and 𝐶0 correspond to the two­level factorial design points, the axial points and the number
of centre points.

For each predictor, the points at the cube edges (cube points) should be selected based on process
experience and should comply with the region of interest [101]. With the definition of the cube points
(𝑋𝑖𝐿 and 𝑋𝑖𝑅 for i = 1, 2, ..) the axial points (𝑋𝑖𝐴 for i = 1, 2, ..) can be calculated with

𝑋𝑖𝐴 =
𝑋𝑖𝐿 + 𝑋𝑖𝑅

2 ± 𝛼 ⋅
𝑋𝑖𝐿 − 𝑋𝑖𝑅

2 (2.13)

where 𝛼 specifies the distance from the axial points to the centre point [101]. This property can be
calculated by

𝛼 = 2(𝑘/4) (2.14)
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(a) Circumscribed CCD (b) Face centred CCD

Figure 2.21: Three predictor, three level (a) Circumscribed and (b) Face centred central composite designs (∘ = axial points,• = factorial points and� = centre point). Constructed using [106].

for 𝑘 predictors [106]. The model depicted in figure 2.21b corresponds to 𝛼 = 1 which is called a
face­centred CCD as the axial points are positioned on the faces of the cube [99].

An example of a three predictor, one response face­centred CCD design containing three centre points
is created using Minitab and provided in table 2.3. With use of the standard order (StdOrder) column
in combination with the point type (PtType) column can be used to understand how the design is con­
structed [105]. Presented in the table and according to equation 2.12, this model contains eight cube
points (PtType 1), six axial points (PtType ­1) and three centre points (PtType 0). Nevertheless, the
standard order is not used for the statistical analysis but purely for visual representation. Experimental
runs are generally performed based on a random order to uniformly distribute unobserved systematic
changes, which are not related to the response over the complete set of experiments [105]. Replicates
grouped in blocks are common practice in a DOE [106, 108], such that the experimental error of the
model can be minimized [98]. Additionally, replications increase the accuracy of prediction of predictor
interactions. Without replications conclusions can be based on te experimental error instead of the
actual interaction(s) [98, 105]. Considering 𝜂𝑠 replicates, the total number of axial points equals 2𝑘𝜂𝑠
[109]. The design presented in table 2.3 does not contain replicates, thus only one block is required.
The last three columns of table 2.3 show the levels of the three predictors (Pred1 ­ Pred3) in coded
variables, of which the use becomes necessary when two or more independent variables are included
in the model [105]. Coded units are effective in ensuring that regression coefficients can be compared
between models, and are scaled from ­1 to 1 as depicted in figure 2.22 [101, 110].

Figure 2.22: Transformation of predictor levels from engineering units to coded units. Obtained and modified from [105].



26 2. Literature Review

StdOrder RunOrder PtType Block Pred1 Pred2 Pred3
1 15 1 1 ­1 ­1 ­1
2 1 1 1 1 ­1 ­1
3 9 1 1 ­1 1 ­1
4 8 1 1 1 1 ­1
5 6 1 1 ­1 ­1 1
6 11 1 1 1 ­1 1
7 2 1 1 ­1 1 1
8 16 1 1 1 1 1
9 10 ­1 1 ­1 0 0
10 14 ­1 1 1 0 0
11 4 ­1 1 0 ­1 0
12 7 ­1 1 0 1 0
13 5 ­1 1 0 0 ­1
14 12 ­1 1 0 0 1
15 17 0 1 0 0 0
16 3 0 1 0 0 0
17 13 0 1 0 0 0

Table 2.3: Face centred central composite design example

Assumptions
Prior to using the CCD results, it is essential to check that none of the assumptions of the classical
statistical framework are violated [72, 99, 100, 109]. First of all, it should be ensured that the responses
are normally distributed [105, 109]. A normal distribution can be used to characterize data when the
majority of the data is centred around the mean value [100]. A histogram of the residuals and a normal
probability plot can be generated using the statistical software package Minitab and should be used
to determine if the normality assumption holds for the current dataset [105]. Figure 2.23 shows an
example of a non­normal distribution plot. This can be concluded because of the misalignment of
responses with respect to the linear red line. For perfect normality all the data points must be positioned
on the red line. Violation of the normality assumption may result in inaccurate results and consequently
misinterpretation of the process [111]. For this reason data transformationmethods are often introduced
to achieve normality [109], which are mentioned in the next paragraph.

Figure 2.23: Non­normality response distribution plot. Ob­
tained from [72]

Figure 2.24: Example plot of residuals versus observation or­
der

The next assumption is related to the independence of the residuals [100, 105]. A residual plot with
respect to the observation order can be used to test for this assumption. An example of such plot is
provided in figure 2.24 which shows a random behaviour of the residuals. If no clear pattern can be
observed from such graph it can be stated that the residual terms are uncorrelated and the assumption
is obeyed [105].
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Figure 2.25: Residual vs. fitted value plot ­ homoscedasticity Figure 2.26: Residual vs. fitted value plot ­ heteroscedasticity

Finally, for the statistical regressionmethod to be accurate and reliable the data should be homoscedas­
tic [105, 109]. This assumption implies that the variance in responses at different predictor levels should
be approximately equal. A residual versus fitted value plot can be used to visually determine if the data
is homoscedastic. In case of (approximately) equal variances the residual versus fitted plot would look
similar to the plot provided in figure 2.25. An example with unequal variances is shown in figure 2.26,
which is called heteroscedastic. Heteroscedasticity often originates from the use of measuring devices
as the measuring accuracy is generally a percentage of the measured value [101]. This means that the
residuals are likely to become larger for high value measurements compared to low value measure­
ments.

Besides the aforementioned visual approach, Levene’s test is a commonly applied technique to test for
equal variances [100, 101, 112]. The null hypothesis of Levene’s test states that there exists equality
in variances, meaning that homoscedasticity is observed. This null hypothesis is rejected at a signif­
icance of 𝑝 ≤ 0.05 meaning that the variances are unequal, thus the data is heteroscedastic. If the
null hypothesis is accepted (i.e. 𝑝 > 0.05) it can be stated that the variances are not significantly dif­
ferent (homoscedasticity) [100]. When heteroscedasticity is observed, using either the residual versus
fitted value plot or Levene’s test a data transformation is required to prevent violation of this specific
assumption.

Data transformations
In case of violation of the normality and/or homoscedasticity assumption it is common to apply a data
transformation to all response values prior to analysis of the results [72, 99, 109]. If this technique is
applied correctly the responses become stabilized such that normality and/or homoscedasticity can be
guaranteed. In mathematical terms the transformation can be described with

𝑦∗𝑖 = 𝑓(𝑦𝑖) (2.15)

where 𝑦∗𝑖 is the transformed value of the the response value 𝑦𝑖 by using the transformation function 𝑓.
The square root, the logarithm and the reciprocal of the response value are common transformation
functions [72, 109]. Generally the behaviour of the spread in data determines which transformation
function is best to used [101, 109]. For example, a logarithmic transformation suits best for a dataset
showing standard deviations proportional to the measurement means [105].

Besides the fact that data transformations are an useful and effective method to ensure normality, it
also introduces some points of attention when the RSM results are studied. The results of the non­
transformed dataset should not be ignored, this to ensure that transformed dataset does not provide
completely different results [109]. Additionally, if a regression equation is used to statistically deter­
mine the response based on certain predictor values it should be noted that the response requires an
transformation to return to the original scale [105].

Evaluation of Results
After all the assumptions are obeyed, the RSM results can be studied. This section provides an
overview how the results provided by Minitab should be interpreted. First of all, the statistical sig­
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Source DF Adj SS Adj MS F­value P­value
Model C­1 ... ... ... ...

Blocks B­1 ... ... ... ...
Linear terms P ... ... ... ...
Squared terms P ... ... ... ...
Interaction terms P ... ... ... ...

Error N­C ... ...
Lack­of­fit M­C ... ... ... ...
Pure error N­M ... ...

Total N­1 ...

Table 2.4: Minitab standard format Analysis of Variance result table, N = total number of observations, B = number of blocks, P
= number of predictors, C = number of regression coefficients, M = number of unique test combinations x number of blocks. DF
Equations obtained from [99, 105, 106, 110, 113]

nificance of the sources included in the model must be analysed, this is done based on the Analysis
of Variance (ANOVA) part of the RSM. Thereafter, the importance of a source with respect to the re­
sponse can be determined. Additionally a model summary is provided which describes the overall fit
of the model. Finally, RSM provides knowledge about process optimisation possibilities based on the
surface response plots [72, 101].

Table 2.4 provides a standard format ANOVA result table of a second order RSM model [105]. The
first column describes various sources, the experimental data is represented by a combination of the
model and the error [105]. Beside blocks, the model is described by linear (predictor1) and quadratic
(predictor1⋅predictor1) terms combined with interactions of the linear terms (predictor1⋅predictor2).
The lack­of­fit in combination with the pure error establish the total error of the model [105]. The lack of
fit, which can only be determined if replicates are included in the DOE, quantifies how well the model
fits the actual data [99, 105, 106]. If 𝑝 ≤ 𝛼 the model does not accurately represent the experimental
data, consequently 𝑝 > 𝛼 means that it cannot be concluded that the statistical model does not fit the
experimental data [105, 110]. The pure error generally describes the most variation in residuals, due
to fluctuations in measurements and is estimated by variations observed in the centre runs of the CCD
model [106].

The second column provides the Degree(s) of Freedom (DF) which represents the amount of indepen­
dent and unbiased comparisons which can be made for a specific quantity [98, 100, 101]. The total DF
can be split in two categories, the model and the error. Both, linear and squared terms do have a DF of
unity, considering that the predictors are continuous and not categorical [105, 110, 114]. Additionally,
without categorical predictors each 2­way interaction does have a DF of one. Degrees of freedommust
be available to estimate the error (𝑁 − 𝐶) [105]. For high order models (high value of 𝐶) large number
of experimental runs must be performed, if necessary with additional replicates.

Column three provides the Adjusted Sum of Squares (Adj. SS). To start, the Sum of Squares (SS)
describes the total error between the predicted model and the original data and is calculated with

𝑆𝑆 = Σ(𝑥𝑖 − 𝑥̄)2 (2.16)

where 𝑥𝑖 and 𝑥̄ are the ith response value and the mean of all observed responses respectively [100].
The residuals are squared to prevent that the summation is influenced by a combination of positive
and negative residuals [105]. This SS describes the accuracy of applying the mean value as statistical
model and is often referred to as Total Sum of Squares (SST), calculated with

𝑆𝑆𝑇 = 𝑆𝑆𝑀 + 𝑆𝑆𝑅 (2.17)

containing Model Sum of Squares (SSM) and Residual Sum of Squares (SSR). The SSM describes the
increase in accuracy when the best fitted model is used, in comparison with mean value model which is
considered as the most basic model available [100]. Even with the use of the best fit model, residuals
between the actual and predicted data are present which are characterized by SSR. Equation 2.17 can
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also be described as
𝐴𝑑𝑗. 𝑆𝑆𝑇 = 𝐴𝑑𝑗. 𝑆𝑆𝑀 + 𝐴𝑑𝑗. 𝑆𝑆𝑅 (2.18)

quantifying the total variation in data [72, 106]. The variation in response contributed by a term is
denoted as Adjusted Model Sum of Squares (Adj. SSM), which is determined by the variation between
the full model and a model neglecting that specific term [100]. For an example with three predictors
(𝑋1, 𝑋2 & 𝑋3) this is mathematically described as

𝐴𝑑𝑗. 𝑆𝑆𝑀(𝑋1|𝑋2, 𝑋3) = |𝑆𝑆𝑀(𝑋1, 𝑋2, 𝑋3) − 𝑆𝑆𝑀(𝑋2, 𝑋3)| (2.19)

where 𝑆𝑆𝑀(𝑋1|𝑋2, 𝑋3) is called the difference in SS for predictor 𝑋1 [114]. Usually the SS or Adj. SS
values are not directly used for interpretation of the results but are used to calculate the contributions,
F­values and p­values [101].

Dividing the Adj. SS by the DF of results in the Adjusted Mean of Squares (Adj. MS), provided in the
fourth column of table 2.4 which explains the amount of variation [100, 105]. The Adj. MS is used to
calculate the F­value (fifth column) of a source term by

𝐹 = 𝐴𝑑𝑗.𝑀𝑆
𝐴𝑑𝑗.𝑀𝑆𝑅

(2.20)

with 𝐴𝑑𝑗.𝑀𝑆𝑅 as the mean square of the residuals [100]. The calculated F­value is used to determine
the probability of evidence to accept or reject the null hypothesis, defined as no interaction between
the source term and the response [72]. In other words, p­values can be used to determine influential
factors with respect to the response [99]. The level of significance for a test is often defined as 𝛼 ≥ 0.05,
meaning that a 5% chance exists that it is falsely concluded that a relationship between predictor and
response exists [72, 101, 115, 116].

An example F­value distribution plot for 1 DF in de nominator and 39 DF in de denominator is provided in
figure 2.27. The DF correspond to the DF of the terms in equation 2.20. For this case with a significance
level of 𝛼 = 0.05 the critical value F­value is defined as 4.091. F­values larger than the critical F­value
provide statistical significance, resulting in 𝑝 < 𝛼. Meaning that the null hypothesis (no interaction
between predictor and response) is rejected, vice versa for F­values smaller than the critical F­value
[110]. Additionally, the greater the F­value (the smaller the probability value), the more evidence exists
against the null hypothesis [99].

Figure 2.27: F­value (1,39) distribution plot including critical F­value

The contribution in percentage of a source with respect to the response can be provided by Minitab
and is based on

𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 = (𝐴𝑑𝑗. 𝑆𝑆)𝑠𝑜𝑢𝑟𝑐𝑒
(𝐴𝑑𝑗. 𝑆𝑆)𝑡𝑜𝑡𝑎𝑙

(2.21)

describing the amount of variation observed by that source with respect to total observed variation
[101, 105, 117]. Note that the numerator and denominator of equation 2.21 can be extracted from the
second data column of table 2.4.

Themodel summary provided byMinitab consists of four parameters, the standard deviation, R­squared,
R­squared(adjusted) and R­squared(predicted) [110]. The standard deviation is a measure of how
close the actual data is separated from the response surface and does have the same unit as the
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response of the model [99]. Therefore, a low standard deviation is favoured. The equation for the
standard deviation equals

𝑆 = √ 1𝑁

𝑁

∑
1
(𝑥𝑖 − 𝜇) (2.22)

where 𝑁, 𝑥𝑖 and 𝜇 are the total number of observations, the ith observation and the overall mean
response [105]. R­squared (R­sq), calculated with

𝑅–𝑠𝑞 = 𝐴𝑑𝑗.𝑆𝑆𝑀
𝐴𝑑𝑗.𝑆𝑆𝑇

⋅ 100% (2.23)

expresses the amount of variation in the response which can be explained by the model [100]. In other
words, it is a measure for goodness of fit of the model. Models with mean response values of different
magnitudes can be compared more accurately using R­squared instead of the standard deviation, due
to the fact that 𝑆 is correlated to magnitude of the mean of the overall response. R­squared(adjusted)
is adjusted for the amount of predictors and the total amount of observations, this is a useful property
when comparing the accuracy of models containing different amount of predictors and/or observations
[110]. This is not the case for the current project, this property is therefore not considered. The last
statistical property of the model summary, R­squared(predicted), describes the ability of the model to
predict the response value for predictor combinations beyond the obtained data. The R­squared is
determined by systematically removing an observation from the model, and comparing actual value
with the predicted value by the model [101, 105].

As mentioned before, response surfaces and contour plots are used for process optimisation and can
be realized based on regression equation of the model. Figure 2.28 and figure 2.29 provide an exam­
ple response surface and contour plot respectively [110]. Besides the 3D and 2D representation, no
differences exist between both graphs. Hold values are required for models containing more than two
predictors because this type of representation can besides the response only include two predictors.
The hold values in terms of the regression equation are simply predictors which are fixed at a certain
value while the other predictors are varied to obtain the corresponding predicted peel strength. Based
on the aforementioned graphs the predictor settings can be determined such that optimum response in
achieved [99]. Finding a new region to operate in is sometimes the goal of a study rather than finding
the point of optimum response, in this case the direction of steepest descent/ascent shows the direction
with the highest potential for process optimisation [99, 109].

Figure 2.28: Example response surface plot. Data obtained
from [110]

Figure 2.29: Example contour plot. Data obtained from [110]



3
Microstructural Characterization

of Unidirectional Tapes

Section 3.1 describes the methodology used to characterize the microstructures of Unidirectional (UD)
tapes. Section 3.2 describes the microscopic activities, including how the samples are prepared. The
micrographs obtained are analysed and are eventually used as input data for post­processing of the
data. The design of the analytical model is presented in section 3.3. The results are provided and
discussed in section 3.4. Section 3.5 provides conclusions to the method of analysing and the results
presented.

3.1. Methodology of Experiment
Differences in tacking quality are observed in the past between (apparently) similar and various Carbon
Fibre (CF) UD tapes utilized at Boikon. For example, it occurred in the past that material A could not
be tacked while material B showed a perfect bond between both tapes utilising the same Ultrasonic
Tacking (UST) tacking parameters. Therefore, it is of interest to acquire a thorough understanding
of the input UD tape. The relevant UD tapes of this project can be ordered by the ability to tack.
Starting with the most challenging tape the order is: CF­Polyetheretherketone (PEEK) from Teijin, CF­
Polyetherketoneketone (PEKK) from Toray and CF­PEKK from Solvay. While tacking Thermoplastic
(TP) tapes, the TP polymer resin establishes the bond [8, 31]. Considering that artificial resin layers
(Energy Director (ED)) are added to composite parts to enhance the weldability [74, 85], the microstruc­
ture of the tapes utilized at Boikon are studied with microscopic equipment and quantified using a
Voronoi tessellation algorithm. The goal of this experiment is to quantify the physical differences of the
CF­PEKK and CF­PEEK UD tapes, and eventually relate this to the tacking challenges encountered.
Various quality criteria are introduced to evaluate TP tapes such as the accuracy of fibre volume con­
tent, constancy of fibre volume content, tape thickness and the homogeneity of fibre­resin distribution
[118]. The latter quality criteria is considered as the main driver for this chapter.

In order to quantify the microstructures, detailed cross­sectional micrographs of the UD tapes are re­
quired. The micrographs are used to extract the fibre locations in relation to the TP resin, either PEKK
or PEEK. The position of each fibre in the cross­sectional plane is described using a two­dimensional
Cartesian coordinate system. The fibre locations are used as input for a Voronoi pattern. For a two­
dimensional image thismethod, also referred to as Dirichlet Tesselation, divides a plane in several areas
called Voronoi cells or Voronoi polygons [119]. The construction principle of a Voronoi pattern can be
described according to images created with the online interactive tool provided by Khan Academy 1.
Figure 3.1 depicts the construction of a Voronoi pattern in four steps. Circles are drawn concentric at
each input point with increasing diameter up to the point of intersection with another circle, see fig­
ure 3.1b. A line tangential to the circle is constructed upon intersection, up to intersection of another
tangential line. These tangential lines are the edges of the Voronoi cells. The Voronoi pattern is final­
1www.khanacademy.org
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ized once the complete plane is filled with Voronoi cells, meaning that all edges have intersected with
others, depicted in figure 3.1d.

(a) Initial step (b) Second step (c) Third step (d) Final step

Figure 3.1: Voronoi pattern visualized using four subsequent steps

Depicted in figure 3.1d, each individual Voronoi cell corresponds to a single input point. A remarkable
property of a Voronoi cell is that any random selected point in that cell is closest to that specific cor­
responding input point [120]. This property is used to quantify the amount of resin that belongs to a
specific individual fibre. Based on a pre­defined boundary, the area of the Voronoi cells are calculated.
A local fibre­resin ratio can be calculated with dividing the fibre cross­sectional area by the area of the
corresponding Voronoi cell. This local fibre­resin value is used to quantify the fibre­resin architecture
using two different analysis method. The first method divides the tape in several segments in thickness
direction, meaning that each segment is described with an average fibre­resin ratio. A graph realized
with the average fibre­resin data of each segment is used to present an overall through thickness fibre­
resin distribution of an UD tape. Earlier mentioned is the addition of a resin rich layer at the interface of
both both parts to bond, a so called ED, to enhance bonding capabilities. To determine to which extend
an UD tape features a resin rich layer at the top or bottom surface the Voronoi cells intersecting with
the tape edges are of relevance. Extracting the local fibre­resin ratios of the boundary Voronoi cells is
useful to describe whether an UD tape is more resin rich or fibre rich at the top and bottom surfaces.
The two analysis methods described above are performed on multiple micrographs after which the
results are combined in order to describe the fibre­resin architecture of the three UD tapes.

3.2. Sample Preparation and Micrograph Analysis
The Keyence VK­X1000 3D laser scanning confocal microscope, available at the Aerospace faculty
of the Delft University of Technology, was used to obtain high quality cross­section micrographs of the
UD tapes. This microscope was selected because of its automatic stitching function. This function can
generate one large image from multiple smaller images, meaning that a high magnification image over
a large section is feasible. To analyse the UD tapes with this microscope, the UD tape samples must
be embedded. Embedding of the samples enable proper fixation and positioning of the samples with
respect to the lens of the microscope.

1.1 1.2 2.1 2.2 3.1 3.2 Mean
CF­PEEK Teijin 0.22 0.23 0.22 0.23 0.22 0.23 0.225
CF­PEKK Solvay 0.21 0.20 0.19 0.20 0.19 0.19 0.197
CF­PEKK Toray 0.15 0.16 0.15 0.14 0.15 0.15 0.150

Table 3.1: CF­PEKK and CF­PEEK UD tape microscopy sample thickness measurements in mm

Table 3.1 presents the thickness of the 15 mm (∥ to fibre) x 10 mm (⊥ to fibre) samples, measured
at two random locations of each sample. The first samples produced for the microscopy experiments
were embedded with a mixture of Technovit 4071 resin and Technovit 4071 harder. However, the fast
curing process introduced air bubbles in the embedded sample which considerably reduced the micro­
graph quality. For this reason Struers EpoFix slow cure, transparent embedding resin was selected
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Figure 3.2: Photograph of UD samples in sample holder before
embedding

Figure 3.3: Photograph of embedded and prepared UD tape
samples for microscopy

for preparing the actual samples. Figure 3.2 shows the samples placed in the sample holder and the
cups in which the samples are embedded. After the mixture of hardener and resin was poured in the
sample cup holder, entrapped air was removed from the embedding resin with the CitoVac vacuum
impregnation unit. After release of the vacuum, the embedding resin required a 12 hours cure. The
samples were sanded and polished using the Struers Tegramin equipment for high quality specimen
preparation. Proper grinding and polishing is of importance, otherwise the fibres are not exposed to
the upper surface of the embedded samples making it impossible to capture high quality images of the
tape cross­section. Figure 3.3 presents the final embedded samples used for the microscopic activi­
ties. Micrographs were captured using the Keyence microscope with 50X magnification and applying
coaxial lighting. This magnification was the highest available and therefore resulted in the most de­
tailed cross­section images possible. Due to the stitching function the captured area was not limited as
a result of the high magnification. A consequence of using such high magnification is the duration to
capture the full width (10 mm) of the sample, capturing one image took approximately one hour. Three
images with approximate size of 17.000 x 700 pixels were captured, large enough to capture the full
sample cross­section. The captured images were saved with a standard image file extension using
the Keyence MultiFileAnalyzer software. A small captured section of each UD tape is presented in
figure 3.4. Remarkable characteristics observed in the tapes are presented in detail in figure 3.5. The
earlier mentioned variation in thickness between the three UD tapes analysed is also visible in these
images. In previous research, Schledjewski and Schlarb [118] addresses common material defects like
matrix accumulation and insufficient micro impregnation of the TP resin which are also observed in the
micrographs of the UD tapes.

3.3. Design of Analytical Material Analysis Model
The analytical model to analyse the PEEK and PEKK UD tapes consist of two parts, namely fibre
location extraction from the micrographs and post­processing of the data to eventually determine and
present the local fibre volume content of each Voronoi cell. The method of fibre coordinate extraction
is elaborated on in section 3.3.1, post­processing of the data is described in section 3.3.2.

3.3.1. Fibre Coordinates Extraction
To accurately determine and extract the fibre locations from the micrographs various methods and soft­
ware have been considered. According to literature, the circular Hough transformation is a common
applied technique in scientific image analysis to identify circular objects based on shape detection of
lines [121]. This algorithm provides the diameter of each circular shape detected and is capable of
detecting near circular ellipsoids [120]. However, the Hough algorithm becomes calculation intensive
for large images due to numerical processing of the parameter space [120]. Dividing an image into
several smaller images would resolve this problem. However, fibres which are cut off at the edge are
difficult to detect due to the lack of circular shape. Applying the circular Hough transformation to the im­
ages captured provided inaccurate results because multiple fibres were not located in combination with
erroneous provided fibre locations. Applying the same algorithm to reference images of a Glass Fibre
(GF)­Polypropylene (PP) sample provided much better results with respect to the CF tapes. Because
the average diameter of GF is larger compared to CF, it can be stated that higher magnification images
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(a) CF­PEEK ­ Teijin

(b) CF­PEKK ­ Solvay

(c) CF­PEKK ­ Toray

Figure 3.4: Overview of micrographs of the PEEK and PEKK tapes

are required in order to apply the circular Hough transform to CF images. The latter is in agreement with
work from Zangenberg et al. [120], where the the circular Hough transform was applied successfully
to CF micrographs obtained using a Scanning Electron Microscope (SEM) with a remarkable higher
magnification. A SEM was considered but not selected due to the limitations in micrograph size.

Detecting the fibre locations based on pixel intensity showed enhanced accuracy and consistency with
respect to the circular Hough transform algorithm. The open source image processing software pack­
age ImageJ is capable of detecting objects based on pixel intensity, the so called ’find maxima’ function
[122]. The captured micrographs described in section 3.2 are divided into equal­width images with
pixel (px) dimensions as presented in table 3.2. The dimensions in pixels are not exactly the same
because each of the three larger micrographs, with approximately the same dimensions, are divided
in 20 smaller images. Images analysed using the ’find maxima’ function of ImageJ must be blurred
in order to increase the accuracy of local maximum detection [123]. By blurring the images the pixel
intensity of each pixel is replaced with an averaged intensity based on the surrounding pixels. This
limits the false detecting of local maxima. The ’Smoothing’ function in ImageJ is used for this and the
most optimal ’Smoothing’ parameter for each UD tape is presented in table 3.2. The noise tolerance
parameter defines the difference in pixel intensity with respect to the surroundings a pixel should at
least have in order to become a local maximum [122]. In other words, increasing the value for this
parameter reduces the amount of detected maxima. The smoothing and noise tolerance parameter
settings are determined based on trial and error by checking the accuracy of detecting all fibres while
reducing the erroneous detection of locations without a fibre. The parameters are tuned based on a
small micrograph section and are thereafter applied to each individual micrograph section. The dif­
ferences in optimal search parameters between the CF­PEEK tape and the two CF­PEKK tapes can

Height [px] Width [px] Smoothing Noise tolerance Local maxima
CF­PEEK Teijin 734 856 4x >3 2601
CF­PEKK Solvay 679 867 9x >10 1004
CF­PEKK Toray 738 880 9x >10 1051

Table 3.2: ImageJ parameters used for the local maxima detection
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(a) CF­PEEK ­ Teijin (b) CF­PEKK ­ Solvay (c) CF­PEKK ­ Toray

Figure 3.5: Micrographs presenting material defects of the PEEK and PEKK tapes

Figure 3.6: UD tape fibre coordinate extraction using ImageJ

be explained by the difference in reflective behaviour of the different fibres, visible in figure 3.5a ­ fig­
ure 3.5c. Figure 3.6 shows a screenshot of a result of the fibre location determination by using ImageJ.
Fibres located at vertical boundaries of the image are not selected because of an algorithm preset,
mainly because fibres are cut off due to splitting the large image into several smaller images.

The average amount of local maxima (i.e. fibres) of the image sections for each UD tape is provided in
the last column of table 3.2. A large variation in detected fibres per image section is observed for the
three UD tape micrographs analysed. This difference can be explained with the following analysis. First
of all, the width in pixels of the tape sections analysed deviate to some extend. Table 3.3 presents the
width of the analysed micrograph sections in meters, the transform from pixels to meters is achieved
by measuring the Keyence MultiFileAnalyzer scale with ImageJ. The three UD tapes analysed consist
for 34 weight percent (wt.%) of resin, meaning that the UD tapes contain 66 wt.% fibres [65, 66, 124].
However, it cannot be stated that each tape sample analysed contains an identical amount of fibres in
weight terms because the ply areal weights [gm−2] of the different suppliers are not identical [65, 124].
The fibre weight of the image per unit length is calculated with

𝐹𝑖𝑏𝑟𝑒𝐼𝑊 = 𝐹𝑖𝑏𝑟𝑒𝐴𝑊 ∗ 𝑊𝑖𝑑𝑡ℎ (3.1)

where 𝐹𝑖𝑏𝑟𝑒𝐴𝑊 is the fibre areal weight multiplied with the width of the captured image in meters.
Because only the thickness and width of a cross­section can be considered, this parameter is expressed
in terms of unit length 𝑥. The amount of fibre area required to achieve the fibre weight (per unit length)
of the image depends on the density of the fibre. Both PEKK tapes contain HexTow AS4D fibres [65, 66]
with a density of 1.79 g cm−3 [125], almost similar to the 1.78 g cm−3 density of the CF Tenax­E fibres
used for the PEEK tape of [124, 126]. The overall cross­sectional area covered by fibres in a particular
micrograph section 𝐴𝑓𝑖𝑏𝑟𝑒 (𝑀𝑆) can be determined according to

𝐴𝑓𝑖𝑏𝑟𝑒 (𝑀𝑆) =
𝐹𝑖𝑏𝑟𝑒𝐼𝑊
𝜌𝑓𝑖𝑏𝑟𝑒

(3.2)
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Width
[m]

Ply AW
[gm−2]

Fibre AW
[gm−2]

Fibre IW
[gx­1]

Afibre(MS)
[m2]

Afibre
[m2] Fibres

CF­PEEK Teijin 4.71E­04 288 [124] 190 [124] 0.0895 5.03E­08 1.96E­11 2561
CF­PEKK Solvay 4.77E­04 220 [66] 145 [66] 0.0692 3.87E­08 3.53E­11 1097
CF­PEKK Toray 4.84E­04 221 [65] 145 [65] 0.0706 3.94E­08 3.53E­11 1118

Table 3.3: Results explaining the difference in local maxima observed in the micrographs sections

where 𝜌𝑓𝑖𝑏𝑟𝑒 is the density of the carbon fibre. The last column of table 3.3 presents the theoretical
amount of fibres, calculated with

𝐹𝑖𝑏𝑟𝑒𝑠 =
𝐴𝑓𝑖𝑏𝑟𝑒 (𝑀𝑆)
𝐴𝑓𝑖𝑏𝑟𝑒

(3.3)

where 𝐴𝑓𝑖𝑏𝑟𝑒 is the average cross­sectional area of a fibre. The theoretical number of fibres presented
are the number of perfectly circular fibres to meet the 66 wt. % condition.
The large difference in the theoretical amount of fibres to be detected, between the PEEK and PEKK
tapesmainly originates from the variation in ply areal weight and the amount of fibres required to comply
with the total fibre area of the cross­section, due to varying fibre diameters. The calculated theoretical
amount of fibres do not perfectly match the amount of extracted local maxima as presented in table 3.2.
The percentage differences between the theoretical analysis and the extracted local maxima for Teijin,
Solvay and Toray are 1.54%, 9.26% and 6.37%, respectively. Erroneous detection of fibres result in a
higher amount of local maxima. However, it is expected that this is not likely because all images are
manually checked after the ImageJ algorithm is applied. The most likely cause of this difference on the
analysis side is due to the assumption that all fibres are circular and have a constant cross­section,
which is not the case by analysing micrographs like figure 3.5a ­ figure 3.5c. Additionally, the 34 wt% of
resin is an averaged parameter which can slightly vary throughout the UD tape and therefore introduce
slight inconsistencies in the amount of fibre and resin present in a tape section.

3.3.2. Fibre Coordinate Data Post­Processing
By using ImageJ it is possible to apply the Voronoi pattern to an image, however the data post­
processing possibilities of ImageJ are limited. For this reason Python is selected as data post­processor.
Post­processing of the data can be described by using 10 function blocks, as presented in figure 3.7.
Each Python function of the code provided in appendix A can be described by one of the function
blocks. In this section the underlying principle of each function block is elaborated on.

Figure 3.7: Material analysis with Voronoi pattern functional blocks

The fibre coordinates extracted using ImageJ of each image section are imported to Python. Because
of a different definition of axis system, the y­coordinates from ImageJ are flipped over the horizontal
axis to match the regular axis system of Python. Function block 2 represents the formation of the 2­
dimensional Voronoi pattern applied to the fibre locations. The basic Voronoi tessellation function in
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(a) Basic Voronoi diagram constructed of nine input points (b) Close­up of basic Voronoi diagram to illustrate vector calculation to
realise finite vertex

Figure 3.8: Visualization of transformation from infinite to finite Voronoi vertices of a basic diagram

Python provides several outputs [76]. The x­ and y­coordinates of the Voronoi cell vertices are given
next to to the Voronoi regions. The region lists the Voronoi vertex indices creating a particular Voronoi
cell. By analysing figure 3.1d, it is clear that several Voronoi cell vertices are not located on the plane
of the analysed section, these vertices are at infinity and denoted with index ­1.
The Voronoi vertices at infinity are made finite in order to perform further analysis such as area calcula­
tion of the Voronoi cell. The main principle behind function block 3 can be described with the following
equation

[𝐹𝑖𝑛𝑖𝑡𝑒 𝑝𝑜𝑖𝑛𝑡] = [𝑉𝑜𝑟𝑜𝑛𝑜𝑖 𝑣𝑒𝑟𝑡𝑒𝑥] + ([𝐷𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛] ⋅ 𝑅𝑎𝑑𝑖𝑢𝑠) (3.4)
where the radius is a scalar term, the Voronoi vertex and direction terms are 2x1 vectors. The exact
process to finitize the Voronoi vertices at infinity is described in detail in the remaining part of this
paragraph.

Figure 3.8a shows a basic Voronoi diagram constructed of nine input coordinates, depicted as green
dots. The Voronoi cell vertices are illustrated with orange dots. The four black continuous lines repre­
sent Voronoi ridges which are part of the finite region whereas the black dashed lines are ridges going
to infinity. The Voronoi Cell Numbers (CN) are also added to the figure. Note that the order of CN’s is
chosen by Python, and not in such way that it corresponds to the input coordinate numbers. A close­up
of the lower left corner of the Voronoi diagram is presented in figure 3.8b. The red numbers are the
indices of the Voronoi vertices, where ­1 represents an index at infinity and the blue numbers represent
Voronoi ridge indices. The Voronoi vertex of ridge 1 is used to further describe the method to make the
Voronoi vertices finite. This process is only initiated if a Voronoi cell is constructed with one or more ver­
tices at infinity. This is clearly the case for Voronoi cell number 1 because it is constructed by vertices
with index 0 and ­1. Voronoi ridges can be interpreted as lines drawn perpendicular to a line connecting
two input coordinate positions, this can also be seen in figure 3.1d. In the case of figure 3.8b, ridge 1 is
the perpendicular line between input point 1 and 2. A normalized tangent vector is derived in between
the vectors describing input location 1 and 2, described with 𝑝1 and 𝑝2. The tangent vector equals

𝑡 = [𝑋𝑝2𝑌𝑝2 ] − [
𝑋𝑝1
𝑌𝑝1 ] = [

0.0
1.0] (3.5)

and the normalized tangent vector

𝑡̂ = 𝑡
|√𝑋2𝑡 + 𝑌2𝑡 |

= [0.01.0] (3.6)
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remains the same for this particular situation. Next the normal vector of 𝑡 is derived by exchanging the
x­ and y­coordinate of 𝑡 and multiplying with ­1, resulting in:

𝑛 = −1 ⋅ [𝑌𝑡𝑋𝑡] = [
−1.0
0.0 ] (3.7)

The next vector required to determine the direction vector, 𝑑 of equation 3.4 is calculated by considering
the midpoint and centre vector. The midpoint (𝑚 in figure 3.8b) is determined with

𝑚 = [
𝑋𝑝1+𝑋𝑝2

2𝑌𝑝1+𝑌𝑝2
2

] = [
0.0+0.0
20.0+1.0
2

] = [0.00.5] (3.8)

and the centre vector (𝑐̂ in figure 3.8b) is determined based on the centre of all input points. The
direction vector, 𝑑̂ requires to calculate the dot product of the vectors 𝑚̂ − 𝑐̂ and 𝑛̂, which in this case
gives a positive value because the angle between the vectors is smaller than 90 degrees. This implies
that the direction in which the infinite point is made finite is equal to the direction of the normal vector. If
for example the centre position would be completely different, the dot product can be become negative
meaning that the angle between both vectors is larger than 90 degrees and less than or equal to 180
degrees. The latter would mean that the infinite Voronoi vertex is made finite in the opposite direction
of the normal vector. The ’Radius’ term in equation 3.4 describes the distance with which the Voronoi
vertex is made finite. For this example the radius has been selected to be four, for the actual UD tape
analysis the radius is selected to be twice the value of the largest fibre x­coordinate or y­coordinate.
For this specific case, the infinite Voronoi vertex is made finite starting at the Voronoi vertex on the other
side of the Voronoi ridge, which is already in the finite region, in direction of the 𝑑 vector. Additionally,
the finite point at x = ­3.5 and y = 0.5 replaces the point at infinity. When all these steps are repeated for
the infinite point of Voronoi ridge 2, Voronoi cell 1 is described by finite Voronoi vertices. The process
described above is repeated for each Voronoi vertex at infinity.

Other research related to the application of the Voronoi algorithm to GF composite samples simply
ignore the Voronoi cells at the image boundary because in their case they cannot be evaluated explicitly
[120]. Because especially the local Fibre­Resin Ratio (FRR) at the tape edges is of interest for the
UST process, a method is developed to define the tape boundary such that fibres located close to the
tape edges can be included in the analysis. Function block 4 is related to the process of defining the
tape boundaries by constructing a polygon in ImageJ. A defined boundary results in a finite Voronoi
cell meaning that the area of the cell can be calculated. Because especially the boundary fibre­resin
architecture is of interest, a detailed and accurate UD tape boundary definition is required. Therefore
a manual method of defining the boundary by constructing a polygon in ImageJ is used. This process
involves a polygon definition by using the ’Polygon selection’ option in ImageJ. Figure 3.9 shows a
micrograph of the CF­PEKK tape from Solvay with a boundary polygon defined. To ensure a smooth
obtained polygon, three additional points are added between each defined point by using interpolation.
Function block 4 is finalized with a transformation of polygon coordinates to an export file, which can
be imported to Python.

Figure 3.9: CF­PEEK Solvay tape boundary definition by constructing a polygon in ImageJ
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Dfibre ­ theoretical [µm] Dfibre ­ measured [µm]
CF­PEEK Teijin 5.0 [126] 4.99
CF­PEKK Solvay 6.7 [125] 6.31
CF­PEKK Toray 6.7 [125] 6.31

Table 3.4: Theoretical and average measured fibre diameters of Tenax­E­24K and HexTow AS4D­12K fibres

The next Python function, described by function block 5, ensures that all Voronoi cells are shaped
according to the tape boundary polygon. The Voronoi cells with ridges which are modified according
to the process described in function block 3 are intersected with the defined boundary polygon. The
polygon clipping function of python can be used to detect whether a polygon intersects with a specified
boundary [76]. In case of the UD tapes, if an intersection occurs the original Voronoi cell ridge is
modified according to the tape boundary resulting in a closed polygon with edges corresponding to the
tape boundary. The latter means that the area of this specific cell can be defined. In case of no contact
with the boundary polygon, the Voronoi cell remains unchanged. The ConvexHull function from the
SciPy Spatial module is used to define the area of the Voronoi cells [76]. The microstructure of the UD
tapes is characterized by defining the local FRR. This ratio is calculated with

𝐹𝑅𝑅 =
𝐴𝑓𝑖𝑏𝑟𝑒

𝐴𝑉𝑜𝑟𝑜𝑛𝑜𝑖 𝑐𝑒𝑙𝑙
(3.9)

where the fibre cross­sectional area is assumed to be circular and constant. The fibre diameter of the
three different tapes were measured at various locations of various images by using ImageJ. Using
the pixel to mm ratio, an average pixel diameter was determined. Table 3.4 provides the theoretical
and average measured fibre diameter of all three UD tapes. A slight variation between the theoretical
and measured value for the fibres of the PEKK tapes is observed, however this variation is consistent
between both tapes which can be related to the fact that the tapes both contain HexTow AS4D­12K
fibres [65, 66]. The average measured fibre diameters were used to calculate the FRR of each Voronoi
cell, to remain consistent with the micrographs obtained.

Each Voronoi cell is filled with a colour based on the FRR value, ranging from 0 to 1. A FRR of
0 physically means that the Voronoi cell is infinite whereas a FRR of 1 implies that the area of the
Voronoi cell is equivalent to the average fibre cross­sectional area. A Voronoi diagram including FRR
colour plot of a CF­PEEK tape section from Teijin is provided in figure 3.10. By analysing this image
it immediately becomes clear that the fibre­resin distribution is not homogeneously distributed. The
red coloured Voronoi cells present cells with a FRR larger than 1, which is physically impossible. This
means that the calculated area of the Voronoi cell is smaller compared to the average cross­section
area of a fibre. A FRR larger than 1 can be explained with two possible situations. Either the Voronoi
cell is defined not precisely meaning that the actual area surrounding the fibre is larger, or the average
fibre cross­sectional area is not in agreement with the cross­section of that specific fibre. A FRR larger
than 1 would negatively influence further analysis performed and therefore the FRR of such Voronoi
cell is set to 1. In addition, if more than 1% of the total Voronoi cells provide an FRR of larger than 1,
an error message is provided and consequently the analysis parameters such as the fibre positions or
boundary definition should be re­examined.

The variation in FRR of each Voronoi cell is further analysed, this is described by function block 7. To
determine the FRR through the thickness of the tape, the tape is divided into several segments. The
Python code written for this function performs checks in which segment a fibre is located and considers
the FRR ratio of that specific Voronoi cell to be part of the segment. Due to the small thickness of
a single ply UD tape, the tape samples did not remain straight throughout the embedding process.
Besides this, it is also possible that the captured image is not completely parallel to the UD tape sample.
Therefore, dividing Voronoi diagram figures like figure 3.10 into perfect horizontal segments would
provide inaccurate data. To be able to accurately divide the tape into thickness segments, an inclination
is introduced to the segments, visualized by black coloured lines. These lines are described by the basic
linear 𝑦 = 𝑎𝑥 + 𝑏 equation where the inclination of the lines is based on the midpoints of the left and
right tape boundaries. Due to a variance in tape thickness, the amount of segments is varied such
that each tape is divided in an equal amount of segments through the thickness of the UD tape. The
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average FRR ratio per segment through the tape thickness is presented in a graph in figure 3.11. Note
that the vertical position of the through thickness distribution depends on the vertical position of the
tape in the micrograph.

Figure 3.10: Voronoi diagram with FRR colour plot of Teijin CF­PEEK tape section Figure 3.11: Corresponding through tape
thickness FRR distribution of Teijin CF­
PEEK tape section

The output of function block 7 is used as input for the Python function described by function block 8.
Because multiple micrographs are analysed per UD tape, a combined average FRR plot through the
tape thickness is calculated. These results are presented in section 3.4.

As already mentioned in section 3.1, function block 9 and 10 are implemented to analyse the fibre­resin
architecture at the tape edges. The boundary Voronoi cells are detected by using part of function block
5. If the area of a Voronoi cell is not influenced by the polygon clipping it means that the cell is not
constructed by a boundary polygon, and visa versa. The FRR of the Voronoi cells in contact with the
upper and lower tape edge are considered for this part of the analysis, meaning that a concentrated
tape top and bottom surface analysis is performed. Figure 3.12 shows detected boundary Voronoi cells
in a micrograph of the Solvay tape. Function block 10 characterizes the process of realising a FRR bar
plot of Voronoi cells located at the tape edges, either the top or bottom surface.

Figure 3.12: Upper and lower boundary Voronoi cell detection of Solvay CF­PEKK tape
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3.4. Results and Discussion
For the completeness of the analysis, two neighbour micrographs with the Voronoi diagram and colour
plot applied are provided of each UD tape analysed in figure 3.13 ­ figure 3.15. Large variations in
homogeneity of fibre­resin distribution are observed in the tapes from Teijin and Solvay. The tape from
Toray shows minor variation but still does not show perfect homogeneous distributed fibres, which is
impossible to find in reality [118].

(a) Section 1 (b) Section 2
Figure 3.13: Voronoi diagram sections CF­PEEK Teijin UD tape

(a) Section 1 (b) Section 2
Figure 3.14: Voronoi diagram sections CF­PEKK Solvay UD tape

(a) Section 1 (b) Section 2
Figure 3.15: Voronoi diagram sections CF­PEKK Toray UD tape
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In figure 3.16 ­ figure 3.18 the FRR distributions of the tapes analysed is presented. These graphs
are constructed by combining individual results, similar to those presented in figure 3.11, of several
micrographs in one figure. The blue dashed lines represent the (average) tape top and bottom surface.
The first noticeable aspect of the results is the different positioning of the FRR plot of the Solvay CF­
PEKK tape. In this case the total thickness of the 10 segments is not equivalent to the mean tape
thickness, presented in table 3.1. The latter can be explained by the large presence of TP matrix
accumulation, especially at the top surface. This additional matrix material is not included in the total
thickness of the 10 segments as each segment in the analysis should at least contain one fibre. The
actual position of the through thickness distribution, with respect to the top and bottom tape surface is
determined based on the ratio between the amount of resin present at the top and bottom tape edge.
This ratio is extracted from the bar plots presented in figure 3.19a ­ figure 3.19c. This positioning ratio
is applied to each of the graphs presented in figure 3.16 ­ figure 3.18, but have limited effect on the
graphs corresponding to the Teijin and Toray tapes due to small to no matrix accumulation at the tape
edges. By considering the CF­PEKK section of the micrograph presented in figure 3.5b, it is clear that
more TP resin is present at the top surface, for this reason the through thickness FRR plot is slightly
moved towards bottom tape surface. The thickness of the PEEK and PEKK tapes from Teijin and
Toray respectively, are relatively well described by using 10 segments. As a result of the rather straight
surface behaviour in combination with the lack of TP resin accumulation.

Figure 3.16: Mean FRR through thickness CF­PEEK ­ Teijin
tape

Figure 3.17: Mean FRR through thickness CF­PEKK ­ Solvay
tape

Figure 3.18: Mean FRR through thickness CF­PEKK ­ Toray tape

The FRR distribution characterizing the Teijin tape displays fibre rich surfaces, especially the top sur­
face. The bottom FRR is equivalent to the bottom FRR of the Toray tape, but shows much more
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variation over the various micrographs analysed. This can be explained by regions of fibre clustering,
also visible in figure 3.4a. These variations in arrangement of fibres can cancel out for the mean FRR,
but introduce large variations in data resulting in large error values. Besides little variation the Toray
tape shows a rather constant FRR through the tape thickness. The Voronoi cells at the upper boundary
of the Solvay tape are definitely more resin rich compared to the mid­section and bottom surface of this
tape. Meaning that this tape is especially resin rich at the top surface. The error bars in figure 3.17
emphasize that these large amounts of TP resin, especially at the top surface of the tape are not con­
sistently present in each micrograph analysed. This is substantiated by looking at the two micrographs
presented in figure 3.14a and figure 3.14b. The FRR distribution through the tape thickness of the
Teijin and Toray tapes are greatly different compared to the tape from Solvay. The tapes from Teijin
and Toray show more fibre rich areas at the tape edges and is more resin rich towards the mid­section
of the tape, which is in contrast to the Solvay tape.

Figure 3.16 to figure 3.18 show that each UD tape microstructure is unique. However, these figures do
not emphasize the tape boundary FRR. The FRR of the boundary Voronoi cells are heavily averaged
and thus influenced by underlying Voronoi cells in these segments. Figure 3.19a ­ figure 3.19c present
the average FRR of solely the Voronoi cells in contact with the tape outer surfaces. It can therefore be
described as a concentrated FRR analysis of the tape outer surfaces.

(a) CF­PEEK ­ Teijin (b) CF­PEKK ­ Solvay (c) CF­PEKK ­ Toray

Figure 3.19: Mean FRR bar plot of Voronoi cells intersecting with UD tape top and bottom surfaces

The FRR of the outer segments of figure 3.16 ­ figure 3.18 are extracted and compared with the local­
ized surface boundary FRR from the bar plots, the results are provided in table 3.5. According to the
differences presented, the FRR of the outer segments in the distribution analysis are roughly similar
to the FRR of the localized boundary analysis for the Teijin and Toray tape. This can be explained by
considering the rather straight surface behaviour. Due to the segmental approach, fibres and corre­
sponding Voronoi cells located in the vicinity of the tape surfaces are included in the outer segments.
Meaning that the underlying Voronoi cells of the tape surfaces are characterized with a roughly similar
FRR compared to the Voronoi cells in contact with the tape boundaries. Considering that the localized
analysis is more accurate in describing the FRR it is concluded that the through thickness distribution
slightly over­predicted the amount of resin at the top surface for the Teijin and Toray tape. The opposite
is true for the bottom surface of these tapes.

Distribution analysis Concentrated analysis Δ
Top FRR Bottom FRR Top FRR Bottom FRR Top FRR Bottom FRR

CF­PEEK ­ Teijin 0.619 0.487 0.656 0.481 6.8% 1.2%
CF­PEKK ­ Solvay 0.132 0.424 0.192 0.436 45.5% 2.8%
CF­PEKK ­ Toray 0.501 0.492 0.523 0.486 4.4% 1.2%

Table 3.5: Accuracy analysis results of outer tape surfaces FRR between distribution analysis and localised analysis

The differences between the distribution analysis and the localized analysis are relatively large for the
Solvay tape. The differences are related to the irregular surface shape of the tape, especially due
to the amount of waviness at the top surface of the tape. By closely looking to the top surface of
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figure 3.12, it can be concluded that only two Voronoi cells are included in the most upper segment of
the through thickness distribution. With this comparison it is clear that the localized analysis, which only
considers the Voronoi cells in contact with the tape edges, is a more in describing the microstructure at
the Solvay tape surfaces. Figure 3.19b shows that the FRR of the bottom surface is twice the FRR of
the top surface, meaning that the top surface of the Solvay tape is at least twice as resin rich compared
to the bottom surface.

3.5. Concluding Remarks
Applying the Voronoi algorithm to the cross­sectional micrographs, in combination with the local FRR
can be used to quantify and describe the microstructures of the CF UD tapes from Teijin, Solvay and
Toray. The results presented in the previous section emphasize the large variety in microstructure of
the UD tapes analysed. Besides the variation in TP resin and the type of CF, the microstructure greatly
varies between the various tapes. Because the analysis of each tape includes several micrographs,
the degree of variation present in a specific tape can be quantified.

The CF­PEEK Teijin tape is characterized by a resin rich region towards the bottom surface of the tape
in combination with regions of fibre clustering. The bottom surface FRR of the Teijin tape is equivalent
to the FRR at the bottom surface of the Toray tape. Nevertheless, the bottom surface of the Teijin
tape comprises more variation compared to the Toray tape. The latter shows the most consistent
and homogeneous microstructure of all three tapes analysed with minor matrix accumulation in the
mid­section of the tape, compared to the outer surfaces. The PEKK tape from Solvay displays much
surface waviness on microscopic level, combined with a resin rich upper surface. Compared to the
mid­section of this tape, the bottom surface can be described as slightly resin rich.

Based on the results of the three tapes analysed, it is concluded that the localized analysis is favoured
for tapes showing much surface waviness combined with matrix accumulation at the outer surfaces.
The outer surfaces of straight tapes such as those from Teijin and Toray can be correctly described
by the segmental through thickness analysis, and do not necessarily require the localized analysis.
This because the surface boundary FRR is not heavily influenced by underlying Voronoi cells with
corresponding FRR for straight surfaces.

The results obtained from the characterization of themicrostructures analysed are in agreement with the
aforementioned order of ease of tacking. The resin rich upper surface of the PEKK tape manufactured
by Solvay explains why processing this specific tape is less challenging compared to the other PEKK
and PEEK tapes. Especially the fibre rich top surface of the tape manufactured by Teijin explains why
processing the PEEK tape is challenging. The bottom surface FRR of the Teijin tape and Toray tape
are identical, for both types of analysis. However, the variation of FRR at the bottom surface is 20% to
30% larger for the Teijin tape. Meaning that larger inconsistencies (fibre clustering) are present for the
Teijin tape including scattering of resin rich regions present at the bottom surface (visible in figure 3.4a).
The inconsistent bottom surface combination with the fibre rich top surface emphasizes the difference
in ease of tacking between the Teijin and Toray tape. Considering the relevant material properties for
UST of PEEK and PEKK are roughly identical (refer to table 2.1), it is concluded that the microstructure
of a UD plays a major role in the UST process.



4
Quality Quantification of Tacked

Unidirectional Tapes

Section 4.1 describes the methodology of the experiment to quantify the bond strength of tacked Uni­
directional (UD) tapes. Section 4.2 motivates the use of the Mandrel Peel (MP) test. Important design
considerations are presented in section 4.3, redesign aspects are mentioned in section 4.4. Section 4.5
describes the validation of the MP setup. A few concluding remarks are presented in section 4.6.

4.1. Methodology of Experiment
As mentioned before, no experimental setup was available at Boikon at the start of this project. A
trade­off is established to determine which peel strength assessment method suits best to this project.
Afterwards, the MP setup was designed and build at the facility of Boikon, with a minimal budget and
without the use of a sophisticated mechanical test bench. ASTM standards are present how to per­
form peel tests using specific MP equipment [87, 127]. No literature was found addressing tacking
quantification of Thermoplastic (TP) UD tape samples prior to consolidation based on peel strength.
Therefore, the prescribed ASTM standards are not obeyed due to the lack of data for comparison. A
MP setup able to provide reliable and consistent data meets the requirement to reflect on the change in
bond strength when tacking parameters are altered. Before designing the MP setup several preliminary
tests were performed to proof the concept of applying this specific peel test to tacked UD tapes prior
to consolidation. HiCAD, a 3D CAD software package was used to design the MP setup, using some
guidelines from literature. Little time was spend for the design phase as it was believed that design
flaws are easily filtered out throughout the construction phase. While assembling the MP setup some
parts did not work out as planned, and were modified accordingly. This results in rapid realisation of
the MP setup. Validation was considered a highly important process since this eventually defines how
accurate the experimental setup is.

4.2. Motivation of Mandrel Peel Test
A trade­off table presented in table 4.1 has been established to determine, based on the method de­
scriptions provided in section 2.3, which method best suits this project. The four experimental methods
described in section 2.3 are evaluated based on five selected criteria. Before selection of the experi­
mental method, it was studied if one of the UD tapes could be applied to a rigid metal strip by using 3M
double sided adhesive tape. For every bond condition tested (i.e. various tacking parameters utilized),
the tacked bond between the two UD samples failed when manually peeling off the upper adherend.
This showed that the experimental methods are not limited to tests containing two flexible adherends.

The first criteria is related to the ability to achieve a constant peel angle when performing peel strength
tests for identical tapes tacked with different tacking parameters. For the T­peel and Fixed­arm peel
test, a constant peel angle cannot be ensured when the peel strength of stronger bonds is assessed.
In other words, a stronger bond is more constraint resulting in a different peel angle with respect to

45
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T­peel test Fixed­arm test Floating roller test Mandrel test
Constant peel angle False False True True

Ability to compare tapes
with different stiffness

False False True True

Dimension limitations of
samples due to weak bond

False False True False

Active possibility to
modify conformity

N.A. N.A. False True

Level of difficulty to design,
built and validate setup

Low Moderate High High

Table 4.1: Trade­off table peel strength assessment method

a relatively weak bond. A constant peel angle can be ensured for the two roller assisted peel tests
when determining the peel strength of identical tapes with varying Automated Tape Laying (ATL) set­
tings. A constant peel angle can be ensured because the flexible adhered follows the curvature of the
roller/mandrel, if conformity is realised.

This project is related to UD tapes containing Carbon Fibre (CF) fibres with a Polyetheretherketone
(PEEK) or Polyetherketoneketone (PEKK) TP polymer from different suppliers. To compare bond
strengths of these tapes, it is necessary that the experimental method selected is capable of eliminat­
ing any difference in tape characteristics, for example the stiffness of the tape. The bending stiffness
greatly influences the bending radius which consequently influences the peel force measurements.
The floating roller and MP test have the ability to measure the friction of the system by testing an un­
bonded sample. A favourable aspect of this friction run is that it also includes the force required to bent
the flexible adherend over the curvature of the roller/mandrel and can therefore be eliminated from the
bond strength [88].

The peel force of a continuous Ultrasonic Tacking (UST) process is high likely to have quite some
variation due to the fibre­resin variation in the UDmaterial in combination with a rather sensitive tacking
process. The latter is substantiated with peel force results from welded woven composite parts [89],
and welded UD samples [88]. For this reason it is of interest to observe the peel force over a longer
section, enabling the possibility to average the bond strength over a certain length. The stroke of the
linear vertical displacement unit is considered identical for each experimental method, and is therefore
not part of the trade­off. Nevertheless, the floating roller peel test experiences some limitations, due to
the low bond strength, in terms of sample length to prevent tilting of the rigid adherent.

As described, conformity is an important aspect for the assisted roller methods because this increases
the reliability of the obtained data and makes comparison between tapes possible. Ensuring confor­
mity can be done by increasing or decreasing the roller radius. Besides this, the MP test is generally
equipped with an alignment force to stimulate conformity, see figure 2.20.

Since none of the four peel strength experimental methods is available at Boikon, the method selected
should be designed, built and thoroughly validated within the timespan of this project. The T­peel test
only requires two fixtures which can be attached to the linear vertical motion system. For the fixed­arm
peel test, a base fixture with specified inclination is required. This increases the difficulty to built with
respect to the T­peel test. The fixture required for the floating roller (figure 2.18) is a quite critical part,
especially the positioning of the rollers. The other roller assisted peel test is also relatively difficult to
realize. Mainly because of the mandrel in combination with the horizontal displacement unit.

The arguments provided above, in combination with table 4.1, motivates that the MP test is the most
feasible strength assessment method for this project.



4.3. Design of Experimental MP Setup 47

4.3. Design of Experimental MP Setup
The horizontal displacement of the MP test is commonly realized with a roller conveyor in combination
with a rigid slide beam [90] or a linear guide rail [91]. A small roller conveyor of 35.5 mm height and 39.5
mm width with minimal roller resistance was in sufficient length available at Boikon, and was therefore
selected as a starting point for the design phase of the MP test. As mentioned in section 2.3.4, the
minimum mandrel radius 𝑅 should be such that the maximum elongation of the fibres in the UD tapes
is not exceeded meaning that

𝑅𝑚𝑎𝑛𝑑𝑟𝑒𝑙 >
ℎ
2𝜖1

= 0.2
2 ∗ 1.8

100
= 5.56mm (4.1)

where h and 𝜖1 represent the thickness and the maximum strain in fibre direction of the peel arm,
respectively. The relevant UD tapes for this project have an approximate thickness of 0.2 mm. The
fibres in the PEKK UD tapes are AS4D carbon fibres [66] which have an ultimate elongation of is 1.8%
[88, 125]. The CF in the PEEK tapes are Tenax­ fibres with an elongation at break of 2.1% [126]. To be
conservative, 1.8% is taken as 𝜖1 for equation 4.1. This results in a minimum mandrel radius of 5.56
mm, because of availability a mandrel with 20 mm radius was employed. The setup total length was
set to 1000 mm, such that approximately 500 mm of continuous tack can be assessed.
The roller conveyor dimensions, the minimum mandrel radius and the total setup length were the three
starting points for the design phase. Figure 4.1 provides an image of the final design. The mandrel is
attached to the two vertical pillars in such a way that the distance between the metal slide beam and
the mandrel’s curved surface can easily be adapted. The width of the slide beam is 48.5 mm so that it
is equal to the width of the UD tapes utilized at Boikon. Four vertical positioning plates were included
in the design to ensure that the sideways motion of the slide beam is restricted. The tacked UD tape
can be applied to the slide beam by using 3M double sided adhesive tape and is then pulled upwards
by following the curvature of the mandrel.









Figure 4.1: 3D HiCAD design of the mandrel peel test setup

The design of the linear vertical displacement unit is presented in figure 4.2. A Bahr Modultechnik
trapezoidal spindle with a 510 mm stroke in combination with a Beckhoff servo was selected to realise
the linear motion. A timing belt with a 22 teeth pulley and a 60 teeth pulley transfers the rotational
motion of the servo to the spindle. An appropriate fixture to fixate the UD tape to the linear vertical
displacement unit was utilized in the workshop of Boikon without creating a 3D design first, because
of the simplicity of this part. The 40 mm offset between the carriage plate and the force gauge plate
was required to prevent contact between the UD tape fixture and the spindle. A force gauge from PCE
Instruments was utilised for this application to accurately measure and log the peel force. The selected
force gauge is capable of measuring forces up to 50 N with a 0.01 N resolution and 0.5 % accuracy.
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Figure 4.2: 3D HiCAD design linear vertical displacement unit

4.4. Construction of Experimental MP Setup
A photograph of the MP test setup is provided in figure 4.3. Note that the photograph was taken
after a peel test was completed, meaning that this is the most upward position of the linear vertical
displacement unit. Figure 4.4 shows in more detail how the linear vertical displacement unit interacts
with the MP test by using the tape fixture depicted in figure 4.5.

Comparing theMP test from the photographwith the initial 3D design from figure 4.3, several differences
can be observed. First of all, the vertical position plates were removed in the final design. During
initial test trails it was found that the interaction between the slide beam and the vertical positioning
plates heavily influenced the friction of the system in an inconsistent manner. Removing the vertical
positioning plates did not introduce sidewards motion of the slide beam if the UD tape was applied to
the slide beam accurately, meaning without an angle. Furthermore, the 3 mm thick slide beam was
replaced by a rectangular aluminium profile with a 50 x 20 mm cross­section. During initial test trials the
thin slide beam showed minor deformation which influenced the measured peel forces. In addition, the
weight of the slide beam is increased by adding a steel profile in the rectangular profile to ensure overall
contact between the slide beam and the roller conveyor, this modification resulted in two slide beams of
exactly 3 kg. The final modification with respect to the initial 3D design is related to the implementation
of an alignment force to ensure conformity of the flexible adherend to the curvature of the mandrel. As
mentioned in literature, simple dead weights can function as alignment force [88, 90]. An rope with
four 300 gram weights was attached to the slide beam, as can be seen in figure 4.6. The upper pulley
is used to minimise the friction of the moving rope whereas the second pulley was included to reduce
sidewards motion of the rope between both pulleys in order to have a more constant alignment force.
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Figure 4.3: Mandrel peel test experimental setup. 1: Force gauge, 2: Computer with
data logging software, 3: Tape fixture, 4: Trapezoidal spindle drive, 5: Mandrel peel
test setup, 6: PLC software interface

Figure 4.4: Close up of inter­
action between force gauge
and mandrel peel test setup

Figure 4.5: Photograph of
UD tape fixture

Figure 4.6: Photograph of
pulley system for allignment
weights

4.5. Validation of Experimental MP Setup
The experimental setup presented in the previous section is validated by using various trial runs in
order to determine the reliability and accuracy of the setup. Two identical slide beams are utilized to
decrease the time interval between initiating various tests. While neglecting the bond strength data
from the samples analysed, the force required to move the slide beams in combination with the friction
of the system was logged and studied. Figure 4.7 presents the force versus displacement graphs of
three friction runs at 0.5 mms−1 peel rate for both slide beams using CF­PEEK samples. For each
run the average friction force is calculated between 𝑥 = 50 mm and 𝑥 = 200 mm, these specific
parameters are chosen to reduce any possible begin and end effects of the dynamic setup. The three
graphs presented in figure 4.7a can be described with an average friction force of 17.80 N, 18.08 N and
17.68 N, resulting in an average friction of 17.85 N with a standard deviation of 0.17 N. The equivalent
friction forces for slide beam 2 presented in figure 4.7b are 17.97 N, 17.55 N and 17.60 N which results
in an average friction of 17.71 N with a variance of 0.19 N. The latter emphasizes that the force gauge
in combination with the MP test setup for unbonded samples is capable of producing consistent data.



50 4. Quality Quantification of Tacked Unidirectional Tapes

(a) Slide beam 1 (b) Slide beam 2

Figure 4.7: Initial friction tests for mandrel peel test setup validation using CF­PEEK samples

According to literature, various peel rates are utilized for the MP test [87, 88, 90, 127, 128]. However,
the most common peel rate utilized is 30 mmmin−1 [87, 127, 128]. In research considering peel rates
of 3 mmmin−1 and 30 mmmin−1, it was concluded that the peel rate had no significant influence to the
test results [127, 128]. To determine if this also holds for the current MP test setup, three experiments
with different peel rates are performed. A higher peel rate is time­wise more efficient, for this reason
peel rates of 30 mmmin−1, 300 mmmin−1 and 900 mmmin−1 are examined. Three replicates are used
for each peel rate, meaning that in total nine samples are realized with the Falko ATL by using the
same tacking process parameters. The obtained peel force data is presented in figure 4.8 ­ figure 4.10,
the use of the trend lines is explained in the next section. Remarkable is the increase of peel force
along the sample length with varying slopes for the three peel rates examined. Similar behaviour was
observed by others and explained by describing the effect of fibre bridging at the fracture zone [87, 90].
Fibre bridging increases the toughness of the bonded UD tapes due to fibres which interact between
the upper and lower UD tape at, or beyond the fracture zone [87]. Fibre bridging was observed and
captured using a camera during the MP test, and became more substantial towards the end of the UD
tape sample. Figure 4.11 and figure 4.12 show photographs of fibre bridging observed during peel tests
of CF­PEEK tapes.

To quantify the peel force of an UD sample, it is necessary to express the peel force with a single value.
When the peel force shows a rather constant graph, it is reasonable to average the peel force over the
total sample length [89]. A plateau zone in the peel force graph can also be used to calculate the
average peel force of the sample by averaging the peel force over this specific plateau zone [88, 90].
For consolidated UD tapes samples, a plateau can be observed in the peel force versus displacement
graph, meaning that the effect of fibre bridging is minimal [90]. By using this plateau value, it is possible
to average the peel force over a certain section [88, 89]. In contrast to the aforementioned consolidated
UD samples, a plateau zone is not observed in the graphs of figure 4.8 ­ figure 4.10. This is explained
by considering that the fibres for the tacked UD tape samples are not, or only locally consolidated
meaning that fibres in the tape are less constrained compared to consolidated laminates. Since neither
a constant peel force or plateau zone was observed in the graphs obtained, it was necessary to utilize
a different method to express the peel force of a specific sample by using a single number.
An analytical model capable of expressing the peel force and the amount of fibre bridging for an UD
tape sample is proposed. The peel force graph between a start and end position is described with

𝑦 = 𝐴𝑥2 + 𝐵 (4.2)

by using least squares polynomial fit, where coefficient 𝐴 and 𝐵 are used to describe the amount of
fibre bridging and the peel force respectively. The trend lines describing each individual UD sample
are also presented in the aforementioned peel force graphs. To ensure that the dynamic MP test setup
is in steady state condition, begin and end effects are neglected when the measured peel force is de­
scribed using the model presented above. Only a sample section of 150 mm is considered to ensure
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Figure 4.8: Peel rate comparison for mandrel peel test setup
validation ­ 30 mm/min peel rate

Figure 4.9: Peel rate comparison for mandrel peel test setup
validation ­ 300 mm/min peel rate

Figure 4.10: Peel rate comparison for mandrel peel test setup
validation ­ 900 mm/min peel rate

this dynamic condition of the experimental setup. Bar plots in figure 4.13 and figure 4.14 show the
average 𝐴 and 𝐵 coefficients of the three replicates, for each peel rate. The average friction force is
subtracted from the peel force graphs in order to describe the bond strength with the coefficient 𝐵. The
friction force is not described using equation 4.2 because the friction curve is rather constant according
to figure 4.7, and is therefore averaged over the same length used for the peel force model. Subtracting
the constant friction force (different for each peel rate) from the peel force graphs only influences the 𝐵
coefficient and does not influence the slope of the graph, meaning that coefficient 𝐴 remains the same.
Applying the exact same model to the graphs presented in figure 4.7 results in 𝐴 coefficients which are
approximately 20 times smaller with respect to the coefficients presented in figure 4.13. This demon­
strates that the slope, and therefore coefficient 𝐴 can be related to the interaction of bonded samples.
The latter in combination with the fibre bridging and fibre pull out observed in figure 4.11 and figure 4.12
substantiates the design criteria of the analytical model to relate the coefficient 𝐴 to fibre bridging/fibre
pull­out.

Clearly indicated in figure 4.13 is the difference in coefficient A of equation 4.2 for the different peel rates.
The small value for 𝐴 for the lowest peel rate explains that the peel force remains rather constant over
the sample length. The small error value for the 30 mmmin−1 peel rate, in comparison to the higher peel
rates, describes that the peel force graphs are more consistent for the lower peel rate. The average
sample peel strength, described with coefficient 𝐵 varies from 4.4 N to 5.1 N for the three studied peel
rates. Eventhough the peel rate has limited effect on the average 𝐵 value, a relatively large difference
is observed when considering the error values. Only a variation of 0.1 N was observed for the 30
mmmin−1 peel rate, in contrast to 1.1 N for the 900 mmmin−1 peel rate. The mentioned findings from
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Figure 4.11: Photograph showing the presence of fibre bridging
during the MP test at the front side of the mandrel

Figure 4.12: Photo showing the presence of fibre pull­out dur­
ing the MP test at the back side of the mandrel

Figure 4.13: Peel force behaviour: peel rate vs coefficient A Figure 4.14: Peel force behaviour: peel rate vs coefficient B

Sacchetti et al. [128] and Sacchetti et al. [127] related to the peel rate can be considered partially true
for the current MP setup. By describing the peel force graphs with equation 4.2, the average bond
strength values are almost identical for each peel rate. The latter is not the case for coefficient 𝐴, which
is related to the slope of the peel force graph and related to fibre bridging and fibre pull­out.

4.6. Concluding Remarks
Amongst the experimental methods presented in section 2.3, it was concluded that the MP test suits
best to replace the manual peel test in order to quantify the bond strength of the UST process. This
was mainly based on the aspect to accurately compare the bond strengths of samples processed with
different tacking process parameters, and between tapes with different TP matrix materials. The effect
of peel rate to the peel force measurements has been thoroughly studied. Consistency and accuracy
in peel force measurements are essential aspects of the MP setup in order to quantify the tacking
quality of the UST process. Eventhough the experiments are considerably more time consuming with
a low peel rate, the limited increase of slope (coefficient 𝐴) and low error value for the bond strength
(coefficient 𝐵) are considered more important and decisive. Therefore a peel rate of 30 mmmin−1 is
utilized for the MP setup.



5
Experiments and Analysis of

Tacked Unidirectional Samples

Section 5.1 provides a Bond Line Length (BLL) comparison usingmicrographs of tacked samples, which
is eventually related to the results of the microstructural characterization presented in chapter 3. Sec­
tion 5.2 describes the parameter study performed using Design of Experiment(s) (DOE) and reflects on
the results of the statistical model, including an analysis on the contribution of the predictors to the bond
strength. Section 5.3 relates the variation in peel force to observed variance in tape microstructure.

5.1. Bond Line Comparison of Tacked UD Tape Samples
As presented in chapter 3, the microstructures of the analysed Polyetheretherketone (PEEK) and
Polyetherketoneketone (PEKK) tapes vary in degree of homogeneity. This section presents the mea­
sured bond length based on various micrographs of all three (tacked) Unidirectional (UD) tapes, what
is related to the obtained Fibre­Resin Ratio (FRR) distributions. Additionally, the UD PEKK tape manu­
factured by Solvay is analysed in more detail to see the effect of resin rich surface layers at the interface
on the total length of the established bond.

5.1.1. Methodology of Experiment
Three cross­sectional micrographs are obtained of each tape, using a Keyence VK­X1000 3D laser
scanning confocal microscope. The obtained micrographs of the locally tacked samples are analysed
in ImageJ where the length over which a bond is established is measured, referred to as BLL. The
inconsistencies and variations in BLL are eventually related to the microstructural characteristics of the
UD tapes. Two additional Solvay PEKK samples are prepared, one containing both resin rich surfaces
at the interface while the other does have the fibre rich surfaces facing each other at the interface. This
to emphasize the advantageous effect of a resin rich interface on the bonded region.

5.1.2. Preparation and Microscopy of Samples
Two individual layers of UD tape were tacked with the Falko Automated Tape Laying (ATL), according
to the settings presented in table 5.1. No visual damage was observed on the samples prepared with
the specified tacking parameter settings. As the tape laying head accelerates and decelerates the
tacking parameters are changed accordingly using pre­defined tacking parameters. The samples used
for microscopy are obtained from the midsection of the sample, defined by ’Test stroke’ in figure 5.1.
This to ensure that the samples are not influenced by the acceleration and deceleration of the ATL,
associated with slightly different tacking parameters. In total five samples are realized, one for each
type of UD tape and two additional Solvay Carbon Fibre (CF)­PEKK samples. From each tacked sample
three smaller sections were cut such that the bond length can be determined at various locations of
the tacked sample, which increases the accuracy of the analysis. Each individual section cut from the
samples are within the ’Test stroke’ region. Identical preparation steps as presented in section 3.2 were
performed for the 15 mm (∥ to fibre) x 10 mm (⊥ to fibre) tacked samples.
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A P V
CF­PEEK Teijin 95 17 50
CF­PEKK Solvay 95 12 100
CF­PEKK Toray 95 18 100

Table 5.1: Amplitude [%], Pressure [%] and
Velocity [mms−1] used for bond line experi­
ment samples






   







Figure 5.1: Schematic visualization of preparation of UD test strokes

5.1.3. Bond Length Measurements
The length over which a bond was established during the tacking process is measured using the image
processing software ImageJ. Figure 5.2 depicts a section of a Toray CF­PEKK micrograph. The arrows
visualize how the bond region is measured over a straight line. Due to the design of the sonotrode,
ideally a bond is established at multiple individual locations. The imprint in figure 5.2 characterizes
one of those locations. The bond length was measured at each of those locations for each sample.
The lengths were measured in pixels, and translated to microns afterwards. For completeness the
micrograph sections are presented in appendix B showing the regions where a bond was expected
due to the design of the sonotrode. If present, the arrows indicate the BLL.

Figure 5.2: Example of bond length determination method

5.1.4. Results and Discussion
The measured bond lengths in microns are represented in a bar chart per sample, as shown in fig­
ure 5.3. The inserts in this figure represent the FRR distributions of two stacked tapes. The single
ply FRR distributions from chapter 3 are reused, and positioned accordingly. The first thing noticed
is the consistent behaviour at which locations a bond is established for the Toray tape, a bond region
was consistently observed at four locations for each sample. This is clearly not the case for the Teijin
and Solvay tape. Remarkable is that with roughly identical tacking parameters and half the tape laying
velocity the Teijin tape is only bonded over a mean length of roughly 300 µm, what is only 25% of the
Toray mean bond line. The ratio standard deviation over mean value ratio results in 19%, 16% and 6%
for the Teijin, Solvay and Toray tape respectively. A ratio was used to express the differences as purely
comparing the standard deviations would be inaccurate because the magnitudes of the mean values
are not identical. The consistency in tack locations of the Toray tape, in combination with the lowest
aforementioned ratio is in agreement with the nearly constant (two­ply) FRR distribution. The rather
inconsistent behaviour observed from the tacked Teijin and Solvay tapes can be associated with the
relatively large error bars in the thickness segments towards the tape interface. Meaning, the variation
in the amount of resin and fibres present at the interface of both UD tapes reflects on the established
BLL during tacking.
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Figure 5.3: Bar chart representing bond line comparison of tacked CF­PEEK and CF­PEKK tapes

Figure 5.4 emphasizes that two resin rich outer surfaces facing each other at the interface results in a
large BLL. The mean BLL of the Solvay samples with the resin rich sides facing each other provided a
mean bond length of 886 µm, which is twice the value of the samples containing both fibre rich surfaces
at the interface. During the embedding process the resin in one sample cup holder did not cure properly,
resulting in the loss of the third section of both samples. Nevertheless, based on the two micrographs
captured of each sample it can be concluded that more resin present at the interface is favourable for
the length of the bond region, and consequently for the strength of the bond.

Figure 5.4: Bar chart representing bond line comparison of tacked Solvay CF­PEKK tapes
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5.1.5. Concluding Remarks
Based on the presented experiment it is concluded that the microstructural characterization can be
related to the degree of consistency in BLL of tacked samples. Consistent bonded regions were ob­
served for the Toray tape which is characterized by a rather constant FRR distribution, especially when
considering the two ply FRR distribution. Remarkable is the fact that in terms of bond region a tape
with slightly fibre rich surfaces, but with a constant FRR distribution is favoured compared to resin rich
tape showing an inconsistent FRR distribution. Furthermore, the influence of resin rich surfaces facing
each other at the interface is shown to be favourable for the BLL, even for a tape which is characterized
by an inhomogeneous distribution of fibres and resin.

5.2. Influential Tacking Parameter Study
This section describes the study to define the influence of the vibrational amplitude, continuous tacking
pressure and the tape laying velocity to the Ultrasonic Tacking (UST) process. Relations are defined
based on the measured peel strength using the Mandrel Peel (MP) setup described in chapter 4.

5.2.1. Methodology of Experiment
A three predictor Central Composite Design (CCD) model is used for this experiment. The use of Re­
sponse Surface Methodology (RSM), and in particular the CCD model is motivated in chapter 2. The
predictors are the vibrational amplitude, continuous tacking pressure and the tape laying velocity. For
the ease of reading the following abbreviations are used; amplitude, pressure and velocity. These pa­
rameters are selected because they are variable parameters, meaning that they can be easily adapted
in the UST process. Meaning that the aspects learned from this study can easily be implemented in
the UST process. Besides, the parameters amplitude, pressure and velocity were of interest in other
studies related to conventional Ultrasonic Welding (USW) of Thermoplastic (TP) (composite) materials
with promising results [72, 102, 117]. Note that the tape laying velocity corresponds to the welding
time for conventional static USW. The bond strength measured with the MP setup is considered the
response of the statistical model.

A CCD model with 𝛼 = 1 is selected (depicted in figure 2.21b), meaning that three predictor levels are
used for each individual predictor. For CCD models with 𝛼 ≠ 1, five levels are required per predictor
what results in additional complexity [99, 101]. In such case not only the experimental runs are be­
coming more complex, greater opportunities arise for possibilities of introducing error sources related
to the experimental setup and the process of operation. Furthermore, other 𝛼 values than one would
result in non integer values, which is impossible to input in the Falko ATL. The model includes three
centre points, as recommended [101]. In order to obtain accurate data, three replicates are used and
are grouped in blocks. To conclude, for each UD tape material, a face­centred CCD is constructed
containing eight factorial points (cube/corner points), six axial points and 3 centre points. As already
explained with equation 2.12, this results in 𝑁 = 3 ⋅ (23 + 2 ⋅ 3 + 3) = 51 experimental runs for each
type of UD tape.

The samples are prepared with the Falko ATL. To increase the ability to measure differences in bond
strength when modifying the influential parameters, a double amount of continuous tacks are realized
on the samples compared to the tape laying process during production of laminates. After production
of the 51 samples of each UD tape material, using the random order as suggested in section 2.4.2 the
bond strength of the tacked samples are quantified following the same random order. The measured
peel forces are imported in the Minitab software, which is used for statistical analysis of the data. Before
conclusions are drawn based on the statistical analysis, the invoked assumptions of the RSM model
are validated.

5.2.2. Parameter space of Influential Parameters
The three different levels of each single parameter span the parameter space, depicted in figure 5.5.
The different levels are selected such that for the lowest settings the bond is measurable with the cur­
rent experimental MP setup. For the upper bound, the peel strength plus the friction of the system
should not exceed the 50 N force gauge limit. Additionally, during initial peel tests of samples it was
found that occasionally the bond strength was too high what resulted in locally ruptured tapes along
the fibre direction. The latter means that a different failure mode is present and tested, in other words
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Figure 5.5: Schematic illustration DOE parameter space

CF­PEEK Teijin CF­PEKK Solvay CF­PEKK Toray
Low Medium High Low Medium High Low Medium High

A [%] 60 80 100 70 85 100 65 80 95
P [%] 40 44 48 12 15 18 19 22 25
V [mm/s] 80 100 120 80 100 120 90 105 120

Table 5.2: Tape dependent parameter space for DOE

the measured force does not accurately represent the peel strength of the tack. These three aspects
are considered while determining the parameter space. For each tape analysed a different parameter
space is defined for each parameter, this because of the difference in the ability to tack. Based on
trial­and­error experiments the low, medium and high parameter levels are determined, presented in
table 5.2. It is believed that the pressure required to obtain polymer­polymer contact at the interface
of two tape layers is dependent on the amount of TP resin present at the tape interface, and too which
extend this resin is accessible for polymer fusion. For example, the relatively high pressure for the
Teijin tape parameter space is due to the fibre rich regions at the tape surfaces, refer to figure 3.4a and
figure 3.16, meaning that more pressure is required to achieve polymer­polymer contact. The remark­
able high pressure required to realize the minimum bond strength threshold for the CF­PEEK parameter
space agrees with the minimal measured bond line length at 𝑃 = 17%, presented in figure 5.3.

5.2.3. Validation of Statistical Model Assumptions
Before using the results of the statistical model, the invoked regression assumptions are validated.
Normality, independence of residuals and homoscedasticity should be checked for. The graphs used
for checking of these assumptions are provided in figure 5.6 ­ figure 5.8.

CF­PEEK Teijin DOE
As shown in figure 5.6a, a normal distribution is ensured for this specific DOE since the data points
roughly follow the linear red line, except for one outlier. Based on figure 5.6b it can be concluded
that no pattern in the residual distribution is observed, meaning that the the assumption related to
the independence of residuals holds. According to figure 5.6c the residuals tend to increase as the
fitted value increases. As explained in section 2.4.2, the null hypothesis of the Levene’s test can be
accepted when 𝑝 > 0.05 what means that all variances can be considered equal and homoscedasticity
is ensured. In this research the Levene’s test is favoured compared to the visual approach. The
probability values of the peel force versus amplitude, pressure and velocity are 0.171, 0.106 and 0.051
respectively. Concluding, the data shows homoscedasticity.

CF­PEKK Solvay DOE
Normality is ensured for the DOE performed for the CF­PEKK Solvay UD tape as presented in fig­
ure 5.7a. No pattern is observed in the residuals with respect to the observation order (figure 5.7b),
meaning that the independence of residuals assumption holds. The Levene’s probability values using
the same aforementioned order are 0.063, 0.174 and 0.213. All 𝑝­values are larger than the probability
of 5% meaning that homoscedasticity is ensured.

CF­PEKK Toray DOE
According to figure 5.8a, normality is ensured for the presented data points. Furthermore, dependence
of residuals was not found as presented in figure 5.8b. Compared to the other two Versus fits graphs,
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figure 5.8c shows the most deviation in residuals upon increase of the fitted value. The latter is defined
as a funnel shaped pattern [99, 101]. This is also evident from the Levene’s test probability values which
are 0.014, 0.000 and 0.135 for the peel force versus amplitude, pressure and velocity respectively. The
latter emphasizes that a data transformation on the response of this data set is required.

(a) Normality (b) Independence of residuals (c) Homoscedasticity

Figure 5.6: Validation of the normality, independence of residuals and homoscedasticity assumptions of CF­PEKK Teijin DOE
data

(a) Normality (b) Independence of residuals (c) Homoscedasticity

Figure 5.7: Validation of the normality, independence of residuals and homoscedasticity assumptions of CF­PEKK Solvay DOE
data

(a) Normality (b) Independence of residuals (c) Homoscedasticity

Figure 5.8: Validation of the normality, independence of residuals and homoscedasticity assumptions of CF­PEKK Toray DOE
data

5.2.4. The Application of Data Transformation
The measured response data of the Toray CF­PEKK DOE requires a data transformation since it does
not comply with the assumptions specified. Figure 5.8c shows that the residuals have the tendency
to increase with increasing fitted value. As already mentioned in section 2.4.2, this type of residual
behaviour favours a log transform [105, 109]. The data transformation

𝑦∗𝑖 = 𝑙𝑜𝑔(𝑦𝑖 + 1) (5.1)

is applied to the raw peel force data presented in appendix C. The data transformation function of
𝑙𝑜𝑔(𝑦𝑖) was found not suitable because this resulted in negative peel forces, which is physically impos­
sible [100]. After applying the data transformation the same statistical analysis was performed, resulting
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in the graphs provided in figure 5.9. Comparing figure 5.8c with figure 5.9c it can be concluded that the
data transformation was effective. The Levene’s probability values for the peel force versus amplitude,
pressure and velocity are 0.272, 0.110 and 0.587 respectively. The transformed data is used for further
statistical analysis. Nevertheless, the results of the non transformed data set are compared with the
results statistical model containing the transformed peel force values. This to ensure that no erroneous
conclusions are drawn because of the data transformation.

(a) Normality (b) Independence of residuals (c) Homoscedasticity

Figure 5.9: Validation of the normality, independence of residuals and homoscedasticity assumptions of transformed CF­PEKK
Toray DOE data

5.2.5. Results and Discussion
The full Analysis of Variance (ANOVA) tables of all three tapes analysed are provided in appendix D.
For all three DOE there are sufficient Degree(s) of Freedom (DF) for the error estimation, 𝑁 − 𝐶 =
51 − 12 = 39. The lack of fit 𝑝­values are insignificant (> 0.05) meaning that no lack of fit is observed.
The ANOVA presents that all three predictors, amplitude, pressure and velocity have a significant influ­
ence to the response of the model. This is stated because the 𝑝­values exceed the defined significance
level of 5%. Additionally, a strong evidence against the null hypothesis (no interaction between predic­
tor and response) is present as the 𝑝­values are ≤ 0.001. The other sources included in the second
order RSM model vary in their significance, in general it can be stated that the squared and two­way
interaction terms have little to no influence to the bond strength of the tacked samples. The percent­
age contribution calculated with equation 2.21 per significant source for each DOE are presented in
table 5.3 ­ table 5.5. Note that the contributions of the insignificant terms which are included in the
model are not presented, it cannot be concluded that these specific terms are associated to the model
response.

CF­PEEK Teijin
Source Contribution [%]
A 47.35
P 4.49
V 27.23
A*A 1.84
P*P N/A
V*V N/A
A*P N/A
A*V N/A
P*V N/A

Table 5.3: Contribution of model
terms to the response ­ CF­PEEK
Teijin (A=Amplitude, P=Pressure,
V=Velocity)

CF­PEKK Solvay
Source Contribution [%]
A 29.13
P 47.62
V 14.77
A*A N/A
P*P N/A
V*V N/A
A*P 0.47
A*V 1.02
P*V 1.19

Table 5.4: Contribution of model
terms to the response ­ CF­PEKK
Solvay (A=Amplitude, P=Pressure,
V=Velocity)

CF­PEKK Toray
Source Contribution [%]
A 25.73
P 40.77
V 15.24
A*A N/A
P*P N/A
V*V N/A
A*P N/A
A*V N/A
P*V N/A

Table 5.5: Contribution of model
terms to the response ­ CF­PEKK
Toray (A=Amplitude, P=Pressure,
V=Velocity)

Described in section 2.4.2 are parameters providing the model summary, which are for each DOE
calculated in Minitab and presented in table 5.6. The standard deviation is a parameter relative to
the mean of the measurements [100]. Due to slightly different tuning of the parameter space, the
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S [N] R­sq [%] R­sq(adj) [%] R­sq(pred) [%]
CF­PEEK Teijin 1.21 86.10 82.18 77.89
CF­PEKK Solvay 1.26 94.25 94.25 92.16
CF­PEKK Toray 0.25 85.65 81.60 75.75

Table 5.6: Model summaries of PEEK and both PEKK tapes DOE

mean of the measurements of the CF­PEKK Toray DOE is relatively low (back transformation from
𝑦𝑖∗ = 𝐿𝑜𝑔(𝑦𝑖+1) is considered). Therefore, based on the 𝑆­value it cannot be concluded that the Toray
tape model is more accurate in representing the actual data compared to the other DOE. However, R­
squared (R­sq) can be used for this. Roughly 85% of the variance in the response can be explained
by the predictors included in the model for the Teijin and Toray tape whereas the statistical model used
for the Solvay tape is slightly more accurate (94.25%). The R­squared adjusted values are added
for completeness but are not important for this research project since all three models contain three
predictors. In agreement with the R­sq values, the predictive capabilities of the Solvay tape model are
the highest based on the calculated R­squared(pred) values. In other words, themodel is quite accurate
when the response of predictor combinations other than included in the DOE are predicted. Based on
the model summaries provided, it is concluded that the statistical model used for the Solvay tape is
most accurate. Nevertheless, the accuracies of the other two models are still reasonable meaning that
the results can be used with confidence.

The (second order) regression equations to calculate the predicted bond strength based on amplitude
(A), pressure (P) and velocity (V) parameters provided by Minitab are presented below;

CF­PEEK Teijin:
𝐹𝑝𝑒𝑒𝑙 = 17.6 − 0.387 ⋅ 𝐴 + 0.262 ⋅ 𝑃 − 0.129 ⋅ 𝑉 + 0.004 ⋅ 𝐴2 (5.2)

CF­PEKK Solvay:
𝐹𝑝𝑒𝑒𝑙 = −43.0 + 0.500 ⋅ 𝐴 + 2.948 ⋅ 𝑃 − 0.132 ⋅ 𝑉 + 0.002 ⋅ 𝐴 ⋅ 𝑃 − 0.003 ⋅ 𝐴 ⋅ 𝑉 − 0.014 ⋅ 𝑃 ⋅ 𝑉 (5.3)

CF­PEKK Toray:
𝐹𝑝𝑒𝑒𝑙 = −2.1 + 0.010 ⋅ 𝐴 + 0.061 ⋅ 𝑃 − 0.007 ⋅ 𝑉 (5.4)

in which the parameters should be included with engineering units (in %), and not in coded units.
Not all nine second order model terms are included in the equations presented, this because several
model terms did not show significance with respect to the response. The peel forces calculated with
equation 5.4 must be transformed using 10𝐹𝑝𝑒𝑒𝑙 − 1 to obtain the predicted bond strength in Newtons,
this because of the data transformation performed on the Toray DOE peel force measurements.

With use of the regression equations presented above, Minitab provides three­dimensional response
surface plots. Each individual graph represents the influence of two predictors to the predicted peel
strength, the hold values are selected to be the medium tacking parameters, specified in table 5.2.

(a) Peel force vs pressure & amplitude (b) Peel force vs amplitude & velocity (c) Peel force vs pressure & velocity

Figure 5.10: Response surfaces showing the relation between predictors (amplitude = A, pressure = P and velocity = V) and
response (peel force = F) of CF­PEEK Teijin DOE
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(a) Peel force vs pressure & amplitude (b) Peel force vs amplitude & velocity (c) Peel force vs pressure & velocity

Figure 5.11: Response surfaces showing the relation between predictors (amplitude = A, pressure = P and velocity = V) and
response (peel force = F) of CF­PEKK Solvay DOE

(a) Peel force vs pressure & amplitude (b) Peel force vs amplitude & velocity (c) Peel force vs pressure & velocity

Figure 5.12: Response surfaces showing the relation between predictors (amplitude = A, pressure = P and velocity = V) and
response (peel force = F) of CF­PEKK Toray DOE

The response surfaces present little to no curvature, what can be validated by looking at the regression
equations provided above. The slope in the response surface of figure 5.10a visualizes what was
already presented in table 5.3, the continuous tacking pressure does have limited influence to the bond
strength of the Teijin samples whereas the vibrational amplitude does have a major contribution to
the bond strength. It is believed that this is related to the fibre rich outer surfaces of the Teijin tape,
characterized in chapter 3. Although a high pressure in the parameter space was required for obtaining
a bond sufficient strong enough, an increase in pressure does not result in significant more polymer­
polymer contact due to the fibre rich regions, emphasizing the low contribution of pressure to the bond
strength. Figure 5.10c represents a plane in a three­dimensional space, because the amplitude is
hold at a value of 80% meaning that only the linear terms in equation 5.2 are varied for this particular
response surface. From this graph it can be concluded that the bond strength of tacked Teijin tapes is
rather sensitive to the tape laying velocity.

Each response surface in figure 5.11 shows minor curvature, this because of the two­way interaction
terms in equation 5.3. In contrast to the previous mentioned DOE results, the continuous tacking pres­
sure heavily contributes to the bond strength of the tacked CF­PEKK Solvay samples. It is reasonable
to assume that an increase of pressure results in more polymer­polymer contact at the interface, es­
pecially when considering the resin rich surfaces of this specific type of UD tape. The difference in
contribution by vibrational amplitude between the Teijin and Solvay DOE as presented before is also
visible while comparing the slopes of the response surfaces along the amplitude axis in figure 5.10a
and figure 5.11a. Furthermore, the PEKK tape from Solvay is less sensitive to the tape laying velocity
compared to the Teijin tape.

The statistical model used for the CF­PEKK Toray tape lacks any non­linear term, what is clearly visible
in the response surfaces. Again the pressure is the most important predictor, with similar behaviour
compared to the other PEKK tape.

5.2.6. Concluding Remarks
Based on the 𝑅­squared values it is clear that the model used to predict the bond strength for the Solvay
tapes is most accurate. Before performing the experimental test of the DOE it was believed that the
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rather constant FRR distribution through the thickness of the Toray tape, in combination with the results
presented in section 5.1.4 would result in the most accurate statistical model. However, the low error
of 4.48% could originate from the fact that tacked Solvay tapes are analysed with the MP setup, testing
purely the polymer­polymer interface instead of testing other possible (fibre) interactions. For example,
the effect of fibre bridging across the interface of tapes having fibre rich surfaces, such as the tapes
from Teijin and Toray.

Based on the statistical analysis results in combination with the response surfaces presented in fig­
ure 5.11 and figure 5.12 it is stated that the influence of predictors to the bond strength is rather similar
for both CF­PEKK tapes. According to the results presented in table 5.4 and table 5.5 increasing the
continuous tacking pressure does have the highest potential for realising a strong bond. It is concluded
that the amount of TP resin present at the interface, in combination with the accessibility of underly­
ing resin reflects on the contribution of the pressure to the bond strength. However, it was observed
throughout the experiments of both DOE that increasing the pressure outside the ideal tack parame­
ter space (figure 5.1) resulted in damaging of the tape. This local damage of the tape samples could
lead to measuring the force required to rupture the tape instead of testing the actual bond on the peel
strength. Eventhough the goal was not to rupture the tape during the MP experiments this could not
always be prevented, especially at predictor combinations involving high pressure levels. This means
that it is high likely that the pressure is incorrectly stated as the most contributing parameter to the
bond strength. Considering the latter in combination with the fact that excessive damaging of the tapes
during the UST process is not desired, it is concluded that the vibrational amplitude is the predictor with
the highest potential for process optimization for the PEEK and both PEKK tapes. Besides, increasing
the amplitude shows the highest potential for the CF­PEEK tape which is the most challenging tape to
process.

5.3. Effect of UD Tape Microstructure on Bond Strength Variation
This section is dedicated to determining the relationship between the UD tape microstructure and vari­
ation in the obtained bond strength. Section 5.3.1 describes the methodology of this experiment. Sec­
tion 5.3.2 provides and discusses the results. Section 5.3.3 concludes on the relation between the
microstructure and the measured bond strength.

5.3.1. Methodology of Experiment
In section 5.1 the length of the established bonds was related to the microstructure of the correspond­
ing tape. The current experiment focusses on the variation in bond strength, and relates this to the
characterized microstructure. The variation in BLL, schematic visualized in figure 5.3, is determined
over the three micrographs analysed and calculated using

𝑅𝐵𝐿𝐿 =
𝜎(𝐵𝐿𝐿1, 𝐵𝐿𝐿2, 𝐵𝐿𝐿3)

1
3 ∑

3
𝑖=1 𝐵𝐿𝐿𝑖

(5.5)

meaning that the variation in BLL is divided by the mean of BLL. The ratio corrects for differences in
mean BLL, enabling to perform an accurate comparison between the three tapes analysed. The peel
curves obtained using the MP setup of samples from the influential parameter study (section 5.2) are
analysed for the current experiment. The variation in peel curves of the samples realised with the ’low’
and ’high’ tacking parameters, specified in table 5.2, is determined. The equation to determine the Peel
Force (PF) ratio is

𝑅𝑃𝐹 =
𝜎(𝑃𝐹𝑥=50𝑚𝑚→200𝑚𝑚)
1
𝑁 ∑𝑃𝐹𝑥=50𝑚𝑚→200𝑚𝑚

(5.6)

where 𝑁 is the number of data points between 𝑥 = 50mm and 𝑥 = 200mm. Identical to 𝑅𝐵𝐿𝐿, 𝑅𝑃𝐹 is
also corrected for different mean values between the PEEK and PEKK tapes analysed. Two 𝑅𝑃𝐹 ratios
are calculated for each individual type of UD tape, one for samples tacked with ’low’ settings, one for
the ’high’ settings samples. The trend observed in the 𝑅𝐵𝐿𝐿 ratios is compared with the trend of the
peel force variation ratios, and eventually related to the FRR distributions.
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(a) CF­PEEK Teijin

(b) CF­PEKK Solvay

(c) CF­PEKK Toray

Figure 5.13: Peel force graphs of PEEK and PEKK ’low’ tacking
parameter settings samples

(a) CF­PEEK Teijin

(b) CF­PEKK Solvay

(c) CF­PEKK Toray

Figure 5.14: Peel force graphs of PEEK and PEKK ’high’ tack­
ing parameter settings samples

5.3.2. Results and Discussion
The 𝑅𝐵𝐿𝐿 ratios presented in table 5.7 emphasize that the variation in measured BLL is the largest for
tacked Teijin tape, whereas the variation is the smallest for the Toray tape. Figure 5.13 and figure 5.14
present one of the obtained peel curves of the samples prepared using the ’low’ and ’high’ settings,
respectively.

RBLL RPF (low) RPF (high)

CF­PEEK Teijin 0.192 0.040 0.074
CF­PEKK Solvay 0.164 0.037 0.083
CF­PEKK Toray 0.098 0.017 0.069

Table 5.7: Bond Line Length (𝑅𝐵𝐿𝐿) and Peel Force (𝑅𝑃𝐹) variation ratios of the CF­PEEK tape and both CF­PEKK tapes

The analysis includes three peel curves per set of tacking parameters for each tape, this because
the DOE presented in section 5.2 included three replicates. The calculated 𝑅𝑃𝐹(𝑙𝑜𝑤) and 𝑅𝑃𝐹(ℎ𝑖𝑔ℎ) for
each type of UD tape are presented in table 5.7. Remarkable is that the same decreasing order is
observed for the ’low’ samples, starting at the Teijin tape. The CF­PEKK tape manufactured by Toray is
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characterized by a quite constant FRR distribution with minor variation (see figure 3.18), which is also
visible in the relatively low variation ratios𝑅𝑃𝐹(𝑙𝑜𝑤) (and𝑅𝑃𝐹(ℎ𝑖𝑔ℎ)). The approximately similar𝑅𝑃𝐹(𝑙𝑜𝑤) of
the Teijin and Solvay peel curves emphasize that more variation is present with respect to the tape from
Toray. The latter can be agreed upon by considering the FRR distributions (section 3.4) in combination
with the BLL comparison (section 5.1). Therefore, the degree of consistency in BLL and FRR relates
to the amount of variation observed in the peel curves for the ’low’ samples. The observed trend does
not hold for the variation in peel curves of the ’high’ samples. However, the Toray 𝑅𝑃𝐹(ℎ𝑖𝑔ℎ) remains the
lowest of the three ratios. As already mentioned before, fibre bridging and fibre pull­out occasionally
occurred during the MP assessment of samples realized using relatively high tacking parameters. The
latter implies that the 𝑅𝑃𝐹(ℎ𝑖𝑔ℎ) ratios may be erroneous due to interactions other than failure of the TP
polymer bonds, which possibly can introduce much variation in the measured peel strength.

5.3.3. Concluding Remarks
The relation between the consistency in FRR distribution, the BLL and the variation observed in bond
strength, 𝑅𝑃𝐹 is summarized using the visualization presented in figure 5.15. The magnitude of 𝑅𝐵𝐿𝐿
can provide knowledge about the degree of variation in 𝑅𝑃𝐹, and vice versa. For example, a high
𝑅𝑃𝐹 implies that much variation in BLL is present. It should be noted that this only holds for samples
with limited tape damages. Besides, the variation in microstructure of an UD tape can be qualitatively
described by the 𝑅𝑃𝐹 ratio. A low 𝑅𝑃𝐹 relates to a microstructure with minor variation, similar to the
FRR distribution of the Toray tape.

RPF

RPF

RBLL

RBLL

FRR

FRR

Figure 5.15: Visualization of relations between FRR, RBLL and RPF



6
Optimization of Ultrasonic

Tacking Technology

Section 6.1 describes the implementation of a high gain booster and presents the effect of an increased
vibrational amplitude on the bond strength. Process optimization in terms of an increased tape laying
velocity is presented in section 6.2.

6.1. Influence of IncreasedVibrational Amplitude onBondStrength
Section 6.1.1 describes the experiment methodology to study the influence of an increased vibrational
amplitude on the bond strength of tacked samples. Section 6.1.2 describes the implementation of the
high gain booster and motivates the tacking parameters utilized for the tacked samples. Section 6.1.3
presents the results and discussion. Concluding remarks can be found in section 6.1.4.

6.1.1. Methodology of Experiment
It was concluded in section 5.2 that increasing the vibrational amplitude does have the highest potential
for obtaining a stronger bond, especially for the most challenging tape to tack (Carbon Fibre (CF)­
Polyetheretherketone (PEEK) Teijin). Meaning that with a higher amplitude the velocity can potentially
be increased to obtain the same bond strength, what results in process optimization.

The vibrational amplitude of the ultrasonic stack is increased by implementing a booster with a higher
gain factor 1. It is unknown if the current sonotrode is able to resist the higher amplitudes, and thus
larger stresses. Therefore it was decided to implement a different sonotrode. Potentially sacrificing this
sonotrode was desired compared to sacrificing the production sonotrode. The change of sonotrode
could introduce small changes in the bond strength and the required power from the ultrasonic genera­
tor. Variations in these aspects should be clear prior to starting the analysis of implementing a different
booster in the Ultrasonic Tacking (UST) stack. After implementation of the high gain booster the per­
centage of vibrational amplitude is increased with steps of 10% starting from the amplitude level equal
to an amplitude of 100% with the low gain booster. Similar to all other experiments performed in this
research project, three samples are prepared to increase the reliability of the experiment. The bond
strength of the samples is tested using the Mandrel Peel (MP) setup. The generated power required
to obtain the defined vibrational amplitude is logged by the Falko Automated Tape Laying (ATL), this
data is eventually analysed using a Python script. Power graphs, and especially the average power
consumption during continuous tacking provides understanding of the relation between an amplitude
increase and the efficiency of the process.

6.1.2. Modification of Ultrasonic Tacking Stack
The sonotrode used for analysing the effect of an increased vibrational amplitude, referred to as sonotrode
B, does have a different gain factor compared to the current production sonotrode (sonotrode A).The
1Please note the qualitative description because of confidentiality reasons
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gain of the high gain booster (Booster H) is twice the gain from the current production booster (Booster
L). Furthermore, Sonotrode B does have fewer points of contact with the Unidirectional (UD) tape
compared to Sonotrode A. The configurations of UST stack are schematically depicted in figure 6.1.
Three samples were prepared using identical settings with each ultrasonic stack, the gain difference in
booster and sonotrode were considered in the selected amplitude percentage. The bond strengths and
the power generated are presented in figure 6.2 and figure 6.3 respectively. Besides a slightly higher
amount of variation, the required power to achieve the vibrational amplitude is similar. This agrees with
what was expected since the amplitude in microns for both UST stack configurations is identical. A
decrease in bond strength was observed using Sonotrode B compared to Sonotrode A. This can be
explained by a decrease in contact area while utilising sonotrode B. Concluded from the graphs is that
the change of sonotrode does not affect the required power consumption whereas the bond strength
is decreased, due to the reduced points of contact.

(a) Configuration 1 (b) Configuration 2

Figure 6.1: Ultrasonic stack configurations used for booster implementation

Figure 6.2: Bond strength differences of samples from different
ultrasonic stack configurations

Figure 6.3: Required power differences of samples from differ­
ent ultrasonic stack configurations
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6.1.3. Results and Discussion
To determine the influence of an increased vibrational amplitude on the bond strength samples are
prepared with configuration 2 at amplitudes of 70% (100% of configuration 1), 80%, 90% and 100%.
Themeasured peel forces using the MP setup represented using bar plots are presented in appendix E,
figure E.1 ­ figure E.3.The last bar of each figure should be ignored, this bar corresponds to the results
of the experiment described in section 6.2.

A clear trend is visible in the graphs presented showing an increase of bond strength upon an increase
of vibrational amplitude, what is in agreement with findings from literature [7, 72]. An increase of am­
plitude results in the generation of more heat, originated from larger strain oscillations (explained in
section 2.2.2). This increase of generated heat results in a larger locally heated zone during tacking,
resulting in more fusion of polymer chains across the interface. Consequently, resulting in a stronger
bond.

Three fitted line plots are presented in figure 6.4a ­ figure 6.4c, based on the Design of Experiment(s)
(DOE) data of chapter 5. For each of the three datasets a quadratic regression fit (with very little
curvature) most accurately represents the data presented using the three predictor levels, this was
determined based on the 𝑅­squared value of the proposed model. A second order fit was also applied
to the results obtained from the samples created with an increased vibrational amplitude, this trend is
presented as the dashed line in figure E.1 ­ figure E.3. The peel forces extracted from the fitted trend
lines for both, the DOE and the booster implementation experiment are summarized in table 6.1. Note
that for the DOE ’Sonotrode A’ and ’Booster L’ are used whereas ’Sonotrode B’ with ’Booster H’ is the
configuration used for the booster implementation results. The percentage difference of the vibrational
amplitude (A) and peel force (F) is used to calculate the ’Ratio’. This ratio characterizes the increase of
peel strength in relation to the increase of amplitude. Based on the ratio calculated for the Solvay DOE
it can be stated that the bond strength increases the fastest with an amplitude increase, compared to
the other two tapes. For the booster implementation part of table 6.1, where 70% corresponds to 100%
in the DOE part the same behaviour is observed when looking at the ascending/descending order of
calculated ratios. However, the increasing peel strength becomes less sensitive with an increase of
amplitude, since the ratios are lower.

(a) CF­PEEK Teijin (b) CF­PEKK Solvay (c) CF­PEKK Toray

Figure 6.4: Fitted line plots of vibrational amplitude versus bond strength for each UD tape analysed

Design of experiments Booster implementation
Initial Final Δ Ratio Initial Final Δ Ratio

CF­PEEK ­ Teijin A [%] 65 95 46.2% 2.28 70 100 42.9% 0.97F [N] 4.85 9.95 105.4% 3.14 4.44 41.4%

CF­PEKK ­ Solvay A [%] 70 100 42.7% 2.71 70 100 42.9% 1.74F [N] 6.32 13.66 116.2% 4.70 8.21 74.6%

CF­PEKK ­ Toray A [%] 65 95 46.2% 2.03 70 100 42.9% 0.78F [N] 0.31 0.60 93.7% 1.87 2.50 33.2%

Table 6.1: Peel strength increase with increase of amplitude: DOE vs booster implementation

The corresponding power required for the prepared samples are visualized in figure E.4 ­ figure E.6.
Again, only the first four bars should be considered. From the graphs it is clear that the required power
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increases as the vibrational amplitude increases, which fully agrees with other experiments presented
in literature [9]. The mean values vary between the different UD tapes, considering the same amplitude
level with roughly similar pressure and velocity. It is observed that the mean values of the Teijin tape
are higher compared to the Toray tape, and especially with respect to the Solvay tape. It is interesting
to note that the ease of achieving the defined amplitude agrees with the difference in fibre and resin
rich outer surfaces of the UD tape. For example, the fibre rich regions at the surface of the Teijin tape
act as rather stiff blocks meaning that the sonotrode in contact with this surface requires more effort to
achieve the defined vibrational amplitude.

6.1.4. Concluding Remarks
Based on the ratios presented, expressing the bond strength increase over the increase of amplitude,
it is high likely to assume that an optimum is present for the relation peel force versus amplitude, which
is in agreement with literature [18]. An optimum is expected because the defined ratio decreased when
comparing the DOE results (up to original 100%) with the booster implementation results (above original
100%). By critically reviewing the calculated ratios, it was not expected that the calculated ratios of the
Solvay tape for both experiments would be the highest. It was expected that the peel strength of tacked
CF­PEEK samples would be most sensitive to an amplitude increase. This because the amplitude for
this tape contributes 47% to the peel strength, which is much more than the 29% and 25% for the
Solvay and Toray tape respectively. However, this can be explained by considering the decrease in
contact points for Sonotrode B and the sensitive nature of the Teijin tape to bond locations, emphasized
by the 𝑅𝐵𝐿𝐿 ratios presented in table 5.7.

6.2. Validation of Booster Implementation
The methodology of the validation experiment is presented in section 6.2.1, followed by the results in
section 6.2.2. Section 6.2.3 motivates why the implementation of the booster is validated.

6.2.1. Methodology of Experiment
Based on the experiment presented in the previous section it is concluded that an increase in vibrational
amplitude shows a positive effect on the bond strength of the tacked UD tapes. For process optimization
it is interesting to see the effect of the bond strength when the velocity of the Falko ATL is increased,
while utilising the high gain booster. Samples are prepared using the high gain booster with 100%
amplitude with an increased velocity. The bond strength of the corresponding samples are determined
using the MP setup, and are compared with the earlier presented peel force results of the samples
prepared using an amplitude of 70%. This because 70% corresponds to the maximum vibrational
amplitude in the current production setup (Sonotrode A with Booster L). Because the influence of the
tape laying velocity at high amplitudes is not completely clear, the increase in velocity is according to

𝑉ℎ𝑖𝑔ℎ =
𝐴𝑓𝑖𝑛𝑎𝑙
𝐴𝑖𝑛𝑖𝑡𝑖𝑎𝑙

⋅ 𝑉𝑙𝑜𝑤 =
100%
70% ⋅ 𝑉𝑙𝑜𝑤 = 1.43 ⋅ 𝑉𝑙𝑜𝑤 (6.1)

meaning that the velocity is increased with 43%. To purely see the effect of an increased velocity on the
bond strength, it is decided to keep the continuous tacking pressure constant. Three identical tacked
samples are realized for each UD tape material for increased accuracy.

6.2.2. Results and Discussion
The last (fifth) bar in the graphs of appendix E represents the measured peel forces and required
power of the samples prepared with 𝑉ℎ𝑖𝑔ℎ. The measured peel forces of the high velocity samples
show a clear decrease compared to results obtained at lower velocities with a similar amplitude. This
can easily be substantiated by the fact that less energy is dissipated at a specific location, meaning that
less fusion of polymer chains can take place. Consequently resulting in a weaker bond between both
UD tapes. The peel force results are summarized in table 6.2. The bond strengths in combination with
visual observations of the tapes realized with a velocity increase of 43% show promising results. At
maximum a reduction of the original bond strength of 18.46% was observed for the Teijin tape samples.
This is in agreement with the results presented in table 5.3 ­ table 5.5, showing that the Teijin tape is
most sensitive to velocity changes. The minor influence of velocity to the bond strength of the Solvay
tape is also evident from the lowest drop in the observed bond strength.
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The required power to achieve the predefined vibrational amplitude corresponding to the tacked 𝑉ℎ𝑖𝑔ℎ
samples show inconsistent behaviour, visualized in appendix E. The required power for the Teijin and
Toray tape are roughly identical to the the power required to realize the samples at 𝑉𝑙𝑜𝑤 with an ampli­
tude of 100%. However, the required power for the Solvay tape increased tremendously increased. In
other words, it becomes more difficult to realize the amplitude of 100% at high velocities. Although a
straightforward explanation cannot be given, it could be due to the fact that the surface of the Solvay
tape shows major surface waviness.

Vlow Vhigh Δ
CF­PEEK Teijin 3.14 2.56 ­18.46 %
CF­PEKK Solvay 4.70 4.30 ­8.55 %
CF­PEKK Toray 1.87 1.66 ­11.34 %

Table 6.2: Differences in measured peel force with 43% velocity increase

6.2.3. Concluding Remarks
The bond strengths of the samples realized with an increased velocity are promising. Based on experi­
ence, an increase of tape laying velocity is generally accompanied with an increase of continuous tack­
ing pressure. However, the pressure was kept constant during throughout this experiment. Meaning
that high likely higher bond strengths than those presented in table 6.2 can be realized. Nevertheless,
the implementation of a high gain booster did show its potential for process optimization in terms of
tape laying velocity.





7
Conclusions and Recommendations

Variations in the ability to tack Unidirectional (UD) tapes, consisting of Carbon Fibre (CF) with Polyetherether­
ketone (PEEK) and Polyetherketoneketone (PEKK) Thermoplastic (TP) resins were observed at Boikon
utilising their Ultrasonic Tacking (UST) technology. A thorough understanding of the origin of the chal­
lenges encountered contribute to the possibilities of process optimization. The following main research
question is formulated:

’Which UST parameters should be altered, and in which manner to increase the tape laying
speed, while preserving the tacking quality of carbon fibre unidirectional tapes containing
PEKK and PEEK polymers?’

which is answered in section 7.1. Recommendations for further research are proposed in section 7.2.

7.1. Conclusions
The microstructure of the three relevant UD tapes are dissimilar, and each tape can be characterized
by distinct features. Apparently identical tapes are utterly different on microscopic level. The analytical
model developed to quantitatively characterize UD tapes utilises the Voronoi Tessellation algorithm.
The area of a Voronoi cell, in combination with the fibre cross­sectional area effectively describes
the local Fibre­Resin Ratio (FRR). Characterizing straight tapes is most accurate using the developed
through thickness FRR distribution, whereas the localized boundary analysis is preferred for quantifying
and comparing tapes with surface waviness. The CF­PEEK Teijin tape is characterized by a fibre rich
upper surface with much fibre clustering and variation in the distribution of fibres present at the total
cross­section. The Solvay CF­PEKK tape has irregular shaped resin rich outer surfaces, especially the
top surface, with respect to the tape mid­section. Large variations in FRR are observed for this tape.
The CF­PEKK tape manufactured by Toray has the most constant FRR distribution, and shows little
variation in FRR.

Differences in the ability to tack the tapes from Teijin, Solvay and Toray are experienced by Boikon.
Considering that the relevant material properties for UST of PEEK and PEKK are roughly identical (refer
to table 2.1), it is concluded that the microstructure has a major influence on the ability to ultrasonically
tack a tape. The Teijin tape is most challenging to tack, due to the fibre rich outer surfaces. Meaning
that little resin is present at the surface. The large amount of variation in the FRR distribution of this
tape is also visible in the inconsistency in the measured Bond Line Length (BLL). Viscoelastic heating
at the interface is limited due to the relatively difficult accessible TP resin. Furthermore, little frictional
heating is expected because of the straight tape surface. The tape of Solvay is relatively easy to tack as
a result of much matrix accumulation at the interface. The large variations in FRR for this tape are also
present in the inconsistencies of BLL. Viscoelastic heating at the interface is more likely for the Solvay
tape because of the resin rich outer surface. Frictional heating is considered an important heating
mechanism because of the surface waviness, what acts as surface asperities. This combination of
heating mechanisms enhances the heating of TP polymer and eventually the fusion of polymer chains
across the interface. The CF­PEKK Toray tape is more challenging to tack compared to the Solvay
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PEKK tape, this because of the rather fibre rich interface. Although the slight challenging tacking
ability, very little variation is observed in BLL, which is in agreement with the consistent microstructure
of the Toray tape. It is concluded that for a consistent BLL, a tape showing little variation in FRR at the
surface is preferred compared to a tape with much variation in FRR, even if this tape is slightly fibre
rich at the interface.

The sensitivity to a change of the tacking parameters amplitude, pressure and velocity to the bond
strength depends on the tape microstructure, and is therefore different for each type of tape. The Re­
sponse Surface Methodology (RSM) type of Design of Experiment(s) (DOE) statistically derived the
contributions to the bond strength, for each of the three aforementioned tacking parameters. Bond
strengths of the tacked samples are quantified based on the peel curves, obtained utilising the de­
veloped Mandrel Peel (MP) test setup. The degree of variation observed in peel force of the tacked
samples is in agreement with the variations in FRR of the three UD tapes. Meaning that the variation
in microstructure can qualitatively be described by the amount of peel force variation present in the
peel curves. The selected face­centred Central Composite Design (CCD) type of RSM contains three
predictors at three levels and involves one response. The tacking parameter settings used to span
the three level parameter space are inherently linked to the tape characteristics. For example, the pa­
rameter space of the Solvay tape contains relatively low pressure levels. This because the TP resin
is easily accessible, and little pressure is required for polymer­polymer contact at the interface. The
opposite holds for the Teijin parameter space, high pressure levels are necessary due to the fibre rich
outer surfaces.
The response surfaces derived from the RSM, utilising a CCDmodel, are used to indicate that the tack­
ing pressure has the highest potential for process optimization of tacking CF­PEKK tapes. An increased
tacking pressure results in significant higher bond strengths for each of the three UD tapes. However,
a relatively high continuous tacking pressure can damage the tape which is undesirable. An increase
of vibrational amplitude significantly contributes to a stronger bond, with varying contribution for the
three relevant tapes. Even further increasing the vibrational amplitude, by implementing a high gain
booster, resulted in stronger bonds. This validates the significant contribution of amplitude to the bond
strength, predicted using RSM. Process optimization of UST in terms of a 43% increased tape laying
velocity is possible by increasing the amplitude, considering that a similar bond strength is sufficient.
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Figure 7.1: Schematic ideal UD tape FRR distribution for UST

Besides an increased vibrational amplitude, the tape laying process can be optimized by changing the
microstructure of the UD tapes to the most ideal UD tape for UST, refer to figure 7.1. This tape is
characterized by resin rich outer surfaces, whereas the mid­section of the tape is rather fibre rich. This
to compensate for the resin rich regions at the outer surfaces. A resin rich interface is favourable for
UST as this increases the length over which a bond is established, concluded based on the flipped
Solvay tape experiment. The advantage of having a resin rich interface is in agreement with literature
related to conventional Ultrasonic Welding (USW), where regularly an Energy Director (ED) is included
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at the interface to enhance the welding abilities. A resin rich interface is also efficient in terms of
the power required to achieve the pre­defined vibrational amplitude. This is concluded based on the
analysed required power graphs corresponding to the tacked Solvay samples. Low variations in FRR
are included in figure 7.1 because little to no variation in FRR is favourable for the consistency in BLL,
resulting in small variations in peel force.

7.2. Recommendations
For further research related to the microstructural analysis of UD tapes the following is proposed. First
of all, implementation of automated tape boundary detection is desired. The current method of detecting
the boundary shape is a laborious and time consuming task. With the use of automated detection, more
micrographs can be analysed in the same time span what increases the accuracy of the analysis. Initial
attempts to detect the boundary of the tape using photo editing software showed promising results.
Nevertheless, the automated boundary detection must ensure that the boundary is not defined such
that a fibre is located outside the defined boundary. This results in invalid use of the Python script.

According to the micrographs obtained it is clear that fibres do not have a constant circular cross­
section. Using a method to individually determine the shape and size of the cross­section would im­
prove the analytical model. A different method to express the data obtained is based on the area disor­
der property, a number quantifying the dispersion of fibres in composite parts [115, 116, 129]. Adding
this property to the analysis is considered effective as in some unique cases the Voronoi tesselation
diagram misguidedly describes a perfect dispersed system.

Voids present in the TP resin are not recognized by the analysis, meaning that a void is currently
considered as TP resin. This inaccuracy results in a lower FRR due to the additional resin considered
in the calculation as part of the Voronoi cell, which actually is entrapped air. The current boundary
detection method can also be applied to detect voids, and subtract these from the original image to
increase the precision of the FRR distribution.

In case more accurate relations between the predictors and response is desired, it is recommended to
use the Box­Behnken type of RSM instead of the CCD. This model is configured such that extreme pa­
rameter combinations are not included [105]. This partially removes the challenges encountered while
defining the parameter spaces of each predictor. Furthermore, removing the extreme combinations
also reduce the possibility of obtaining slightly damaged tapes. This increases the certainty that purely
the peel strength of the bond is assessed with the MP setup and that no other fibre­resin interactions
influence the peel force measurements. Additionally, a change of sonotrode design is recommended
such that a more gradual contact between the sonotrode and the UD tape is realized. This to possibly
reduce damaging of the tapes.

The inexplicable required power results obtained after implementation of the high gain booster should
be studied in more detail to understand the consequence of an increased vibrational amplitude on the
power required. It is also recommended to optimize the continuous tacking pressure in combination
with the increased amplitude such that the most optimal configuration is obtained. Additionally, further
increasing the vibrational amplitude is recommended to find the optimum amplitude at which the bond
strengths stops increasing. This can be realized by implementing an even higher gain booster.
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A
Microstructure Characterization

Python Script

1 ” ” ”
2 Created on Mon Feb 3 14:50:42 2020
3
4 @author : Nico−Katu in − 4738373 − Msc thes i s TU De l f t / Boikon B.V .
5 ” ” ”
6 # coding=u t f −8
7 # ================================================================================
8 # Inpu t packages
9 # ================================================================================
10 impor t numpy as np
11 impor t ma t p l o t l i b . pyp lo t as p l t
12 from sc ipy . s p a t i a l impor t Voronoi , ConvexHull
13 from shapely . geometry impor t Polygon
14 impor t openpyxl
15 impor t ma t p l o t l i b as mpl
16 impor t ma t p l o t l i b .cm as cm
17 from ma t p l o t l i b . axes . _axes impor t _log as matp lo t l i b_axes_ logger
18 matp lo t l i b_axes_ logger . se tLeve l ( ’ERROR ’ )
19 from ma t p l o t l i b impor t rcParams
20 #Defau l t TU De l f t f on t f o r Latex
21 rcParams [ ’ f on t . f am i l y ’ ] = ’ sans− s e r i f ’
22 rcParams [ ’ f on t . sans− s e r i f ’ ] = [ ’ A r i a l ’ ]
23
24 # ================================================================================
25 # Inpu t Var iab les
26 # ================================================================================
27
28 #Color d e f i n i t i o n
29 Blue = np . ar ray ( [ 0 . 007 , 0.317 , 0 .513 ] )
30 L igh tB lue = np . ar ray ( [ 0 , 0.588 , 0 .862 ] )
31 Cyan = np . ar ray ( [ 0 , 0.882 , 0 .882 ] )
32
33 # F i l e l o ca t i o n d e f i n i t i o n
34 # #0 = CF−PEEK ( T e i j i n ) , #1 = CF−PEKK ( Solvay ) , #2 = CF−PEKK ( Toray )
35 f i l e l o c = 0
36
37
38 HorPixe l = [856 ,867 ,880] # width o f micrograph sec t ions i n p i x e l s
39 VerP ixe l = [734 ,679 ,738] # he igh t o f micrograph sec t ions i n p i x e l s
40 segments = [18 ,24 ,27] # Amount o f segments i n f i b / res d i s t r i b u t i o n
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41 segments=segments [ f i l e l o c ]
42 D_f ib = [9 .06 ,11 .465 ,11 .475 ] # Averaged f i b r e diameters , measured wi th ImageJ
43 t_ tape = [0 .225 ,0 .197 ,0 .150 ] # Measured ac tua l tape th ickness
44 t_ tape = t_ tape [ f i l e l o c ]
45
46 #Transformat ion between p i xe l s and micrometers
47 T_ ra t i o = 0.00055 # Equ iva len t f o r a l l th ree tapes
48
49 # F i l e l o ca t i ons :
50 d i r e c t o r y = [ ’ 01−PEEK_Teij in ’ , ’ 02−PEKK_Solvay ’ , ’ 03−PEKK_Toray ’ ]
51 plotnames = [ ’CF−PEEK − Te i j i n ’ , ’CF−PEKK − Solvay ’ , ’CF−PEKK − Toray ’ ]
52 ## Automated l i s t generat ion
53 i f f i l e l o c ==0:
54 f i r s t _ img = 8 # F i r s t image number o f sequence of images analysed
55 las t_ img = 13 # Last image number o f sequence of images analysed
56
57 i f f i l e l o c ==1:
58 f i r s t _ img = 2
59 las t_ img = 7
60
61 i f f i l e l o c ==2:
62 f i r s t _ img = 2
63 las t_ img = 7
64
65
66 number = [ ] # L i s t o f image numbers f o r p l o t t i n g purpose etc .
67 f o r i i n np . arange ( f i r s t _ img , las t_ img +1 ,1) :
68 number . append ( f ’ { i } ’ )
69
70 F ibCorF i le = [ ] # L i s t o f Excel f i l e names f o r f i b r e coord ina te ex t r a c t i o n
71 f o r i i n np . arange ( f i r s t _ img , las t_ img +1 ,1) :
72 F ibCorF i le . append ( f ’ FibCor_ { i } ’ )
73
74 BoundCorFile = [ ] # L i s t o f Excel f i l e names f o r boundary coord ina te ex t r a c t i o n
75 f o r i i n np . arange ( f i r s t _ img , las t_ img +1 ,1) :
76 BoundCorFile . append ( f ’ BoundCor_ { i } _ i n t ’ )
77
78 HorPixe l = HorPixe l [ f i l e l o c ]
79 VerP ixe l = VerP ixe l [ f i l e l o c ]
80 D_f ib = D_f ib [ f i l e l o c ]
81
82 #Mid l i ne coord ina tes d e f i n i t i o n to determine the skewed l i nes , are d i f f e r e n t per

UD tape because each micrographs i s pos i t i oned d i f f e r e n t l y
83 #Image coord ina tes f o r determin ing i n c l i n a t i o n o f segments − CF−PEEK Te i j i n
84 i f f i l e l o c == 0:
85 Y8_L = VerP ixe l − 224
86 Y8_R = VerP ixe l − 228
87 Y9_L = Y8_R
88 Y9_R = VerP ixe l − 220
89 Y10_L = Y9_R
90 Y10_R = VerP ixe l − 240
91 Y11_L = Y10_R
92 Y11_R = VerP ixe l − 225
93 Y12_L = Y11_R
94 Y12_R = VerP ixe l − 233
95 Y15_L = VerP ixe l − 322
96 Y15_R = VerP ixe l − 322
97
98 Y_midl ine = [ [ Y8_L−5 ,Y8_R−5 ] , [ Y9_L ,Y9_R ] , [ Y10_L ,Y10_R ] , [ Y11_L ,Y11_R ] , [ Y12_L ,

Y12_R ] , [ Y15_L ,Y15_R ] ]
99
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100 i f f i l e l o c == 1:
101 #Image coord ina tes f o r determin ing i n c l i n a t i o n o f segments − CF−PEKK Solvay
102 Y2_L = VerP ixe l − 203
103 Y2_R = VerP ixe l − 269
104 Y3_L = Y2_R
105 Y3_R = VerP ixe l − 265
106 Y4_L = Y3_R
107 Y4_R = VerP ixe l − 316
108 Y5_L = Y4_R
109 Y5_R = VerP ixe l − 372
110 Y6_L = Y5_R
111 Y6_R = VerP ixe l − 381
112 Y7_L = Y6_R
113 Y7_R = VerP ixe l − 425
114
115 Y_midl ine = [ [ Y2_L+8 ,Y2_R+8 ] , [ Y3_L+5 ,Y3_R+5 ] , [ Y4_L ,Y4_R ] , [ Y5_L ,Y5_R ] , [ Y6_L ,

Y6_R ] , [ Y7_L ,Y7_R ] ]
116
117 i f f i l e l o c ==2:
118 #Image coord ina tes f o r determin ing i n c l i n a t i o n o f segments − CF−PEKK Toray
119 Y2_L = VerP ixe l − 246
120 Y2_R = VerP ixe l − 231
121 Y3_L = Y2_R
122 Y3_R = VerP ixe l − 213
123 Y4_L = Y3_R
124 Y4_R = VerP ixe l − 192
125 Y5_L = Y4_R
126 Y5_R = VerP ixe l − 175
127 Y6_L = Y5_R
128 Y6_R = VerP ixe l − 156
129 Y7_L = Y6_R
130 Y7_R = VerP ixe l − 148
131
132 Y_midl ine = [ [ Y2_L ,Y2_R ] , [ Y3_L ,Y3_R ] , [ Y4_L ,Y4_R ] , [ Y5_L ,Y5_R ] , [ Y6_L+5 ,Y6_R+5 ] , [

Y7_L ,Y7_R ] ]
133
134 #Hor i zon ta l coord ina tes f o r de f i n i ng skewed l i n e s
135 X_midl ine = [0 , HorPixe l ]
136
137 # ================================================================================
138 # ================================================================================
139 # # Python func t i ons
140 # ================================================================================
141 # ================================================================================
142
143 # ================================================================================
144 # FUNCTION BLOCK 1 & 4:
145 # Funct ion to ex t r a c t f i b r e and boundary l o ca t i ons from excel f i l e
146 # ================================================================================
147 def Coord ina teEx t rac t ion ( F ibCorF i le , BoundCorFile ) :
148 ” ” ”
149 Inpu t : F ibCorF i le ; Excel sheet w i th f i b r e l o ca t i o n coord ina tes
150 BoundCorFile ; Excel sheet w i th boundary l o ca t i o n coord ina tes
151 Output : coord ina tes ; L i s t o f f i b r e l o ca t i o n coord ina tes from Excel
152 boundary ; L i s t o f boundary l o ca t i o n coord ina tes from Excel
153 ” ” ”
154
155 # Opening Excel f i l e w i th ac t i ve sheet o f f i b r e x− , y−coord ina tes
156 book = openpyxl . load_workbook ( d i r e c t o r y [ f i l e l o c ]+ ’ /01− Coord ina tesF i les / ’ +

F ibCorF i le [ q ]+ ’ . x l sx ’ )
157 sheet1 = book . ac t i ve
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158
159
160
161 #Ex t rac t f i b r e coord ina tes ( x , y data ) from FibCor Excel sheet , ignore f i r s t

row because of ImageJ output
162 coord ina tes = [ ]
163 f o r row_i i n range (2 , sheet1 .max_row + 1) :
164 x = f l o a t ( sheet1 . c e l l ( row=row_i , column=1) . value )
165 y = f l o a t ( sheet1 . c e l l ( row=row_i , column=2) . value )
166 coord ina tes . append ( [ x , ( VerPixel −y ) ] )
167 coord ina tes = np . asarray ( coord ina tes )
168
169 # Opening Excel f i l e w i th ac t i ve sheet o f boundary x− , y−coord ina tes
170 book = openpyxl . load_workbook ( d i r e c t o r y [ f i l e l o c ]+ ’ /01− Coord ina tesF i les / ’ +

BoundCorFile [ q ]+ ’ . x l sx ’ )
171 sheet2 = book . ac t i ve
172
173 # Ex t rac t boundary coord ina tes ( x , y data ) from BoundCor Excel sheet , ignore

f i r s t row because of ImageJ output
174 BoundaryCoordinates = [ ]
175 f o r row_j i n range (2 , sheet2 .max_row+1) :
176 x = f l o a t ( sheet2 . c e l l ( row=row_j , column=1) . value )
177 y = f l o a t ( sheet2 . c e l l ( row=row_j , column=2) . value )
178 BoundaryCoordinates . append ( [ x , ( VerPixel −y ) ] )
179 BoundaryCoordinates = np . asarray ( BoundaryCoordinates )
180
181 #Create polygon from a l l imported boundary coord ina tes
182 boundary = Polygon ( BoundaryCoordinates )
183
184 re tu rn coord inates , boundary
185
186 # ================================================================================
187 # FUNCTION BLOCK 2 & 3:
188 # Funct ion to f i n i t i z e the vorono i v e r t i c e s which are a t i n f i n i t y
189 # ================================================================================
190 # =============================================================================
191 # Code to f i n i t i z e i n i f i t e Voronoi ce l l s , obta ined and modi f ied from :
192 # h t t ps : / / s tackover f low .com/ quest ions /20515554/ co lo r i ze −voronoi −diagram? lq =1
193 # =============================================================================
194 def vo rono i_ f in i te_po lygons_2d ( vor ) :
195 ” ” ”
196 Inpu t : vor ; Voronoi Diagram of coord ina tes
197 Output : new_regions ; L i s t o f i n i d i c e s o f (new) Voronoi v e r t i c e s
198 new_vert ices ; L i s t o f i n i t i a l Voronoi ve r tex coord ina tes ( x , y )
199 wi th new ve r t i c e s added at a f i n i t e d is tance added
200 to the end of the l i s t .
201 ” ” ”
202 #Empty l i s t f o r the new reg ions and copy ar ray o f ’ o ld ’ v e r t i c e s to a new l i s t
203 new_regions = [ ]
204 new_vert ices = vor . v e r t i c e s . t o l i s t ( )
205
206 #Center vector , mean of x− and y−coord ina te o f i npu t coord ina tes
207 center = vor . po in t s .mean( ax is =0)
208 #Radius d is tance of 2x (amx f i b r e x− ,y−coord ina te ) f o r c a l c u l a t i o n to make

i n i f i t e Voronoi v e r t i c e s f i n i t e
209 d i s t = 2* vor . po in t s . ptp ( ) .max ( )
210
211
212 ” ” ”
213 vor . r i dge_po in t s => ar ray ( [N * [ ] ] ) where N = number o f Voronoi r idges ( l i n e s ) ,

Voronoi r i dge i s always perpend icu la r to a l i n e drawn between two inpu t po in t s
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. [ Ppoint1 , Ppoint2 ] Def ines between which i npu t po in t s the Voronoi r i dge i s 90
deg .

214
215 vor . r i dge_ve r t i c es => l i s t o f t up les [N * [ ] ] where N = number o f Voronoi

v e r t i c e s . [ Vpoint1 , Vpoint2 ] de f ines ind i ces o f Voronoi v e r t i c e s de f i n i ng each
Voronoi r idge , −1 index def ines po in t a t i n f i n i t y .

216
217 The f o r loop below def ines N* [ p1 , p2 , v1 , v2 ] where N = number o f i npu t po in t s

and creates d i c t i o na r y i tem f o r each inpu t po in t , p1 ( and second inpu t po in t ,
p2 ) where v1 and v2 represent the Voronoi ve r tex ind i ces o f the Voronoi r i dge (
perpend icu la r to l i n e drawn between p1 and p2 inpu t po in t s ) v e r t i c e s

218 ” ” ”
219 #Empty d i c t i o na r y f o r Voronoi r idges
220 a l l _ r i d ge s = { }
221 #Append po in t1 and corresponding p2 wi th v1 and v2 , a lso append p2 and

corresponding p1 wi th v1 and 2
222 f o r ( p1 , p2 ) , ( v1 , v2 ) i n z ip ( vor . r idge_po in ts , vor . r i dge_ve r t i c es ) :
223 a l l _ r i d ge s . s e t de f au l t ( p1 , [ ] ) . append ( ( p2 , v1 , v2 ) )
224 a l l _ r i d ge s . s e t de f au l t ( p2 , [ ] ) . append ( ( p1 , v1 , v2 ) )
225
226 #Reconstruct i n f i n i t e regions , po in t_ reg ion : python l i s t w i th c e l l i nd i ces
227 f o r p1 , reg ion i n enumerate ( vor . po in t_ reg ion ) :
228 ve r t i c e s = vor . reg ions [ reg ion ] # l i s t w i th i nd i ces corresponding to c e l l
229
230 #When a l l i nd i ces >=0 −> no i n i f i n i t e po in t s −> f i n i t e area , append

Voronoi v e r t i c e s to the l i s t o f ’new ’ reg ions
231 i f a l l ( Vor_index >= 0 f o r Vor_index i n ve r t i c e s ) :
232 new_regions . append ( ve r t i c e s )
233 cont inue
234
235 # Ind ices not a l l >0 −> make Voronoi v e r t i c e s f i n i t e
236 r idges = a l l _ r i d ge s [ p1 ] # Ex t rac t p1 re l a t ed data from d i c t i o na r y
237
238 # r idges does conta in mu l t i p l e p1 , p2 , v1 , v2 combinations , f i l t e r s out the

f i n i t e reg ions wi th same p1 where v1 and v2 >0
239 new_region = [ v f o r v i n ve r t i c e s i f v >= 0]
240
241 #When v2 i s the −1 Voronoi ver tex , swap wi th v1 to make v1 lead ing

va r i ab l e f o r Vertex a t i n i f i n i t y . I f v2 >= 0 and v1 >=1, t h i s r i dge i s a l ready
i n the new_region l i s t

242 f o r p2 , v1 , v2 i n r idges :
243 i f v2 < 0:
244 v1 , v2 = v2 , v1
245 i f v1 >= 0:
246 cont inue
247
248
249 #v1 I s the po in t a t i n f i n i t y and must become f i n i t e . Def ine tangent

vec to r between p1 and p2 wi th ( ( Xp2 − Xp1 ) , (Yp2−Yp1 ) = ( Xt , Yt ) )
250 t = vor . po in t s [ p2 ] − vor . po in t s [ p1 ]
251
252 #Normalize tangent vec to r by means of t / s q r t ( Xt ^2+Yt ^2)
253 t = t / np . l i n a l g . norm ( t )
254 #Def ine normal vec to r o f t
255 n = np . ar ray ( [ − t [ 1 ] , t [ 0 ] ] )
256
257 #Def ine midpoin t between p1 and p2 inpu t coord ina tes
258 midpoin t = vor . po in t s [ [ p1 , p2 ] ] . mean( ax is =0)
259
260 #Vector o f normal vec to r t imes s ign dot product between midpoin t and

cent re vec to r
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261 d i r e c t i o n = np . s ign ( np . dot ( midpoin t − center , n ) ) * n
262
263 # F i n i t e po in t i s def ined based on coord ina tes o f Voronoi ve r tex ( v2 )

and d i r e c t i o n vec to r * rad ius d is tance
264 f i n _ po i n t = vor . v e r t i c e s [ v2 ] + ( d i r e c t i o n * d i s t )
265
266 #The leng th o f new_vert ices l i s t determines the new Voronoi ve r tex

index
267 new_region . append ( len ( new_vert ices ) )
268
269 #Appends new f i n i t e Voronoi ve r tex coord ina tes to l i s t o f o r i g i n a l

Voronoi ve r tex coord ina tes ( extends the o r i g i n a l l i s t )
270 new_vert ices . append ( f i n _ p o i n t . t o l i s t ( ) )
271
272 #New Voronoi ve r tex coord ina tes ( x , y ) ar ray ( w i th o r i g i n i a l f i n i t e Voronoi

i nd i ces p lus the corresponding ’new ’ f i n _ p o i n t coord ina tes ( [N* [ x , y ] ] ) where N
= number o f Voronoi v e r t i c e s o f s p e c i f i c c e l l )

273 vs = np . asarray ( [ new_vert ices [ v ] f o r v i n new_region ] )
274
275
276 #Average vec to r o f a l l Voronoi ve r tex coord ina tes
277 c = vs .mean( ax is =0)
278 #Subt rac t mean from vec tors from vs ar ray and de f ine angle between

ho r i z on t a l ax is and ca l cu la ted mean vec to r
279 angles = np . arctan2 ( vs [ : , 1 ] − c [ 1 ] , vs [ : , 0 ] − c [ 0 ] )
280
281 #Sor t angles counter c lock −wise
282 new_region = np . ar ray ( new_region ) [ np . a rgso r t ( angles ) ]
283
284 #Append new reg ion to ar ray o f a l l reg ions ( ’ new_regions ’ )
285 new_regions . append ( new_region . t o l i s t ( ) )
286
287 re tu rn new_regions , np . asarray ( new_vert ices )
288
289 # ================================================================================
290 # FUNCTION BLOCK 5:
291 # Funct ion f o r polygon mod i f i c a t i on according to spec i f i ed boundary and polygon
292 # p l o t s w i th co l o r p l o t spec i f i ed according to l o c a l FRR
293 # ================================================================================
294 def Po lygonMod i f i ca t ion ( regions , vor , ve r t i ces , D_f ib ) :
295 ” ” ”
296 Inpu t : vor ; Voronoi pa t t e rn app l ied to the inpu t coord ina tes
297 reg ions ; F i n i t i z e d vorono i reg ions
298 ve r t i c e s ; Array o f a l l Voronoi v e r t i c e s ( i n c l modi f ied )
299 D_f ib ; Measured f i b r e diameter
300 Output : norm ; Normalized co lo r map between 0 and 1
301 Area ; L i s t w i th areas of a l l polgyon shapes
302 ” ” ”
303 E l s t = [ ]
304 Area = [ ] # L i s t f o r area values ( unsorted areas )
305 Area_ordered2 = [ 0 ] * len ( reg ions ) # l i s t o f areas orderd by CN number
306 Area_nett2 = [ 0 ] * len ( reg ions ) # L i s t f o r ne t t areas ( Ace l l −A f i b )
307 Local_FibVol2 = [ 0 ] * len ( reg ions ) #FRR r a t i o o f Voronoi c e l l
308 n= 0 #Counter d e f i n i t i o n
309 A_f ib = np . p i * ( D_f ib / 2 ) **2 #Average area of f i b r e i n p i x e l s ^2
310
311 #Normalize data from 0 to 1 w i thou t c l i p p i n g ( f o r c e l l s w i th FRR out −of −range )
312 norm = mpl . co lo rs . Normalize ( vmin=0 , vmax=1.0 , c l i p =False )
313
314 #Map co lo r sca le based on norm and co lo r scheme
315 mapper = cm. ScalarMappable ( norm=norm , cmap=cm. YlGnBu )
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316 # Def ine f i g u r e and s ize based on p i x e l r a t i o (+ t i t l e o f window )
317 p l t . f i g u r e ( ’ Voronoi Diagram sec t ion ’+number [ q ] , f i g s i z e =(20 , ( VerP ixe l / HorPixe l

*20) ) )
318
319 #Boundary i n t e r s e c t i o n check :
320 BoundCell = [ ] ; BoundPoly = [ ]
321
322 #Region are the Voronoi i nd i ces o f a s p e c i f i c ce l l , CN i s the c e l l number
323 f o r i , ( region , CN) i n enumerate ( z ip ( regions , vor . po in t_ reg ion ) ) :
324
325 #Ver t i ces [ reg ion ] g ives the x , y−coord ina tes o f vorono i v e r t i c e s
326 polygon = ve r t i c e s [ reg ion ]
327
328 #Poly i s a polygon const ruc ted from the coord ina tes spec i f i ed by polygon
329 poly = Polygon ( polygon )
330
331 #Transform polygon ’ o ld ’ coord ina tes from x y , x y . . to ( x , y ) , ( x , y ) . . e tc .
332 po ly_o ld = [ p f o r p i n po ly . e x t e r i o r . coords ]
333
334 # I f po ly i n t e r s e c t s w i th boundary , polygon ver tex coord ina tes are changed
335 poly = poly . i n t e r s e c t i o n ( boundary )
336
337 #Transform polygon ’new ’ coord ina tes from x y , x y . . to ( x , y ) , ( x , y ) . . e tc .
338 poly_new = [ p f o r p i n po ly . e x t e r i o r . coords ]
339
340 #Ca lcu la te area of poly_new ( modi f ied polygon or not )
341 Area . append ( ConvexHull ( poly_new ) . volume )
342 #Area l i s t ordered wi th CN as lead ing va r i ab l e
343 Area_ordered2 [CN] = Area [ i ]
344 Area_nett2 [CN] = Area_ordered2 [CN] − A_f ib
345
346
347 #Co lo r i ze polygon based on the FRR and the co lo r sca le mapper , i f

statement i s used to co r r ec t c e l l s w i th 1 < FRR < 0
348 i f Area_nett2 [CN] < 0:
349 p l t . f i l l (* z ip (* poly_new ) , co l o r= ’ r ’ , alpha =1 , l i n ew i d t h =1.0 , l i n e s t y l e = ’−

’ , c losed=False )
350 E l s t . append ( Area_nett2 [CN] )
351 #Set l o c a l FRR to 1 to neg lec t i n c o r r e c t data values
352 Local_FibVol2 [CN] = 1
353 else :
354 Local_FibVol2 [CN] = A_f ib / Area_ordered2 [CN]
355 p l t . f i l l (* z ip (* poly_new ) , co l o r=mapper . to_rgba ( Local_FibVol2 [CN] ) ,

alpha =0.8 , l i n ew i d t h = 1.0 , l i n e s t y l e = ’− ’ , c losed = False )
356 n = n+1
357
358 #Statement to check whether or not the polygon i s modi f ied due to boundary

i n t e r s e c t i o n s
359 i f np . round ( ConvexHull ( po ly_o ld ) . volume , 4 ) != np . round ( ConvexHull ( poly_new

) . volume , 4 ) :
360 BoundCell . append (CN)
361 BoundPoly . append ( poly_new )
362
363 re tu rn norm , Area , A_f ib , Local_FibVol2 , Area_nett2 , E ls t , BoundCell , BoundPoly
364
365 # ================================================================================
366 # FUNCTION BLOCK 6:
367 # Add i t i ona l p l o t f unc t i on to add elements to Voronoi diagram
368 # ================================================================================
369 def Vorono iP lo t ( coord inates , vor , Area , norm , HorPixel , VerP ixe l ) :
370 ” ” ”
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371 Inpu t : coord ina tes ; Inpu t f i b r e l o ca t i o n coord ina tes
372 vor ; Voronoi pa t t e rn app l ied to the inpu t coord ina tes
373 Area ; L i s t w i th areas of a l l polgyon shapes
374 norm ; Normalized co lo r map between 0 and 1
375 HorPixe l ; Image s ize width i n p i x e l s
376 VerP ixe l ; Image s ize he igh t i n p i x e l s
377 Output : D i s L i s t ; L i s t w i th CN, Vor . c e l l number , y−coord inate , c e l l area
378 ” ” ”
379 # P lo t o r i g i n a l f i b r e l o ca t i ons as dots i n same f i g u r e
380 p l t . p l o t ( coord ina tes [ : , 0 ] , coord ina tes [ : , 1 ] , ’ ko ’ , markersize = 2)
381
382 #D i sL i s t i s a mat r i x w i th : [ I npu t coord ina te number , CN, i npu t y−coord inate ,

area Vor . c e l l , i npu t x−coord ina te ]
383 D i sL i s t = np . zeros ( ( len ( coord ina tes ) ,5 ) )
384 m = 0
385 f o r i i n ( vor . po in t_ reg ion ) :
386 # p l t . t e x t ( coord ina tes [m] [ 0 ] , coord ina tes [m] [ 1 ] , f ’CN{ i } ’ , f o n t s i z e =10)
387 D i sL i s t [m, 0 ] = m # Number o f i npu t coord ina te
388 D i sL i s t [m, 1 ] = i # Number o f corresponding Voronoi

Ce l l
389 D i sL i s t [m, 2 ] = coord ina tes [m] [ 1 ] # Y−coord ina te o f i npu t coord ina te
390 D i sL i s t [m, 3 ] = Area [m] # Area of Voronoi c e l l
391 D i sL i s t [m, 4 ] = coord ina tes [m] [ 0 ] # X−coord ina te o f i npu t coord ina te
392 m = m+1
393
394 #Load and d i sp lay ac tua l image behind Voronoi diagram
395 p l t . x l im (0 , HorPixe l ) #Set l i m i t s o f x− and y−ax is
396 p l t . y l im (0 , VerP ixe l )
397 img_ f i l e = d i r e c t o r y [ f i l e l o c ]+ ’ /02−Images / ’+number [ q ]+ ’ . png ’
398 img = p l t . imread ( img_ f i l e )
399 p l t . imshow ( img [ : : − 1 ] , o r i g i n = ’ lower ’ ,cmap = p l t .cm. gray )
400 #P lo t p repara t ion
401 p l t . t i t l e ( ’ F ib re Locat ion Voronoi Diagram and FRR Co lo rp l o t \ n ’+plotnames [

f i l e l o c ] , f o n t s i z e =45)
402 p l t . x l abe l ( ’ P i xe l s ’ , f o n t s i z e =30) ; p l t . y l abe l ( ’ P i xe l s ’ , f o n t s i z e =30)
403 p l t . x t i c k s ( f o n t s i z e =28) , p l t . y t i c k s ( f o n t s i z e =28 )
404 cb = p l t . co lo rba r (cm. ScalarMappable ( norm=norm , cmap=cm. YlGnBu ) , ax=None , sh r i nk

=0.75)
405 cb . ax . t ick_params ( l a be l s i z e =25)
406 cb . ax . get_yax is ( ) . labe lpad = 0
407 cb . ax . get_xax is ( ) . labe lpad = 20
408 cb . ax . s e t _ t i t l e ( ’FRR ’ , f o n t s i z e =25)
409
410 #Segmental d i s t r i b u t i o n o f micrographs
411 t = VerP ixe l #To ta l he igh t o f micrograph
412 dt = t / segments #Thickness o f one segment
413 midpoin t = i n t ( segments / 2 )
414 p l t . t i g h t _ l a y ou t ( )
415 p l t . show ( )
416 p l t . save f ig ( d i r e c t o r y [ f i l e l o c ]+ ’ /03− p l o t s / VoronoiDiagram_ ’+plotnames [ f i l e l o c ]+

’ _ ’+number [ q ]+ ’ . png ’ , format= ’ png ’ , dp i =200)
417 #From midpoin t on , f o r each i t e r a t i o n there w i l l be a pa r a l e l l i n e drawn at

d is tance −k* dt and +k* dt from the mid− l i n e
418 f o r k i n range ( midpoin t +1) :
419 Y l e f t _bo t = Acof f * 0 + Bcof f − k * dt
420 Y le f t _ t op = Acof f * 0 + Bcof f + k * dt
421 Yr igh t_bo t = Acof f * HorPixe l + Bcof f − k * dt
422 Yr igh t_ top = Acof f * HorPixe l + Bcof f + k * dt
423
424 i f k == 0: # Creates the dashed mid−sec t ion l i n e
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425 p l t . p l o t ( X_midl ine , ( Y le f t _bo t , Y r i gh t_bo t ) , l i n e s t y l e = ’−− ’ , co l o r = ’
b lack ’ )

426 else :
427 p l t . p l o t ( X_midl ine , ( Y le f t _bo t , Y r i gh t_bo t ) , co l o r = ’ b lack ’ )
428 p l t . p l o t ( X_midl ine , ( Y le f t _ top , Y r igh t_ top ) , co l o r = ’ b lack ’ )
429 p l t . t i g h t _ l a y ou t ( )
430 p l t . show ( )
431 p l t . save f ig ( d i r e c t o r y [ f i l e l o c ]+ ’ /03− p l o t s / VoronoiDiagram_ ’+plotnames [ f i l e l o c ]+

’ _ ’+number [ q ]+ ’ _skewl ines . png ’ , format= ’ png ’ , dp i =200)
432
433 re tu rn D i sL i s t
434
435 # ================================================================================
436 # FUNCTION BLOCK 7:
437 # Funct ion to p l o t the Voronoi pa t t e rn over ac tua l image , i n c l ud i ng f i b / res
438 # d i s t r i b u t i o n expressed as co lo r map
439 # ================================================================================
440 def Vo rD i s t r i b u t i o nP l o t ( VerPixel , segments , D i sL i s t , A_f ib ) :
441 ” ” ”
442 Inpu t : coord ina tes ; Inpu t f i b r e l o ca t i o n coord ina tes
443 vor ; Voronoi pa t t e rn app l ied to the inpu t coord ina tes
444 Area ; L i s t w i th areas of a l l polgyon shapes
445 norm ; Normalized co lo r map between 0 and 1
446 VerP ixe l ; Image s ize he igh t i n p i x e l s
447 segments ; Amount o f segments sec t ions through th ickness
448 D i sL i s t ; L i s t w i th CN, Vor . c e l l number , y−coord inate , c e l l area
449 D_f ib ; Measured f i b r e diameter
450 Output : F ibVol_db l ; L i s t w i th f i b / res d i s t r i b u t i o n through th ickness
451 ” ” ”
452 t = VerP ixe l
453 dt = t / segments
454 #Thickness d i s t r i b u t i o n po in ts , n segment means n+1 edge po in t s
455 Td = np . zeros ( ( 1 , segments+1) )
456
457 # L i s t ( one f o r each segment ) w i th l o c a l FRRs, and l i s t f o r avg segment value
458 Loc_F ibVo l_ ls t = [ [ ] f o r _ i n range ( segments ) ]
459 Loc_FibVol_ ls t_avg = [ [ ] f o r _ i n range ( segments ) ]
460
461 # count loops from 0 to len ( D i sL i s t [ : , 2 ] ) , Y i s each inpu t y−coord ina te
462 f o r count , Y i n enumerate ( D i sL i s t [ : , 2 ] ) :
463 X = D i sL i s t [ count , 4 ]
464
465 midpoin t = i n t ( segments / 2 )
466 #Def ine segment d i s t r i b u t i o n coord inates , the top and bottom y−coord ina te

o f a sec t ion are x−coord ina te dependent due to the skewness of the l i n e s
467 f o r i i n range ( midpoin t +1) :
468 Td [0 , midpoint − i ] = Acof f *X+Bcof f − i * dt
469 Td [0 , midpoin t+ i ] = Acof f *X+Bcof f + i * dt
470 #Def ine l e f t and boundary o f s p e c i f i c th ickness segment
471 f o r n i n range ( segments ) :
472 l e f t = Td [0 , n ]
473 r i g h t = Td [0 , n+1]
474 #Check i n which segment the y−coord ina te f a l l s
475 i f Y >= l e f t and Y< r i g h t :
476 Loc_F ibVo l_ ls t [ n ] . append ( D i sL i s t [ count , 3 ] )
477 break # i f segment found , break f o r loop to speed up ca l c u l a t i o n
478 #For segmental p lo t , tw ice each value needed ( except edge values )
479 Td_dbl = [ ] ; F ibVol_db l = [ ]
480 f o r i i n range ( segments ) :
481 Loc_FibVol_ ls t_avg [ i ] = A_f ib / np .mean( Loc_F ibVo l_ ls t [ i ] )
482 FibVol_db l . append ( Loc_FibVol_ ls t_avg [ i ] )
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483 FibVol_db l . append ( Loc_FibVol_ ls t_avg [ i ] )
484 Td_dbl . append (Td [ 0 ] [ i ] )
485 Td_dbl . append (Td [ 0 ] [ i ] )
486 Td_dbl . append (Td [ 0 ] [ i +1 ] ) ; Td_dbl . append (Td [ 0 ] [ i +1 ] )
487 Td_dbl = Td_dbl [1 : −1 ]
488
489 # P l o t t i n g commands
490 f i g = p l t . f i g u r e ( number [ q ] , f i g s i z e =(20*0.5 , ( VerP ixe l / HorPixe l *20) ) )
491 ax = f i g . add_subplot (111)
492 p l t . t i t l e ( ’FRR Through Tape Thickness \ n ’+plotnames [ f i l e l o c ]+ ’ sec t ion : ’ +

number [ q ] , f o n t s i z e =45)
493 p l t . p l o t ( F ibVol_dbl , Td_dbl , l a be l = ’ Fiber −Resin Rat io ’ , l i n ew i d t h =5) ; p l t . g r i d

( True )
494 p l t . x l abe l ( ’FRR ’ , f o n t s i z e =30)
495 p l t . y l abe l ( ’ Tape Thickness D i r e c t i on i n P ixe l s ’ , f o n t s i z e =30)
496 p l t . y t i c k s ( np . arange (0 , VerPixel ,100) )
497 p l t . x t i c k s ( np . arange (0 ,1 , 0 .1 ) )
498 p l t . y l im (0 , VerP ixe l )
499 ax . t ick_params ( ax is= ’ x ’ , which= ’ major ’ , l a be l s i z e =20)
500 ax . t ick_params ( ax is= ’ y ’ , which= ’ major ’ , l a be l s i z e =20)
501 p l t . save f ig ( d i r e c t o r y [ f i l e l o c ]+ ’ /03− p l o t s / F i bResD is t r i bu t i on ’+number [ q ]+ ’ _skew

. png ’ , format= ’ png ’ , dp i =200)
502
503 re tu rn FibVol_dbl , Loc_FibVol_lst_avg , Td
504
505 # ================================================================================
506 # FUNCTION BLOCK 8 ( f i r s t pa r t ) :
507 # Funct ion to combine the i n d i v i d u a l FR r a t i o s through th ickness f o r each of
508 # the micrographs , to one s i ng l e l i s t
509 # ================================================================================
510 def VorDis t r ibu t ionPlo t_Combined_data ( FibRes ) :
511 ” ” ”
512 Inpu t : FibRes ; Inpu t l i s t w i th the l o c a l FRR through th ickness f o r each

s i ng l e microscopic sample
513
514 Output : Mean_fr_ratio_NOnan ; L i s t w i th average FRR through th ickness , nan

’ s f i l t e r e d out
515 Mean_fr_ratio_NOnan_dbl ; Same l i s t w i th a l l but f i r s t and l a s t i tems

tw ice f o r p l o t t i n g purpose
516 Std_fr_rat io_NOnan ; L i s t w i th e r r o r values f o r FRR ca l c u l a t i o n
517 Y ls t1 ; L i s t w i th v e r t i c a l pos i t i o n o f th ickness

segments ( not modi f ied yet )
518 Y ls t2 ; L i s t w i th v e r t i c a l pos i t i o n f o r e r r o r bars (

not modi f ied yet )
519 ” ” ”
520 #Provide average of FRR in each segment o f a l l micrographs
521 Mean_f r_ra t io = [ np . nanmean ( k ) f o r k i n z ip (* FibRes ) ]
522 #Not A Number (NAN) due to segments w i thou t f i b r es , each nan removed prope r l y
523 Mean_fr_ratio_NOnan = [ x f o r x i n Mean_f r_ra t io i f s t r ( x ) != ’ nan ’ ]
524
525 FR_segments = len ( Mean_fr_ratio_NOnan )
526
527 #For p l o t t i n g purposes , append value tw ice
528 Mean_fr_ratio_NOnan_dbl = np . repeat ( Mean_fr_ratio_NOnan , 2 )
529
530 #Er ro r o f FRR of each i n d i v i d u a l th ickness segment
531 S t d_ f r _ r a t i o = [ np . nanstd ( k ) f o r k i n z ip (* FibRes ) ]
532 Std_fr_rat io_NOnan = [ x f o r x i n S t d_ f r _ r a t i o i f s t r ( x ) != ’ nan ’ ]
533
534 #Y ls t1 and Y ls t2 used f o r p l o t t i n g mean FRR and std FRR, r e spec t i v e l y
535 dt = VerP ixe l / segments
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536 Y l s t = np . zeros ( FR_segments+1)
537 f o r i i n range ( FR_segments+1) :
538 Y l s t [ i ] = d t * i * T_ra t i o
539 Y ls t1 = np . repeat ( Y ls t , 2 )
540 Y ls t1 = Y ls t1 [1 : −1 ]
541
542 Y ls t2 = [ x + ( ( d t / 2 ) * T_ra t i o ) f o r x i n Y l s t ]
543 Y ls t2 = Y ls t2 [ : −1 ]
544
545 re tu rn Mean_fr_ratio_NOnan , Mean_fr_ratio_NOnan_dbl , Std_fr_rat io_NOnan , Yls t1 ,

Y ls t2
546
547 # ================================================================================
548 # FUNCTION BLOCK 9:
549 # Funct ion which f i l t e r s the polgyons which i n t e r s e c t w i th the def ined boundary
550 # ================================================================================
551 def Polygon_edge_detect ion ( BoundCell , D i sL i s t , HorPixel , VerP ixe l ) :
552 # L i s t FRR values o f Voronoi c e l l s a t top and bottom boundary
553 Boundpoly_sel_top = [ ] ; Boundpoly_sel_bot = [ ]
554 BoundcellFR_top = [ ] ; BoundcellFR_bot = [ ]
555 ” ” ”
556 Inpu t : BoundCell ; I npu t l i s t w i th the Voronoi CN which i n t e r s e c t s w i th the

pre−def ined boundary
557 D i sL i s t ; Mat r i x w i th x− ,y−coord inates , CN ’ s , Ce l l areas
558 HorPixe l ; Width o f i npu t image in p i x e l s
559 VerP ixe l ; Height o f i npu t image in p i x e l s
560 Output : avgFR_bound_top ; l i s t w i th averaged FR r a t i o o f top edge Voronoi c e l l s
561 avgFR_bound_bot ; l i s t w i th averaged FR r a t i o o f bot edge Voronoi c e l l s
562 ” ” ”
563 f o r count , i i n enumerate ( BoundCell ) : #Counter and i = Voronoi Ce l l number (CN)
564 # Find l o ca t i o n o f index of the CN in the D i sL i s t mat r i x
565 loc = np . where ( D i sL i s t [ : , 1 ] == i )
566 xpos = np . assca lar ( D i s L i s t [ loc , 4 ] ) # Corresponding x−coord ina te o f CN
567 #Neglect l e f t and r i g h t boundary FRR
568 i f 25 < xpos < HorPixel −25:
569 ypos = np . assca lar ( D i s L i s t [ loc , 2 ] ) # Corresponding y−coord ina te o f CN
570
571 #Top boundary Vor . ce l l s , based on y−coord ina te and mid l i ne midpoin t
572 i f ypos > np .mean( Y_midl ine [ q ] ) :
573 Boundpoly_sel_top . append ( BoundPoly [ count ] )
574 #Corresponding FR r a t i o o f Voronoi c e l l appended to a l i s t
575 BoundcellFR_top . append ( FR_lst [ i ] )
576 e l i f ypos < np .mean( Y_midl ine [ q ] ) : #Bottom equ iva len t
577 Boundpoly_sel_bot . append ( BoundPoly [ count ] )
578 BoundcellFR_bot . append ( FR_lst [ i ] )
579
580 avgFR_bound_top . append ( np .mean( BoundcellFR_top ) )
581 avgFR_bound_bot . append ( np .mean( BoundcellFR_bot ) )
582
583 # P l o t t i n g commands
584 p l t . f i g u r e ( ’ Voronoi Diagram sec t ion ’+number [ q ] , f i g s i z e =(20 , ( VerP ixe l / HorPixe l

*20) ) )
585 f o r i i n range ( len ( Boundpoly_sel_top ) ) :
586 p l t . f i l l (* z ip (* Boundpoly_sel_top [ i ] ) , co l o r = ’ y ’ )
587 i f i == len ( Boundpoly_sel_top ) −1:
588 p l t . f i l l (* z ip (* Boundpoly_sel_top [ i ] ) , co l o r = ’ y ’ , l a be l = ’ Top sur face

Voronoi c e l l s ’ )
589
590 p l t . f i g u r e ( ’ Voronoi Diagram sec t ion ’+number [ q ] , f i g s i z e =(20 , ( VerP ixe l / HorPixe l

*20) ) )
591 f o r i i n range ( len ( Boundpoly_sel_bot ) ) :
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592 p l t . f i l l (* z ip (* Boundpoly_sel_bot [ i ] ) , co l o r = ’ g ’ )
593 #To comply w i th des i red legend
594 i f i == len ( Boundpoly_sel_bot ) −1:
595 p l t . f i l l (* z ip (* Boundpoly_sel_bot [ i ] ) , co l o r = ’ g ’ , l a be l = ’ Bottom

sur face Voronoi c e l l s ’ )
596 p l t . legend ( loc= ’ lower center ’ , bbox_to_anchor = (0 . 5 , 0 . 2 ) , prop ={ ’ s i ze ’ : 2 5 } )
597 p l t . save f ig ( d i r e c t o r y [ f i l e l o c ]+ ’ /03− p l o t s / VoronoiDiagram_EdgeDetection_ ’+

number [ q ]+ ’ _skew . png ’ , format= ’ png ’ , dp i =200)
598
599 re tu rn avgFR_bound_top , avgFR_bound_bot
600
601 # =============================================================================
602 # FUNCTION BLOCK 10:
603 # Funct ion to present top and bottom boundary FRR of tape . #
604 # =============================================================================
605 def EdgeFRR_BarPlot ( avgFR_bound_top_l , avgFR_bound_bot_l ) :
606 ” ” ”
607 Inpu t : avgFR_bound_top_l ; l i s t w i th averaged FR r a t i o o f top edge Voronoi

c e l l s
608 avgFR_bound_bot_l ; l i s t w i th averaged FR r a t i o o f bottom edge Voronoi

c e l l s
609
610 Output : avgFR_bound_top_s ; S ing le sca la r value f o r average FRR of top boundary
611 avgFR_bound_bot_s ; S ign le sca la r value f o r average FRR of bottom

boundary
612 ” ” ”
613 #Ca lcu la te avg and std o f top and bottom l i s t s
614 avgFR_bound_top_s = np .mean( avgFR_bound_top_l )
615 avgFR_bound_bot_s = np .mean( avgFR_bound_bot_l )
616 stdFR_bound_top = np . s td ( avgFR_bound_top_l )
617 stdFR_bound_bot = np . s td ( avgFR_bound_bot_l )
618
619 # P l o t t i n g commands
620 f i g = p l t . f i g u r e ( ’ Ba rp lo t Edge Voronoi Ce l l s I n t e r s e c t i n g With Boundary

Polygon ’ )
621 ax = f i g . add_subplot (111)
622 p l t . g r i d ( ax is= ’ y ’ , zorder =0)
623 p l t . bar ( ( ’ Top boundary ’ , ’ Bottom boundary ’ ) , ( avgFR_bound_top_s ,

avgFR_bound_bot_s ) , co l o r =Blue , ye r r =( stdFR_bound_top , stdFR_bound_bot ) , capsize =5)
624 p l t . y l abe l ( ’$FRR$ ’ , f o n t s i z e =20)
625 p l t . y t i c k s ( np . arange (0 ,0 .7+0 .1 ,0 .1 ) )
626 p l t . t i t l e ( plotnames [ f i l e l o c ] , f o n t s i z e =25)
627 ax . set_axisbelow ( True )
628 ax . t ick_params ( ax is= ’ both ’ , which= ’ major ’ , l a be l s i z e =15)
629 p l t . save f ig ( d i r e c t o r y [ f i l e l o c ]+ ’ /03− p l o t s / Edge_FR_Ratio_ ’+plotnames [ f i l e l o c ]+ ’

. png ’ , format= ’ png ’ , dp i =200)
630
631 re tu rn avgFR_bound_top_s , avgFR_bound_bot_s
632
633 # =============================================================================
634 # FUNCTION BLOCK 8 ( second pa r t ) :
635 # Funct ion to p l o t the combined i n d i v i d u a l FRR through th ickness
636 # =============================================================================
637 def VorD is t r ibu t ionP lo t_Combined_p lo t ( avgFR_bound_top_s , avgFR_bound_bot_s , Yls t1 ,

Yls t2 , Mean_fr_ratio_NOnan_dbl ) :
638 ” ” ”
639 Inpu t : avgFR_bound_top_s ; S ing le sca la r value f o r average FRR of top boundary
640 avgFR_bound_bot_s ; S ign le sca la r value f o r average FRR of bottom

boundary
641
642 Output : Combined FRR p l o t through th icknes , scaled to FRR bot , top r a t i o
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643 ” ” ”
644 #Def ine r a t i o between FRR top and FRR bottom edge
645 r a t i o _ t o t a l = avgFR_bound_top_s + avgFR_bound_bot_s
646 r a t i o _bo t = avgFR_bound_top_s / r a t i o _ t o t a l
647
648 # Modi f ied Y ls t1 and Y ls t2 f o r v e r t i c a l s h i f t according to tape th ickness
649 Ylst1_mod = [ x + ( t_tape −np .max( Y ls t1 ) ) /2* r a t i o _bo t *2 f o r x i n Y ls t1 ]
650 Ylst2_mod = [ x + ( t_tape −np .max( Y ls t1 ) ) /2* r a t i o _bo t *2 f o r x i n Y ls t2 ]
651
652 # P l o t t i n g commands
653 p l t . f i g u r e ( ’Combined Tape Sect ions ’ )
654 p l t . p l o t ( ( 0 , HorPixe l ) , ( t_tape , t_ tape ) , l i n ew i d t h =2 , l i n e s t y l e = ’−− ’ , co l o r=Blue ,

l abe l = ’ Tape Boundary ’ )
655 p l t . p l o t ( Mean_fr_ratio_NOnan_dbl , ( Ylst1_mod ) , l a be l = ’Mean FRR ’ )
656 p l t . p l o t ( ( 0 , HorPixe l ) , ( 0 , 0 ) , l i n ew i d t h =2 , l i n e s t y l e = ’−− ’ , co l o r =Blue )
657 p l t . x l im ( 0 . 0 , 1 . 0 )
658 p l t . x t i c k s ( np . arange (0 . 0 , 1 . 1 , 0 . 1 ) )
659 p l t . e r r o rba r ( Mean_fr_ratio_NOnan , ( Ylst2_mod ) , xe r r=Std_fr_rat io_NOnan , l s = ’

none ’ , c= ’ b lack ’ , capsize =1 , e l i new id t h =1 , markeredgewidth =2 , l abe l = ’ E r ro r ’ )
660
661 p l t . t i t l e ( ’ Average FRR D i s t r i b u t i o n \ n ’+plotnames [ f i l e l o c ] )
662 p l t . x l abe l ( ’FRR ’ )
663 p l t . y l abe l ( ’ Tape Thickness [mm] ’ )
664 p l t . g r i d ( )
665 p l t . legend ( )
666 p l t . save f ig ( d i r e c t o r y [ f i l e l o c ]+ ’ /03− p l o t s /

F iberRes inDis t r ibu t ion_Combinedsect ions ’+plotnames [ f i l e l o c ]+ ’ . png ’ , format= ’ png
’ , dp i =200)

667
668 re tu rn
669
670 # =============================================================================
671 # Python code
672 # =============================================================================
673 FibRes = [ ] ; E r r o r _ l s t = [ ] ; avgFR_bound_top = [ ] ; avgFR_bound_bot = [ ]
674 f o r q i n range ( len ( number ) ) :
675
676 #Ca lcu la te A and B c o e f f i c i e n t o f segmental d i s t r i b u t i o n l i n e s
677 Acof f = np . p o l y f i t ( X_midl ine , Y_midl ine [ q ] , 1 ) [ 0 ]
678 Bcof f = np . p o l y f i t ( X_midl ine , Y_midl ine [ q ] , 1 ) [ 1 ]
679 #Def ine f i b r e coord ina tes and boundary coord ina tes
680 coord inates , boundary = Coord ina teEx t rac t ion ( F ibCorF i le , BoundCorFile )
681 #Ca lcu la te Voronoi pa t t e rn o f i npu t po in t s
682 vor = Voronoi ( coord inates , qhu l l _op t i ons= ’ ’ )
683 #Ca lcu la te f i n i t e reg ions and Voronoi v e r t i c e s
684 regions , v e r t i c e s = vorono i_ f in i te_po lygons_2d ( vor )
685 #Ca lcu la te polgyon mod i f i c a t i on re l a t ed parameters
686 norm , Area , A_f ib , FR_lst , Anett , E r r o r _ l i s t , BoundCell , BoundPoly =

Po lygonMod i f i ca t ion ( regions , vor , ve r t i ces , D_f ib )
687 #Ca lcu la te D i sL i s t mat r i x
688 D i sL i s t = Vorono iP lo t ( coord inates , vor , Area , norm , HorPixel , VerP ixe l )
689 #Ca lcu la te Local FRR per segment
690 FibVol_dbl , F ibVo l_s ing le , Td = Vo rD i s t r i b u t i o nP l o t ( VerPixel , segments , D i sL i s t ,

A_f ib )
691 FibRes . append ( F ibVo l_s ing le )
692 #Check to ensure t ha t amount o f segments w i th f i b r e s are equal f o r each

micrograph
693 p r i n t ( ’ \ n ’ )
694 p r i n t ( ’ Thickness segments w i th f i b r e s loca ted i n i t : ’ , len ( [ x f o r x i n

F ibVo l_s ing le i f s t r ( x ) != ’ nan ’ ] ) )
695 p r i n t ( ’ \ n ’ )
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696 # Mu l t i p l e check statements
697 i f len ( [ x f o r x i n Anet t i f x < 0 ] ) != 0 :
698 E r r o r _ l s t . append ( ’ Net t area e r r o r image ’+number [ q ] )
699 i f ( len ( E r r o r _ l i s t ) / len ( coord ina tes ) ) > 0 .01 :
700 p r i n t ( ’ \ n ’ )
701 p r i n t ( ’Maximum e r r o r o f 1% exceeded f o r image ’+number [ q ] )
702 #Ca lcu la te avg FRR of top and bottom Voronoi c e l l s
703 avgFR_bound_top_lst , avgFR_bound_bot_lst = Polygon_edge_detect ion ( BoundCell ,

D i sL i s t , HorPixel , VerP ixe l )
704 #Mean FRR, s td f o r th ickness segment d i s t r i b u t i o n o f a l l micrographs analysed
705 Mean_fr_ratio_NOnan , Mean_fr_ratio_NOnan_dbl , Std_fr_rat io_NOnan , Yls t1 , Y ls t2 =

VorDis t r ibu t ionPlo t_Combined_data ( FibRes )
706 #Mean FRR, s td f o r Voronoi c e l l s loca ted at upper and lower tape edge
707 avgFR_bound_top_s , avgFR_bound_bot_s = EdgeFRR_BarPlot ( avgFR_bound_top_lst ,

avgFR_bound_bot_lst )
708 #Combined through th ickness p l o t o f a l l micrographs analysed
709 VorD is t r ibu t ionP lo t_Combined_p lo t ( avgFR_bound_top_s , avgFR_bound_bot_s , Yls t1 , Y ls t2 ,

Mean_fr_ratio_NOnan_dbl )
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Tacked CF­PEEK Teijin Samples

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.1: Bond line comparison micrographs of tacked CF­PEEK Teijin sample 1

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.2: Bond line comparison micrographs of tacked CF­PEEK Teijin sample 2

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.3: Bond line comparison micrographs of tacked CF­PEEK Teijin sample 3
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Tacked CF­PEKK Solvay Samples

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.4: Bond line comparison micrographs of tacked CF­PEKK Solvay tape 1

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.5: Bond line comparison micrographs of tacked CF­PEKK Solvay sample 2

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.6: Bond line comparison micrographs of tacked CF­PEKK Solvay sample 3
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Tacked CF­PEKK Toray Samples

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.7: Bond line comparison micrographs of tacked CF­PEKK Toray sample 1

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.8: Bond line comparison micrographs of tacked CF­PEKK Toray sample 2

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.9: Bond line comparison micrographs of tacked CF­PEKK Toray sample 3



102 B. Bond Line Length Comparison Micrographs

Tacked CF­PEKK Solvay Samples ­ Fibre Rich Interface

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.10: Bond line comparison micrographs of tacked CF­PEKK Solvay fibre rich interface sample 1

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.11: Bond line comparison micrographs of tacked CF­PEKK Solvay fibre rich interface sample 2

Tacked CF­PEKK Solvay Samples ­ Resin Rich Interface

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.12: Bond line comparison micrographs of tacked CF­PEKK Solvay resin rich interface sample 1

(a) Location 1 (b) Location 2 (c) Location 3 (d) Location 4

Figure B.13: Bond line comparison micrographs of tacked CF­PEKK Solvay resin rich interface sample 2



C
DOE Peel Force Results

CF­PEEK Teijin

Test A [%] P [%] V [mm/s] Peel Force [N]
Run 1 Run 2 Run 3

1 65 40 90 5.91 6.40 5.33
2 95 40 90 12.68 12.16 12.43
3 65 46 90 5.58 7.09 6.75
4 95 46 90 11.24 11.81 11.74
5 65 40 120 1.05 1.21 1.80
6 95 40 120 7.55 7.55 7.74
7 65 46 120 4.17 6.03 5.98
8 95 46 120 7.51 9.25 7.64
9 65 43 105 4.97 5.96 4.46
10 95 43 105 7.72 8.45 7.75
11 80 40 105 4.75 5.41 5.21
12 80 46 105 4.99 8.14 8.32
13 80 43 90 9.45 8.11 7.88
14 80 43 120 5.30 8.44 3.30
15 80 43 105 8.20 8.67 10.34
16 80 43 105 7.24 6.93 6.84
17 80 43 105 6.34 6.94 6.57

Table C.1: DOE peel force results CF­PEKK Teijin
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104 C. DOE Peel Force Results

CF­PEKK Solvay

Test A [%] P [%] V [mm/s] Peel Force [N]
Run 1 Run 2 Run 3

1 70 12 80 4.36 3.06 2.64
2 100 12 80 11.32 10.19 13.66
3 70 18 80 11.63 15.70 14.27
4 100 18 80 21.37 24.36 23.74
5 70 12 120 0.90 2.10 1.87
6 100 12 120 6.89 5.16 5.22
7 70 18 120 7.60 6.80 8.54
8 100 18 120 14.89 14.36 15.86
9 70 15 100 4.31 5.96 5.07
10 100 15 100 10.45 11.50 15.93
11 85 12 100 3.86 5.65 4.29
12 85 18 100 14.54 15.72 12.55
13 85 15 80 11.99 11.15 12.66
14 85 15 120 7.10 8.23 8.21
15 85 15 100 8.38 7.54 9.72
16 85 15 100 9.02 9.89 11.24
17 85 15 100 10.47 9.74 10.36

Table C.2: DOE peel force results CF­PEKK Solvay

CF­PEKK Toray

Test A [%] P [%] V [mm/s] Peel Force [N]
Run 1 Run 2 Run 3

1 65 19 90 0.73 0.42 1.36
2 95 19 90 1.49 2.03 3.16
3 65 25 90 3.10 3.94 2.38
4 95 25 90 6.91 7.61 8.49
5 65 19 120 0.42 0.24 0.23
6 95 19 120 0.73 0.78 1.34
7 65 25 120 1.32 1.22 0.78
8 95 25 120 4.02 2.20 6.11
9 65 22 105 0.66 0.71 0.89
10 95 22 105 3.42 2.11 2.97
11 80 19 105 1.11 0.54 0.88
12 80 25 105 4.41 2.30 5.01
13 80 22 90 2.41 4.46 1.87
14 80 22 120 0.87 1.78 1.33
15 80 22 105 1.15 1.48 2.16
16 80 22 105 2.40 1.33 1.04
17 80 22 105 2.69 0.98 2.77

Table C.3: DOE peel force results CF­PEKK Toray



D
Analysis of Variance DOE Results

CF­PEEK Teijin ANOVA
Source DF Contribution Adj SS Adj MS F­Value P­Value
Model 11 86.10% 355.201 32.291 21.96 0.000

Blocks 2 1.10% 4.524 2.262 1.54 0.227
Linear 3 79.07% 326.206 108.735 73.95 0.000
Amplitude 1 47.35% 195.328 195.328 132.84 0.000
Pressure 1 4.49% 18.541 18.541 12.61 0.001
Velocity 1 27.23% 112.337 112.337 76.40 0.000

Square 3 1.99% 8.208 2.736 1.86 0.152
Amplitude*Amplitude 1 1.84% 6.294 6.294 4.28 0.045
Pressure*Pressure 1 0.14% 0.630 0.630 0.43 0.517
Velocity*Velocity 1 0.01% 0.054 0.054 0.04 0.849

2­Way Interaction 3 3.94% 16.263 5.421 3.69 0.020
Amplitude*Pressure 1 1.41% 5.834 5.834 3.97 0.053
Amplitude*Velocity 1 1.22% 5.046 5.046 3.43 0.072
Pressure*Velocity 1 1.31% 5.384 5.384 3.66 0.063

Error 39 13.90% 57.347 1.470
Lack­of­Fit 33 11.12% 45.871 1.390 0.73 0.747
Pure Error 6 2.78% 11.476 1.913

Total 50 100.00% 412.548

Table D.1: ANOVA results of CF­PEEK Teijin DOE
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106 D. Analysis of Variance DOE Results

CF­PEKK Solvay ANOVA
Source DF Contribution Adj SS Adj MS F­Value P­Value
Model 11 95.52% 1324.41 120.401 75.51 0.000

Blocks 2 0.60% 8.26 4.131 2.59 0.088
Linear 3 91.51% 1268.93 422.976 265.26 0.000
Amplitude 1 29.13% 403.9 403.895 253.29 0.000
Pressure 1 47.62% 660.24 660.243 414.06 0.000
Velocity 1 14.77% 204.79 204.79 128.43 0.000

Square 3 0.72% 10.01 3.336 2.09 0.117
Amplitude*Amplitude 1 0.11% 0.41 0.412 0.26 0.614
Pressure*Pressure 1 0.24% 0.92 0.92 0.58 0.452
Velocity*Velocity 1 0.37% 5.08 5.077 3.18 0.082

2­Way Interaction 3 2.68% 37.21 12.405 7.78 0.000
Amplitude*Pressure 1 0.47% 6.55 6.548 4.11 0.050
Amplitude*Velocity 1 1.02% 14.12 14.115 8.85 0.005
Pressure*Velocity 1 1.19% 16.55 16.551 10.38 0.003

Error 39 4.48% 62.19 1.595
Lack­of­Fit 33 3.99% 55.26 1.675 1.45 0.341
Pure Error 6 0.50% 6.93 1.155

Total 50 100.00% 1386.60

Table D.2: ANOVA results of CF­PEKK Solvay DOE

CF­PEKK Toray ANOVA
Source DF Contribution Adj SS Adj MS F­Value P­Value
Model 11 85.65% 2.08448 0.189498 21.16 0.000

Blocks 2 1.40% 0.03405 0.017027 1.9 0.163
Linear 3 81.74% 1.98923 0.663076 74.05 0.000
Amplitude 1 25.73% 0.62628 0.626277 69.94 0.000
Pressure 1 40.77% 0.99211 0.992109 110.79 0.000
Velocity 1 15.24% 0.37084 0.370842 41.41 0.000

Square 3 0.83% 0.02013 0.00671 0.75 0.529
Amplitude*Amplitude 1 0.00% 0.00675 0.006751 0.75 0.391
Pressure*Pressure 1 0.56% 0.00685 0.006847 0.76 0.387
Velocity*Velocity 1 0.26% 0.00645 0.006445 0.72 0.401

2­Way Interaction 3 1.69% 0.04107 0.013689 1.53 0.222
Amplitude*Pressure 1 1.13% 0.02749 0.027492 3.07 0.088
Amplitude*Velocity 1 0.01% 0.00033 0.000333 0.04 0.848
Pressure*Velocity 1 0.54% 0.01324 0.013242 1.48 0.231

Error 39 14.35% 0.34923 0.008955
Lack­of­Fit 33 11.27% 0.27438 0.008314 0.67 0.791
Pure Error 6 3.08% 0.07485 0.012475

Total 50 100.00% 2.43371

Table D.3: ANOVA results of CF­PEKK Toray DOE



E
Optimization of Ultrasonic

Technology Experiment: Results

Peel Force Results

Figure E.1: CF­PEEK Teijin: influence of vibrational amplitude on the bond strength

Figure E.2: CF­PEKK Solvay: influence of vibrational amplitude on the bond strength
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108 E. Optimization of Ultrasonic Technology Experiment Results

Figure E.3: CF­PEKK Toray: influence of vibrational amplitude on the bond strength

Required Power Results

Figure E.4: CF­PEEK Teijin: influence of vibrational amplitude on the required power

Figure E.5: CF­PEKK Solvay: influence of vibrational amplitude on the required power
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Figure E.6: CF­PEKK Toray: influence of vibrational amplitude on the required power
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