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Figure 1: Example of the personal data canvas and setup of the in-person and online data-centric interviews. Personal data 
canvas shown with permission of the donor. 

ABSTRACT 
Digital technologies have increasingly integrated into people’s lives, 
continuously capturing their behavior through potentially sensi-
tive data. In the context of voice assistants, there is a misalignment 
between experts, regulators, and users on whether and what data 
is ‘sensitive’, partly due to how data is presented to users; as single 
interactions. We investigate users’ perspectives on the sensitivity 
and intimacy of their Google Assistant speech records, introduced 
comprehensively as single interactions, patterns, and inferences. 
We collect speech records through data donation and explore them 
in collaboration with 17 users during interviews based on prede-
fned data-sharing scenarios. Our results indicate a tipping point 
in perceived sensitivity and intimacy as participants delve deeper 
into their data and the information derived from it. We propose a 
conceptualization of sensitivity and intimacy that accounts for the 
fuzzy nature of data and must disentangle from it. We discuss the 
implications of our fndings and provide recommendations. 

CCS CONCEPTS 
• Security and privacy → Human and societal aspects of secu-
rity and privacy; • Human-centered computing → Empirical 
studies in HCI. 
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1 INTRODUCTION 
People interact daily with products and services that collect per-
sonal data. Personal data is defned in the European General Data 
Protection Regulation (GDPR) as data through which a person can 
be directly or indirectly identifed [23, Art. 4]. One example of 
products that collect personal data is voice assistants, embedded 
in ubiquitous devices that people interact with daily, including 
smartphones, smart speakers, smartwatches, and cars. Users of 
voice assistants interact with them through their voice, which is 
considered a convenient and natural way to communicate, more 
intuitive than clicking or typing [55]. In doing so, users integrate 
these devices into their routines and physical spaces, including 
pockets, bedrooms, living rooms, and kitchens [11, 47, 54]. Voice 
assistants collect personal data that is (1) volunteered, explicitly 
created and shared by a person (e.g., name and date of birth when 
flling out a registration form); and (2) observed, implicitly collected 
and captured by recording the actions and behavior of a person (e.g., 
timestamped speech records and textual transcriptions, generated 
and stored from each interaction) [14, 64]. Thus, voice assistants 
collect personal data containing various information about a person, 
some potentially sensitive. 

The GDPR defnes sensitive data as a special category of per-
sonal data that includes racial or ethnic origin, political opinions, 
religious or philosophical beliefs; trade-union membership; genetic 
data, biometric data processed solely to identify a human being; 
health-related data; and data concerning a person’s sex life or sex-
ual orientation [23, Art. 9]. Outside of the GDPR, the term sensitive 
data is used more broadly by Human-Computer Interaction (HCI) 
scholars, referring to information that is stigmatized (e.g., mental 
illness [7], HIV status [62]), should not be disclosed [34], could be 
easily compromised if disclosed [61], or whose disclosure could 
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expose people and lead to inferences about their behavior and ex-
periences [33, 52]. In addition, HCI scholars have introduced the 
term intimate data referring to personal information about inti-
mate practices (e.g., cooking, sleeping, showering) taking place in 
intimate spaces (e.g., home) [27, 30] and bodily experiences (e.g., 
menstruating, urinating) [5, 28]. 

Speech records are collected in intimate spaces, namely people’s 
phones and homes [30, 56]. They include data from all kinds of 
interactions, most of which are simple and mundane (e.g., “OK 
Google, set an alarm”1) [11, 47, 54]. Do they contain ‘sensitive’ 
or ‘intimate’ data? Let us say a person interacts with a Google 
Assistant while showering, “OK Google, play music on Spotify”, 
could this be sensitive or intimate information? If so, why? Is it 
her voice? The voice is biometric information and is considered 
sensitive under the GDPR if used to identify a person. Is it the 
content? The context? She is in the shower, an intimate space. Is it 
the aggregation of multiple interactions that could lead to inferences 
about her showering routine? 

Privacy experts and regulators argue that speech records cor-
respond to sensitive information (especially the audio recordings) 
and emphasize that sensitive information about people’s behav-
ior can be inferred from them [43, 47]. Yet, voice assistant users 
seem to express a contrasting opinion. Previous research has shown 
that voice assistant users consider that individual speech records 
do not correspond to sensitive information [31, 36]. These studies 
focused on single interactions people had with their voice assis-
tants, asking them about the acceptability of randomly selected 
interactions [36], and prompting them to refect on interactions 
logged in a diary [31]. Speech records illustrate ambiguities around 
the interpretations of sensitive data. These are partly due to the 
focus on data as single interactions, disregarding data aggregation 
and potential inferences, of which voice assistant users have lim-
ited understanding [18, 31, 47]. Thus, there is a need to investigate 
how people articulate the notions of ‘sensitivity’ and ‘intimacy’ 
of speech records when introduced comprehensively, considering 
patterns and inferences in addition to single interactions. 

In this paper, we investigate people’s perspectives of ‘sensi-
tive’ and ‘intimate’ data in the context of Google Assistant speech 
records. We aim to determine whether people are concerned about 
their speech records, the information they capture, or its potential 
disclosure; and what about speech records makes them ‘sensitive’ 
and ‘intimate’ data. Hence, we collaborate with Google Assistant 
users to address the following research question: How do voice 
assistant users perceive ‘sensitive’ and ‘intimate’ data when 
faced with a comprehensive view of their speech records? 
Specifcally, we aim to understand: 
(RQ1) What are the characteristics of speech records in terms of 

‘sensitivity’ (as defned in the GDPR) and ‘intimacy’ (as un-
derstood in HCI)? 

(RQ2) How do users articulate sharing their speech records? 
(RQ3) How do users articulate speech records as ‘sensitive’ or ‘in-

timate’ data? 
Our research is grounded in the speech records of 22 Google Assis-
tant users we obtained through data donation [24, 58]. To develop 

1The examples of interactions we present in this paper come from the 8735 speech 
records we received. 

a comprehensive understanding of speech records, we analyzed the 
dimensions and characteristics of the received data in relation to 
previous literature. We mapped them in terms of existing notions 
of sensitivity (as defned in the GDPR) and intimacy (as understood 
in HCI research). The results of this analysis fed the development 
of a scenario-based interview protocol around data-sharing and 
sensitivity. Of 22 users who donated their data (i.e., donors), 17 
volunteered to participate in these scenario-based, data-informed 
interviews. We designed our study to allow donors to choose how 
they want to engage, resulting in 5 of them donating their speech 
records without participating in the interview. Throughout the in-
terviews we focused on single interactions, patterns, and inferences. 
This process led most donors to experience a tipping point where 
their perceptions of the sensitivity and intimacy of their speech 
records changed. Our fndings suggest that sensitivity is associated 
with the disclosure of information that is (1) intrusive, (2) specifc, 
and (3) (un)available, while intimacy is a subset of sensitivity and 
unfolds through the recording of intimate thoughts and activities. 
We propose a conceptualization of ‘sensitive’ and ‘intimate’ data 
which accounts for people’s perspectives. We discuss implications 
for data holders, policy makers, and researchers involved with 
‘sensitive’ and ‘intimate’ data. Additionally, we present recommen-
dations for researchers aiming to support research participants in 
disentangling the sensitivity and intimacy of their speech records. 

2 BACKGROUND 

2.1 Speech Records 
Millions of people around the world use voice assistants. In 2022 
Google Assistant and Apple’s Siri each had over 500 million users 
worldwide, while Amazon’s Alexa had over 100 million users world-
wide2. Users of voice assistants integrate these devices into their 
daily and social life at home and outside the home [11, 47, 54]. Inter-
actions start with a wake word, “OK Google”, “Hey Siri”, or “Alexa”, 
which the always-on [36] voice assistant recognizes, processes, and 
stores. Hence, every interaction generates a speech record, which 
contains a timestamp, indicating the date and time, a transcript and 
an audio recording3. Thus, speech records allow for a detailed pic-
ture of voice assistant users and their routine activities [11, 47, 54]. 
This picture can include, for example, how someone lives in or near 
a city (“OK Google, what is the weather like in [city]?”), wakes up 
early in the morning during the week (“OK Google, set an alarm 
for 6:00”), and plays a podcast on Spotify frst thing in the morning 
(“OK Google, open Spotify”). 

Research on the feld of user intent mining (e.g., [17, 50, 55]) has 
been used to categorize these interactions. Broder [17] proposes a 
taxonomy of web search with three key needs that are also applica-
ble to interactions with voice assistants: (1) informational, where 
the purpose is to obtain information, (2) transactional, where the 
purpose is to perform an activity (mediated by the voice assistant), 
and (3) navigational, where the purpose is to invoke a third party 
application. Similarly, Qu and colleagues [50] propose a taxonomy 
that includes follow-up questions and greetings/gratitude. While 

2Voice assistant users worldwide, from smart speakers global market report (accessed 
in September 2022)
3As of 2020 the Google Assistant only stores the audio recording if the user has 
opted-in. 

https://www.reportlinker.com/p06247523/Smart-Speakers-Global-Market-Report.html?utm_source=GNW
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Shani and colleagues [55] argue for considering playful interactions 
as well (e.g., “OK Google, tell me a joke”), and propose a taxonomy of 
playful interactions including relief (e.g., “OK Google, order poop”), 
incongruity (e.g.,“OK Google, give me a high fve”), and superiority 
(e.g., “OK Google, you suck”). 

Due to the nature of interactions with voice assistants and where 
they take place, speech records could contain and lead to poten-
tially sensitive and intimate information about users. Yet, previous 
research (e.g., [31, 36, 37, 40, 43]) illustrates nuances around per-
ceived sensitivity and intimacy. For instance, a longitudinal study 
of ubiquitous surveillance in the home concluded that people con-
sider audio recordings among the two most sensitive and disturbing 
data, the other being video recordings [43]. Similarly, researchers 
have documented privacy concerns around voice assistants in the 
home, including that they listen 24/7, can record private conversa-
tions, and collect personal information [19, 31, 37, 40]. In contrast, 
Malkin and colleagues [36] found that ‘on the whole, data currently 
stored with voice assistants is not considered sensitive’ by users. Their 
research is limited to individual interactions (i.e., a single speech 
record) and does not consider what could be inferred from multiple 
interactions. Lau and colleagues [31] conducted a diary study with 
voice assistant users and obtained similar results, ‘users did not 
consider their speech records sensitive and did not make use of privacy 
controls’. 

Concluding. There is a disagreement around perceptions of sen-
sitivity that aligns with the limited awareness and understanding 
that users have of the content of speech records over time and the 
potential inferences that could be made from them, which is well 
documented in the literature [18, 36, 47]. We aim to investigate 
users’ perceptions of ‘sensitivity’ when providing a comprehensive 
representation of their speech records, considering patterns and 
inferences in addition to single interactions. The latter has been 
the only focus of previous research (e.g., [31, 36]). 

2.2 Personal, Sensitive and Intimate Data 
The GDPR introduces specifc categories of personal data that are 
considered sensitive data (Introduced in Section 1). Outside of data 
protection regulations and privacy laws, the term sensitive data has 
been used in a broader sense, referring, for example, to sensitive in-
formation that can be extracted from a seemingly innocuous dataset 
[52, 65]; or to the creepiness of learning about the data collection 
and distribution practices of digital products and services in difer-
ent contexts [56]. HCI scholars have used the term sensitive data in 
various ways. For Liu and colleagues [34], who investigate sensitive 
data transfer, data is sensitive as it contains private information 
that should not be revealed. In the context of selective disclosure 
of data, Rudnicka and colleagues [52] understand sensitive data as 
information that could potentially be used to learn about a person 
and her routines, including her location, and health (included in the 
special categories of the GDPR). HCI scholars have also referred 
to specifc types of data that are sensitive, such as fnancial infor-
mation [61], mental and physical health [1, 7] and sex [32, 62] (the 
last two included in the special categories of the GDPR). Moreover, 
HCI scholars have introduced the term intimate data to describe 
data generated from intimate activities and contexts [5, 30]. These 
include everyday activities that take place in the home, such as 

cooking, sleeping, and showering [30]; as well as bodily experiences 
like menstruating and urinating [5, 10, 28, 39]. Intimacy in HCI also 
relates to physical togetherness [27, 45]. 

Speech records are personal data as they relate to a person. They 
contain potentially sensitive data (as defned in the GDPR), such 
as the voice. In addition, they can be reused to learn potentially 
sensitive information about a person, which could be misused (sen-
sitivity as understood in HCI). From the audio recordings alone, it 
is possible to estimate the age of the speaker [59], recognize her 
emotions [19, 42], identify activities such as laughing, crying, and 
eating [19, 51], diagnose a broad range of psychiatric disorders, 
including depression and schizophrenia [19, 35], and determine 
the size and shape of the room where the device is located [19]. 
In addition, speech records generate in a shared physical space, 
where there is a physical closeness between a user and their voice 
assistant [27, 45]. Hence, they could contain intimate data from the 
intimate activities occurring within that space. 

Concluding. When considering existing defnitions of ‘sensitive’ 
and ‘intimate’ data, the personal information collected, stored, and 
inferred via speech records could be ‘sensitive’ and ‘intimate’. Yet, 
as described in Section 2.1, users’ perceptions difer. In this paper, 
we use the GDPR’s defnition of ‘sensitive data’ and the HCI concep-
tualization of ‘intimate data’ as a starting point to examine speech 
records and contrast them with users’ perceptions. 

2.3 Privacy and Contextual Integrity 
HCI scholars have approached privacy through diferent lenses. 
Crabtree and colleagues [20] provide an overview of the various 
ways in which privacy is understood throughout the HCI literature, 
including privacy as control, privacy as boundary management, and 
privacy as contextual integrity, among others. Privacy as control 
relates to the ability to control the fow of personal data through 
activities such as limiting information disclosure [62] and fltering 
what gets disclosed [53]. Privacy as boundary management is in-
formed by the work of Irwin Altman [6]; and relates to the selective 
disclosure of personal information as people move between privacy 
and publicity according to the context and intention [44]. Based on 
the boundary metaphore, Sandra Petronio proposes the Communi-
cation Privacy Management (CPM) theory; in which the disclosure 
of private information is based on privacy rules that are negotiated 
around personal and collective boundaries [46]. Privacy as Con-
textual Integrity (CI) is a theory proposed by Helen Nissenbaum 
where privacy is understood in terms of the appropriateness of in-
formation fows according to social or cultural norms and grounded 
in specifc contexts [41]. 

CI is considered an appropriate framework to understand peo-
ple’s privacy norms and has been operationalized through large-
scale surveys in diferent contexts [2, 8, 38, 57]. As proposed by 
Nissenbaum [41], information fows are described according to fve 
parameters: (1) subject of the information, (2) sender of the informa-
tion, (3) attribute, describing the type of information, (4) recipient 
of the information, and (5) transmission principle, stating the condi-
tion under which the information fow is permitted. For instance, a 
Google Assistant user (subject) might be comfortable with Google 
employees (recipient) reviewing the audio recordings (attribute) 
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from her Google Assistant (sender) if she has opted-in for the col-
lection and revision of voice and audio (transmission principle); 
but not with the police doing so (a diferent recipient and privacy 
violation). CI surveys inquire about the acceptability of information 
fows, illustrated through scenario-based vignettes with varying 
parameters (e.g., a diferent recipient or transmission principle). 
For instance, Apthorpe and colleagues explored the acceptability 
of information fows in smart home IoT devices, including ftness 
trackers, thermostats, and personal assistants, among others [8]. 
While Abdi and colleagues explored the acceptability of informa-
tion fows in smart home personal assistants and considered several 
types of data, including voice recordings [2]. 

Concluding. In this paper, we draw inspiration from how CI has 
been operationalized in previous research [2, 8, 38, 57] to inquire 
about the acceptability of sharing speech records and its perceived 
sensitivity across predefned scenarios. We use these scenarios, 
grounded in personal data, as prompts to elicit refection on ‘sensi-
tivity’ and ‘intimacy’. 

3 METHODOLOGY 
In this study, our goal was to investigate people’s perspectives of 
‘sensitive’ and ‘intimate’ data in the context of Google Assistant 
speech records. In particular, we sought to understand: 
(RQ1) What are the characteristics of speech records in terms of 

‘sensitivity’ (as defned in the GDPR) and ‘intimacy’ (as un-
derstood in HCI)? 

(RQ2) How do users articulate sharing their speech records? 
(RQ3) How do users articulate speech records as ‘sensitive’ or ‘in-

timate’ data? 
Given the nature of the questions to answer, we aimed to gather 
speech records from voice assistant users interacting with their 
devices in the naturalistic setting of their routine. In addition, we 
aimed to actively support and involve users in obtaining a copy of 
and comprehensively exploring their data. 

In this section, we describe our research activities. First, we col-
lected speech records generated in-the-wild through data donation 
(Section 3.1). Then, we conducted an initial analysis of the received 
speech records (Section 3.2). Finally, we used the results of the analy-
sis to defne a data-centric interview protocol, which we conducted 
with 17 donors (Section 3.3). Our institution’s Human Research 
Ethics Committee and Privacy Team reviewed and approved these 
activities. 

3.1 Collection of Speech Records through Data 
Donation 

We conducted a data donation campaign [24, 58] to collect speech 
records generated in-the-wild. Data donation enabled us to access 
data already generated by users during the routine interactions with 
their voice assistant outside the context of our study, as opposed 
to prompting participants to interact with their voice assistants in 
a specifc way or to collect data. We decided to focus on Google 
Assistant users, as Google has a relatively simple and quick process 
to obtain a takeout of the data, an extensive pool of users, and 
well-structured metadata. Thus, between April and June 2022, we 
reached out to Google Assistant users (e.g., Assistant App, Google 
Home, Google Nest) worldwide, and we invited them to donate 

their speech records and participate in an optional interview. We 
used snowball sampling by periodically posting our ‘call to donate’ 
across diferent channels for three months. These included our per-
sonal social media (e.g., Twitter and LinkedIn), online communities 
(e.g., subreddits r/GoogleAssitant and r/GoogleHome, Google Home 
users on Nextdoor), and local cafes and universities. Additionally, 
we reached out to people and institutions (e.g., a privacy foundation 
and an internet podcast) who shared our ‘call to donate’ with their 
communities through social media, newsletters, mailing lists, and 
events in which we took part. In total, our ‘call to donate’ had an 
estimated of 35.000 views. We asked interested users to download 
a copy of their speech records from Google, upload it to our data 
donation platform4, and decide whether to participate in the inter-
view. Due to Google’s 2020 policy change requiring users to opt 
into voice data collection, four donors had to opt in and collect 
data for a couple of months before donating it. These donors knew 
their interactions with their Google Assistant would be used for 
our research. 

3.1.1 Participants: Data Donors. 22 users of Google Assistant (re-
ferred to in the paper as donors D1-D22) volunteered to participate 
in our research by donating their speech records (� = 22, 1 iden-
tifed as non-binary, 7 as female, and 14 as male). They ranged in 
age from 21 to 58 years (mean = 30.8, median = 38). Out of these, 17 
(���������� = 17, 5 identifed as female and 12 as male) agreed to 
participate in the interview. Donors were located in the European 
Union (EU) and South America. Obtaining a copy of the speech 
records, enabled by the GDPR, was also possible for donors outside 
the EU5. 

3.2 Initial Analysis: Familiarization and 
Classifcation 

Throughout the data donation campaign, the frst two authors in-
dependently analyzed the donated speech records to gain insights 
into common queries and patterns within individual datasets6. The 
purpose of this activity was twofold: (1) identify the characteristics 
of speech records and (2) recognize the relevant attributes to struc-
ture the data-centric interviews. In total, we received 8375 speech 
records (i.e., individual interactions with a Google Assistant), al-
though the number of speech records obtained per donation varied 
widely. It depended on how long and how often donors interacted 
with their Google Assistant. The largest dataset contained 5766 
speech records, and the smallest had 24. Although one donor con-
tributed a signifcantly larger dataset, this did not infuence how we 
used and analyzed speech records in this study, i.e., as prompt and 
support for qualitative exploration. We do not derived quantitative 
insights from the donated speech records; other than a descriptive 
overview. In addition, we found the same types of interactions 
and information in each of the datasets received. Therefore, we 
present the same type of prompts during the interviews, based on 

4Data donation platform: working prototype in datadonation.ide.tudelft.nl and data 
storage and sharing source code in github.com/datacentricdesign/bucket.
5The GDPR applies to the population of the European Union. Yet, in practice, the right 
to data portability is available worldwide, since international companies rarely limit it 
by geography [14]. The Google Takeout dashboard (takeout.google.com) is available 
to users worldwide. 
6We provide the protocol of our analysis in the supplementary material. 

https://datadonation.ide.tudelft.nl/
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Informational Request Navigational Request Transactional Request Playful Request Background Conversation Third Party Recording

Tell me a joke

What does it mean if you have 
[health condition]?
Health-Related
(Sensitive GDPR)

Play [song] by [artist] on 
Spotify
Inferences (Sensitive HCI)
Interests and Habits

Intelligible conversation with 
a public official

Tell me a joke about Donald 
Trump
Political Information 
(Sensitive GDPR) 

Turn on sex mode in the 
living room
Sex-Related (Intimate HCI) 
(Sensitive GDPR) 

Intelligible movie fragment

Inferences (Sensitive HCI)
Interests

How long does it take me to 
go to [address]?
Inferences (Sensitive HCI)
Indirect Location and Habits

Open YouTube

Inferences (Sensitive HCI) 
Preferences and Habits

Unintelligible conversation at 
home

Turn off the office lights

Inferences (Sensitive HCI)
Equipment and Habits

Unintelligible movie fragment

Intended Interactions Unintended Interactions

Figure 2: Example of initial analysis. The speech records (italic) are categorized and annotated (red) with respect to sensitivity 
and intimacy. 

their personal datasets, to donors. The frst two authors systemat-
ically listened through each speech record and classifed them as 
intended (i.e., the speaker used the activation command) or unin-
tended (i.e., the speaker did not use the activation command). We 
then mapped the intended interactions into one of four categories. 
These came from Brode’s web search taxonomy [17], integrating 
playfulness, common among voice assistant users [11, 31, 55]. The 
categories were: (1) informational request (e.g., “OK Google, what’s 
the weather like?”), (2) transactional request (e.g., “OK Google, turn 
on the lights”), (3) navigational request (e.g., “OK Google, open 
Spotify”), and (4) playful request (e.g., “OK Google, tell me a joke”). 
Additionally, we mapped unintended interactions into one of two 
categories, according to the content of the audio recordings: (1) 
(background) conversation and (2) third-party audio (e.g., TV or 
radio). Finally, we determined if each speech record contained sen-
sitive (as defned in the GDPR or understood in HCI) or intimate (as 
understood in HCI) information and annotated it. When sensitive 
or intimate information derives from inferences (e.g., “OK Google, 
How long does it take me to go to [address]?”), we annotated poten-
tial inferences (e.g., goes to [address] every Monday) considering 
similar interactions throughout the dataset and the state of the art 
on the diferent information derived from interacting with personal 
voice assistants (e.g., [19]). Figure 2 illustrates this process. 

3.3 Data-Centric Interviews 
Of 22 donors, 17 volunteered to participate in the interviews. Hence, 
we conducted semi-structured interviews with 17 donors, prompted 
by their donated speech records. The interviews aimed to facili-
tate donors’ refection and exploration of their speech records and 
to capture thick and nuanced insights about sharing, sensitivity, 
and intimacy. The frst author conducted the interviews in English 
between June and July 2022. Interviews lasted between 35 and 55 
minutes; 5 took place in person and 12 via Zoom. The frst author 
conducted one interview with the two members of a household 
who share a device (�9�,� ), the remaining 16 interviews were one-
on-one as most donors were single-users of their Google Assistant. 
During the interview, we aimed to comprehensively explore speech 
records; hence we delved into individual speech records (perceived 
as not sensitive by users [31, 36]) as well as patterns and inferences 
derived from multiple speech records (not considered in previous 
literature [31, 36, 47]). The frst author designed a personal data 

canvas for each interviewee (Fig. 3) containing individual interac-
tions as audio clips (Fig. 3a) and a visualization of the data (Fig. 3b) 
to support the interviews. 

3.3.1 Interview Protocol. Inspired by the Contextual Integrity (CI) 
scenario-based inquiry, the interviews revolved around six attributes 
introduced with examples from each interviewee’s dataset and pre-
sented through the personal data canvas7. Specifcally, we focused 
on introducing the diferent types of single interactions present 
across the received datasets. These encompass a wide range of use 
cases and contexts: (1) a neutral and de-contextualized training in-
teraction; (2) a simple yet telling playful interaction; (3) a common 
request interaction (informational, navigational, or transactional), 
illustrating common usage patterns and contexts of use; and (4) 
an unintended interaction that signals an unexpected device op-
eration. In addition, we focused on introducing the main types of 
information that can derive from the aggregation of multiple in-
teractions: (5) patterns and (6) inferences. These attributes are not 
mutually exclusive categories, but rather illustrative examples of 
various information grounded in the received datasets. We selected 
these attributes to provide a comprehensive overview of the speech 
records and the underlying information they contain, derived from 
the initial analysis (Section 3.2). For each attribute, donors answered 
two questions: 
(Q1) How acceptable is it for you to share <attribute> with <re-

cipient>? 
(Q2) How sensitive do you consider this <attribute> to be? 

We introduced Q1 since sensitivity is often associated with infor-
mation disclosure and governing information fows (e.g., [34, 52, 61, 
62]). Hence, prompting participants to consider what information 
to disclose and with whom invites them to refect on the characteris-
tics of that information. For Q1, the recipients included: partner(s), 
family, friends, colleagues, and researchers. We selected this 
list to investigate how the acceptability to share varies within one’s 
extended personal network and its implications regarding sensi-
tivity and intimacy. Generally, CI scenario-based inquiries explore 
and vary fve parameters: sender, attribute, recipient, and transmis-
sion principle. We vary only the attributes and recipients since in 
our wording of the question we emphasize people’s agency over 
the transaction. Additionally, we wanted to reduce the complexity 

7We provide the interview protocol in the supplementary material. 
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(a) Single interactions. (b) Multiple interactions. 

Figure 3: Example of a personal data canvas. Shown with permission of the donor. 

for donors by limiting the parameters and length of the question. 
Therefore the subject (i.e., user), the sender (i.e., Google Assistant 
prompted by its user), and the transmission principle (i.e., the user 
is informed and notifed) remain constant. We introduced these at 
the beginning of the interview and brought them up in case further 
clarifcation was needed. We invited the donors to answer Q1 and 
Q2 using a 5-point Likert-Scale8. We computed the average accept-
ability and sensitivity scores based on these [8, 9]. In addition, we 
invited donors to articulate the rationale behind their choice and 
elaborate on their responses. We did not want to impose the term 
‘intimacy’. Hence, we deliberately refrained from introducing it and 
we only discussed it if and after it was introduced by donors. In 
addition, we deliberately left open the defnitions of ‘sensitivity’ 
and ‘intimacy’ as we wanted donors to express themselves on their 
terms and bring their interpretations. 

3.3.2 Personal Data Canvas. The personal data canvas is a rep-
resentation of the donor’s data (Fig. 3)9. We opted for visualizing 
the data as it has been a successful approach to conduct inter-
views prompted by data and support interpretation and refection 
[12, 13, 29, 36]. We designed it with the objective to comprehen-
sively introduce the speech records and bring focus to the specifc 
attributes. It consisted of two interactive views presented on a 
screen where donors could click and reproduce audio clips and 
zoom in and out of the diferent visualizations. If the interviews 
were in person, the visualization (Fig. 3b) was also printed on A3 
paper, inviting donors to explore it from multiple angles and anno-
tate it. In the frst view (Fig. 3a), we focused on single interactions 
(e.g., “OK Google, turn on the lights”). Specifcally, we presented 

8Likert-Scale, Q1 from completely unacceptable (-2) to completely acceptable (+2), and 
Q2 from completely sensitive (-2) to completely not sensitive (+2)
9We provide a full-size example in the supplementary material. 

the following interactions: (1) training (e.g., “OK Google”, gener-
ated when a user is frst confguring their device and ‘training’ it 
to recognize her voice), (2) playful, (3) common request and (4) 
unintended. For these, we presented a clickable button with the 
audio recording (which is reproduced), and its transcript and times-
tamp in a human-readable format. In the second view (Fig. 3b), 
we focused on multiple interactions, where the focus lies on the 
combination of timestamps and transcripts leading to potentially 
sensitive information, namely (5) patterns in time or sequence and 
(6) inferences. For these, we visualized the data and invited donors 
to explore the visualization, reconstruct the context of the data, and 
refect on their patterns and potential inferences. 

In the visualization (Fig. 3b), we focused on conveying the infor-
mation from the timestamps and transcripts of multiple interactions. 
Specifcally, we identifed common interactions for each dataset and 
grouped them into categories (e.g., weather, music, time). We visu-
alized the distribution of these categories throughout the dataset 
with a bar graph (Fig. 3b(1) ), and we represented each category 
with a diferent color throughout the visualization. Additionally, we 
presented the number of daily interactions for each category per 
hour of the day and day of the week with a heat map (Fig. 3b(2) ) 
where we focused on the 16 hours of the day with more interactions, 
the start and end times vary by donor. Similarly, we used a heat 
map to present the number of interactions of each category per 
hour of the day during the weekdays (Monday through Friday) and 
weekends (Saturday and Sunday) (Fig. 3b(3) ). Finally, we presented 
a word cloud (Fig. 3b(4) ) with the most frequent words grouped 
and color-coded by category, additional images were visually rep-
resenting some of the terms. We added the images to make the 
interactions more prominent and easier to explore. 

3.3.3 Reflexive Thematic Analysis. The interviews were audio recorded 
and transcribed. The frst author made an initial transcript using 
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MS Ofce 365, then manually reviewed and edited it. The frst two 
authors analyzed the transcripts using refexive thematic analysis 
[15, 16], within a constructionist framework. Both authors indepen-
dently read through the transcripts to familiarize themselves with 
the data and coded the entire dataset using ATLAS.ti. Through this 
process, we aimed to capture all the aspects of the data relevant 
to understanding how data subjects articulate sharing, sensitivity, 
and intimacy of their speech records. Both authors independently 
reviewed the codes and subsequently discussed and grouped them 
into tentative themes. The frst author iteratively reviewed and 
refned the themes. 

4 RESULTS 
In this section, we introduce the characteristics and dimensions of 
the speech records determined from the initial analysis (Section 
4.1); and we present the fndings of the refexive thematic analysis 
of the data-centric interviews regarding sharing, sensitivity, and 
intimacy (Sections 4.2 and 4.3). The examples of interactions we 
present throughout this section come from the 8735 speech records 
we received. 

4.1 Characteristics and Dimensions of Speech 
Records 

4.1.1 Characteristics. Speech records contain brief interactions 
between a person and her Google Assistant, generally in the form 
of a request (e.g., “OK Google, set timer”) or a reply to a request 
(e.g., “thank you”). On average, the speech records we received had 
4.40 words per interaction – excluding the wake word; and lasted 
between 2 and 6 seconds. Donors interacted with their Google 
Assistant on average 3.91 times a day, with most interactions taking 
place in the early morning, late afternoon, and evening (Fig. 4(5) ). 
The most frequent interactions were about turning on and of the 
lights, alarms, and reproducing music on a third-party app or device. 
These fndings are consistent with previous research on the long-
term use of voice assistants [11]. We classifed a small percentage 
(1.05%) of the interactions we received as unintended; most of these 
were recordings of background conversations. The majority of 
the interactions (98.95%) corresponded to intended interactions, as 
they were initiated from the wake word or were part of a series of 
intended interactions (Fig. 4(1) ). From these, more than half (62.54%) 
corresponded to transactional requests, followed by navigational 
(16.86%), informational (15.05%), and playful requests (1.54%) (Fig. 
4(2) ). Furthermore, in all the datasets, more than one person (i.e., 
speaker) was present in the audio recordings. 

Each type of request contains diferent layers of information 
about the person interacting with the Google Assistant. Transac-
tional requests contain information about a person’s set-up and 
the Google Assistant capabilities they use (e.g., “OK Google, set 
bed light to rainbow”, “OK Google, change the blood pressure pill 
reminder time to 8 am”). Transactional requests potentially con-
tain information about people’s routines and habits from which 
information regarding a person’s health, political interests, and sex 
life could be derived, considered sensitive under the GDPR. Naviga-
tional requests contain information about a person’s digital routine 
and habits, including the digital content they consume and the 
third-party apps they interact with (e.g., “OK Google, play [song]”, 

“OK Google, start instrument tuner”). These do not contain any 
information considered sensitive under the GDPR. Informational 
requests contain information about a person’s interests and con-
cerns; including questions about current afairs (e.g., “OK Google, 
who is the prime minister in [country]?”), relevant events and activ-
ities (e.g., “OK Google, when does the new electricity rate apply?”, 
“What is the wheel to pray the rosary called?”), people’s bodies 
(e.g., “OK Google, how do I know if I injured my rotator cuf?”), 
and even dreams (e.g., “OK Google, what does it mean to dream 
that someone dies?”). Several categories of sensitive information 
can be derived from informational requests (e.g., political opin-
ions, religious beliefs, health- and sex-related). In addition, the low 
threshold of interacting with the Google Assistant means speech 
records explicitly include sensitive and intimate questions (e.g., “OK 
Google, why did I get so dizzy after [medical procedure]?”, “OK 
Google, what is the sexual cowgirl position?” ). 

The distribution of request types varies between people who use 
Google Assistant on a smart speaker (13 donors) and those who 
use it on a smartphone (9 donors) (Fig. 4(5) ). In the frst scenario, 
transactional requests are more frequent, as smart assistants are 
often integrated and connected with other smart appliances, while 
in the second, informational requests are more frequent (Fig. 4(4) ). 

4.1.2 Dimensions. We introduce the three dimensions of speech 
records: timestamp, transcript, and audio recording by providing 
a short description and illustrating the information that can be 
derived from each. 

• Timestamp, the date and time of an interaction (precision of 
milliseconds), describes when actions and interactions take 
place. For example, asking Google to “set an alarm for 8 am” 
late at night can indicate when a person goes to sleep and 
when she intends to wake up. When multiple interactions 
are combined, the timestamp can illustrate patterns in time 
(e.g., snoozes the 8 am alarm every weekday) and sequence 
(e.g., snoozes the 8 am alarm, plays a news podcast, asks 
about the weather). It can highlight specifc aspects of a 
person’s routine. Moreover, the timestamp enables data to 
be interpreted and abstracted according to diferent instants, 
such as the time of day (e.g., the middle of the night) and the 
month of the year (e.g., September). These can be associated 
with external factors (e.g., daylight, weather, public holidays) 
or situated within larger contexts (e.g., pandemic). 

• Transcript, the content of the interaction, as interpreted by 
Google Assistant, describes what an interaction is about. 
Transcripts can refect a person’s worries (e.g., “OK Google, 
what should I do to protect myself from Corona?”) and in-
terests (e.g., “OK Google, how did [soccer team] score this 
season?”). Transcripts can also indicate a person’s location 
(e.g., “OK Google, what’s the weather like in [city]?”, “OK 
Google, movies in [cinema], [city] today”). Moreover, tran-
scripts illustrate people’s relationships (e.g., “OK Google, 
[name] is my girlfriend”, “OK Google, call my mom”) and 
how people relate to their Google Assistant (e.g., “OK Google, 
set reminder for tomorrow morning, darling”, “OK Google, 
you are so stupid”). The inferences derived from the tran-
scripts are limited by and specifc to the way people interact 
with their Google Assistant. 

https://ATLAS.ti
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• Audio Recording, The sounds and speech of an interaction, as 
recorded by the Google Assistant in an audio fle, describes 
who (i.e., speaker) and how (e.g., quiet room and sleepy voice, 
or loud background music and loud voice) interacts with the 
Google Assistant. Audio recordings can help diferentiate in-
tended and unintended interactions. The voice is a distinctive 
element in audio recordings, that identifes and distinguishes 
the speaker(s). The voice is rich and nuanced and commu-
nicates more than just words. Hence, interactions gain an 
extra layer when considering the nuances of the voice. 

4.2 Sharing Speech Records 
4.2.1 Average Acceptability Score. We calculate the acceptability 
score (Fig. 5(1) ) by averaging the responses to Q1 (about sharing 
with diferent recipients) for each attribute and each recipient [8, 9]. 
Generally, donors considered it acceptable to share all attributes 
with most recipients, partner(s), family, friends, and researchers 
(������������� ����� ≥ 1). The acceptability score is lower, tending 
toward neutral (0 < ������������� ����� < 1), for colleagues, es-
pecially for single unintended interactions and the patterns and 
inferences derived from multiple interactions. 

4.2.2 Boundaries. A recurring theme in our analysis is the bound-
ary between people’s private and public lives (and spaces), which 
shape what is acceptable to share with whom. It aligns with the 
conceptualizations of privacy as boundary management proposed 
by Altman [6] and Petronio [46] and it replicates some of their 
fndings. We briefy introduce it as part of our results as it is highly 
relevant to the concepts of sensitivity and intimacy. D17 describes 
this boundary when referring to what can be inferred from her 
speech records: 

“Sometimes I ask pretty weird things to Google. So 
yeah, it shows a little bit more the weird parts of me, 
that I don’t want to show everyone, other that, for 
example, my partner.” (D17) 

The acceptability to share personal data with a recipient decreases 
the further the recipient is from the context and the space in which 
data are generated. Sharing with recipients who are inside the pri-
vate space is considered acceptable since they already inhabit that 
space and are familiar with what happens within, “it is information 
that you usually talk [about] with your close people, that they already 
know. Your routine, your activities, if you are going somewhere, it is 
something that you share all the time” (D16). In some cases, being 
inside this space means they are even part of the data, “I mean he’s 
there [in the audio recording]” (D19). 

Sharing with recipients who are in the boundary of the private 
space is considered less acceptable, “friends, and colleagues, they 
don’t have to know you are going [somewhere]” (D10), “they don’t 
need to know what I do, what is my routine” (D16). Because these 
recipients do not belong to the private space, they are unaware 
of its peculiarities “they don’t know the context” (D18), and may 
misinterpret, misunderstand or judge what happens within, “if I 
share that [playful interaction] with my colleagues, they can judge 
me, and I interact with them so the judgment is more real” (D11). The 
concern of being judged comes from the lack of control over how 
data, incomplete and decontextualized, is received by others. 

Sharing with recipients who are outside the private space is 
generally considered not acceptable. Here, data might lead to an 
opportunity to access and violate the private space, “that’s some-
thing that people can abuse” (D21). D17, who has smart lights linked 
to her Google Assistant, describes the possibility of harm when 
discussing these interactions: 
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“[the light interactions] tell about my routines, when 
I’m home and when I am not home. So this might 
be used against me [...] If someone wants to threaten 
me or if they want to steal something in my house or 
something like that.” (D17) 

Researchers, who are outside the private space, are a notable excep-
tion. Donors highlighted the importance of contributing to science 
and advancing research, “I believe in science, so they [researchers] 
may use my information” (D17). Evidently, donors already shared 
their personal data with our research. For donors, researchers are 
responsible and carry values such as trust and discretion. As such, 
they are expected to make proper use of the data, “handle this [data] 
with precaution” (D1). 

4.2.3 Characteristics of the Data. We developed three themes re-
lated to the characteristics of the data that are important to consider 
in the context of sharing, sensitivity, and intimacy. These are not 
specifc to individual speech records or the information derived 
from them; hence, we use the encompassing term data. 

• Data is contextual. It is generated and stored in a given con-
text, which is lost when translated into a discrete event. For 
example, the interaction “OK Google, how does a guinea pig 
sound” occurs in a specifc context, “I use it to demonstrate 
how my guinea pigs react. And its purpose can be various. It 
can be for friends, it can be for yourself, it can be for your cats. 
It’s extremely funny [laughs]” (D10). Yet, it loses playfulness 
and social dynamics when recorded. Hence, data can “al-
ways be misinterpreted” (D18) if it is disassociated from its 
context. In addition, because of how the data is generated 
(e.g., through seamless voice interactions), it portrays a lim-
ited and specifc image of a person that loses the nuance 
embedded in the context. 

• Data is relational. It relates to the interaction between a per-
son (or people) and a device, sharing a physical space (e.g., 
a room), as well as other people, not necessarily sharing a 
physical space (e.g., partners, family members, roommates, 
neighbors, visitors). In addition, it accounts for relationships 

with others, “I’m putting information out there about our rela-
tionship” (D21). In fact, more than one speaker was present 
in all received datasets, especially in multi-user environ-
ments, where more than one person shares space and de-
vice (e.g., partners, family members, roommates), but also in 
single-user environments where other people are occasion-
ally around (e.g., neighbors, visitors). 

• Data is multiple. A term introduced by Prainsack [49] re-
ferring to it being able to be and used in more places than 
one at the same time. It can be duplicated and shared, which 
became apparent during the data donation process when 
donors obtained and shared a ‘copy’ of their data. Multi-
plicity illustrates how data can be reused, and potentially 
misused, for more than one purpose and more than one 
entity. In addition, data when aggregated and combined be-
comes a combination of “multiple fragments [from which] 
you can distill some meaning” (D21). 

4.3 Sensitivity of Speech Records 
Donors interpreted the sensitivity of speech records in three ways. 
First, how personal or private individual speech records or the in-
formation derived from them are. Here, sensitive speech records 
contain personal information (from within the private space). Sec-
ond, how disclosable individual speech records or the information 
derived from them are. Here, sensitive speech records are not to 
disclose; their disclosure would be considered a violation or poten-
tially harmful. Third, to what extent can individual speech records 
or the information derived from them be expanded or used difer-
ently. Here, sensitive speech records can lead to inferences about 
personal information, from within the private space, and can be 
re-used outside the context in which they were generated. Start-
ing from these interpretations, we describe the characteristics of 
sensitive speech records and map these into a sensitivity spectrum. 

4.3.1 Characteristics. We developed three themes describing the 
characteristics of sensitive data (Fig. 6): intrusiveness, specifcity, and 
(un)availability. Sensitive data is intrusive as it is generated within 
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Figure 6: The spectrum of sensitive speech records. 

people’s private spaces where others are not necessarily welcome 
or invited. Intrusiveness unfolds through a shared physical space 
where, by capturing what happens within, others gain indirect 
access through data. 

“That I’m planning [activity] it’s something that I 
believe should be in my private area. It’s something 
that I don’t feel comfortable seeing on that screen. 
Because it means someone has the opportunity to 
know what I’m planning, where I’m going, what I’m 
thinking, things that are worrying me, very, very, very 
personal things.” (D14) 

Intrusiveness is related to people’s awareness of the device’s data 
collection and storage practices and how they experience them. 
Hence, it manifests when the device captures more than expected. 

“It’s like if you’re naked you don’t say «OK, Google» 
you frst dress up, and then you say «OK Google», 
which is, I don’t know if it is a lousy metaphor. But 
what I’m trying to say is that we feel aware that for a 
few seconds when we say «OK Google», it’s not like, 
we’re not exactly alone.” (�9� ) 

As expressed by �9� donors described a sense of awareness and 
control over their interactions with the Google Assistant that is lost 
when data is generated from unintended interactions or interactions 
that record “a little bit more than my question” (D1). Thus, the device 
intrudes further into a space by capturing data that reveals more 
information than people intended to disclose or were unaware of. 
Moreover, intrusiveness relates to the amount of data that is made 
available, as more data means more angles from which to access 
a person’s private space and more possibilities of unawareness, 
“anyone can have one digit of my pin. I’m happy to give everyone one 
digit of my pin. But not all four” (D21). 

Sensitive data is specifc as it more narrowly records and refects 
certain aspects or themes of a person’s private space. D17 illustrates 
how sensitivity varies with more and less specifc points when 
comparing two interactions, the frst about her mom and the second 
about the ofce lights. 

“The [frst] one attaches something to me as a person 
that is my mother. So, some information regarding 
something specifc to an individual. This [the second] 
is really general; all kinds of people have ofce lights. 
When I ask about my mom, I know that the answer is 

going to have specifc information in it, so that’s why 
I consider it more sensitive.” (D17) 

Specifcity relates to what is uniquely about a person, as opposed to 
generic information that can be attached to anyone or that relates 
to decontextualized activities. 

“It’s about how unique is that data. Generalistic things 
that everyone does, that don’t have any specifc an-
choring in space or time, for instance, the fact that 
I live in [city], it’s on my profle. The fact that I live 
on that particular street, and like on Tuesday he does 
this, that is more sensitive, so it’s about the specifcity 
of the information.” (D21) 

In addition, specifcity relates to data being spatiotemporal. This 
means data can reveal when and where certain interactions occur 
as they have a “specifc anchoring in space or time” as described 
by D21. It gives an extra layer of specifcity to the data, as it can 
be further situated by considering external factors such as the day 
of the week and the weather. Furthermore, specifcity may derive 
from the aggregation of multiple data and sources of data, resulting 
in a distinct representation of certain aspects of a person’s private 
space, “they know, hey, that is [name] and combined with all the 
things you do on the internet. Well, it gets pretty sensitive” (D10). 

Sensitive data is (un)available, as it is generated within a person’s 
private space where “stuf is much more personal. So I want to guard 
it a little bit more” (D11). For instance, the health-related questions 
that people ask Google before even discussing them with their 
family, friends, and doctors. 

It is collected and stored, hence it is potentially available, yet it 
is generally not at someone’s disposal. It reveals information that 
is not widespread or publicly available as opposed to information 
that people “probably can fnd everywhere” (D18). The increasing 
availability of personal data online and on social media means 
that widespread information from within the public space is not 
necessarily considered sensitive. 

“I have social media, so yeah, it’s normal that these 
things are known by a lot of people that I don’t know 
about” (D17). 

The combination of multiple interactions over time means sen-
sitive data, in the form of patterns and inferences, is sometimes 
(un)available even to the data subjects. 

“You know? It’s weird. Like I think I’m not conscious 
of how much they know about me. Because I just 
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ask random questions [to Google], but then, they put 
it together, and it’s like more information that I’m 
actually conscious. I’m not conscious of that quantity” 
(D19) 

4.3.2 Average Score. We calculated the sensitivity score (Fig. 5(2) ) 
by averaging the responses to Q2 (about perceived sensitivity) for 
each attribute [8, 9]. Single intended interactions (i.e., training, play-
ful, and (common) requests) are generally considered not sensitive 
(����������� ����� ≥ 1). While single unintended interactions and 
the patterns and inferences derived from multiple interactions are 
generally considered slightly sensitive (����������� ����� < 0). 

4.3.3 Spectrum. We identifed a spectrum of sensitivity of speech 
records (Fig. 6) based on the three characteristics, intrusiveness, 
specifcity, and (un)availability. Low sensitivity is attributed to indi-
vidual intended interactions; where data subjects are aware data 
was generated and stored. These relate to simple and mundane 
activities and reveal little or no information about a person. This 
is illustrated by D6, for whom asking Google to turn on Bluetooth 
“it’s just an order. I didn’t say anything, like personal information, 
nothing like that. It’s just some words. It doesn’t mean anything.” Ad-
ditionally, they contain information that is already known or widely 
available (e.g., through social media, on the internet), “that everyone 
can look for” (D19). Such as someone’s relationship status or city of 
residence. For example, D20 uses his Google Assistant to navigate 
the city and has multiple interactions containing information about 
specifc stores and addresses, including work and home, “I mean, 
everybody knows that. What I do, where I go shopping. It’s nothing 
special.” 

Medium sensitivity is attributed to single intended interactions 
that contain traces of personal information and “tell a bit more about 
me” (D18), even when these correspond to simple and mundane 
activities. For example, the single interaction “what’s the weather 
like in [city]?” (medium sensitivity) “shows a little bit about my 
behavior or plans” (D2) with respect to the interaction “what’s the 
weather like?” (low sensitivity). These kinds of interactions contain 
public personal information, but not information that is specifc 
about a person or her private space. 

High sensitivity is attributed to single intended interactions 
when they reveal specifc information about a person’s private 
space, including health and well-being, alcohol consumption, polit-
ical opinions, interests, musical preferences, and a person’s “weird 
parts” (D17), including the “kind of stupid things I said to Google” 
(D18). 

“I guess more a window into your more personal life, 
yeah, which I guess is by defnition more sensitive.” 
(D6) 

High sensitivity is also attributed to single interactions, occurring 
when the speaker is unaware. This includes unintended interac-
tions, “ Google was recording information that I was not aware of, 
which I would say is sensitive” (D16), and intended interactions 
where the speaker is not completely aware, “if I’m sleepy or if I’m 
drunk, like I’m in a state [where] I’m not fully aware” (D5). These 
interactions often generate a sense of discomfort and awkward-
ness. Unawareness extends to other people (e.g., partners, family 
members, roommates, neighbors, visitors) tangled in the data due 

to its relationality. Other people’s interactions, whether intended 
or not, are considered highly sensitive and a violation of their pri-
vacy, “it is my uncle’s privacy, I don’t want to compromise, someone 
else’s privacy” (D2). Moreover, single interactions gain an extra 
layer when considering the nuances stored in the audio recordings 
and communicated through the voice, “that’s also something I don’t 
think about, right? Like how do I sound at 11:33 PM when I’m asking 
Google to do something for me?” (D11). Finally, high sensitivity is 
attributed to the patterns and inferences that can be derived from 
multiple interactions. 

“Even the data that you normally would say it’s not 
sensitive, but if you put it all together it paints quite a 
picture of who you are and what you’re doing, when, 
how, why.” (D18) 

4.4 Intimacy of Speech Records 
Although we did not refer to it, the term ‘intimacy’ came up fre-
quently during the interviews. Donors interpreted the intimacy of 
speech records in three ways. First, how speech records surface 
from closeness and physical proximity in a shared space. Here, inti-
mate speech records refect information from within that shared 
physical space. Second, how speech records capture intimate mo-
ments and activities. Here, speech records are derived from a device 
that is the viewer, or nearly participates, in intimate moments and 
activities. Third, how speech records capture the nuances of the 
daily life. Here, intimate speech records grasp what is often not ma-
terial or explicit (e.g., playfulness, sleepiness, vulnerability). These 
three interpretations are refected in a short excerpt where �9� 
explains what she means when she describes the speech records as 
“very intimate” : 

“We were listening to recordings of when we asked 
the alarm to turn of, and you can tell there is like a 
couple in bed, very sleepy, you know? And it feels 
like it [Google Assistant] was in bed with us, kind 
of, and so it’s not the public voice I have when I’m 
online or with my friends. It’s like a space that is 
really, really intimate, in the sense that no one else is 
usually allowed.” (�9�) 

Given that the physical space is permanently shared and often 
corresponds to an intimate space within a person’s home or close 
to her body, intimacy permeates through all three dimensions of 
speech records. Timestamp, by capturing instances of a time frame 
that belongs to the intimate private space, “at 11:00 PM it’s more 
like a private time, a more intimate time. But around the morning it’s 
more like working [time], so it doesn’t feel like that intimate” (D5); 
Transcript, or content, delving deeper into a person’s private space 
by depicting her inner thoughts, ambitions, and vulnerabilities, 
which are often not visible to others, “information about my think-
ing, my worries, and what I look for is critical. It seems very personal” 
(D14); And audio recording, documenting the acoustic nuances of 
the space and the speaker, “you can hear that the person doing the 
recording is actually sleepy, and that feels more intimate somehow” 
(D2). Intimacy also derives from the interpretation and reconstruc-
tion of the data, where mundane interactions gain additional layers 
as they are situated in a specifc context where intimate activities 
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Figure 7: Tipping point in the course of data donation process and data-centric interviews. 

occur. This type of intimacy is not inherent in the data but unfolds 
through the active participation of the data subjects. 

“The other thing is, it’s not represented here [the 
visualization], occasionally when my partner and I 
have sex, we turn on and of the lights, kind of like 
before to arrange things and then after to clean things 
up. So there’s maybe a detectable pattern that reveals 
our sex life.” (D11) 

Intimate data shares the characteristics of sensitive data. That is, 
intimate data is intrusive (i.e., generated through close physical 
proximity to a bystander device), specifc (i.e., uniquely about a per-
son and inherent in who they are), and (un)available (i.e., capturing 
the nuances). Yet, unlike sensitivity, intimacy is not associated with 
information disclosure and potential privacy violations. It relates 
to the information itself and its materialization. Hence, capturing 
and refecting what is often not expressed or made explicit; even if 
mundane. 

4.5 Tipping Point 
Our research process involved several opportunities for donors 
to refect on their speech records, including downloading a copy, 
exploring the takeout fle, and visualizing them. Through these 
activities, most donors experienced a tipping point where a seem-
ingly innocuous dataset suddenly contained sensitive and intimate 
data about themselves. Of the 17 donors who participated in the 
data-centric interviews, 16 experienced a tipping point (Figure 7). 
For D5, D20, and D21 this point was early and came from the para-
doxical realization that speech records were collected and stored. 
Paradoxical since donors were aware of this, but it became even 
more evident by listening to individual speech records. D21 manu-
ally explored the takeout fle before donating his data; for him, this 
realization came before the data-centric interviews. For D5 and D20 

this realization came early during the data-centric interviews when 
listening to the frst speech record (i.e., single training interaction). 
For D6, D9, D10, and D22, this point came from realizing that traces 
of private personal information or nuanced intimate information 
were present in individual speech records. For D16 this point came 
from an unintended interaction; leading to a misalignment of ex-
pectations about the device’s behavior and a breach of trust. Finally, 
for the remaining eight donors (D1, D2, D8, D11, D14, D17, D18, 
D19), this point came from gaining a better understanding of the in-
formation derived from the aggregation of multiple speech records; 
facilitated through the personal data canvas. Namely, patterns and 
inferences. The tipping point underlines how sensitivity and inti-
macy are not self-evident but characteristics of the data that need 
to be disentangled and explored. 

5 DISCUSSION 
Our study investigated people’s perspectives on sensitivity and 
intimacy with a focus on speech records. Our fndings illustrate 
three characteristics of ‘sensitive’ and ‘intimate’ speech records. 
First, they are intrusive as they enter a person’s private space, cap-
ture what happens within and expose it to unwanted access, or 
‘the unknown’ [56]. Second, they are specifc, narrowly personal 
(i.e., about me and no one else) and depicting a situation through 
time and space. Third, they are (un)available, not widespread yet 
potentially available. We discuss our fndings (Section 5.1), discuss 
implications for data holders, policy makers, and researchers in-
volved with sensitive and intimate data (i.e., speech records or the 
information derived from them) (Section 5.2), and provide recom-
mendations for researchers aiming to support research participants 
disentangle the sensitivity and intimacy of their speech records 
(Section 5.3). 
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5.1 Understanding Sensitivity and Intimacy 
Previous research on single speech records (i.e., individual interac-
tions with a voice assistant) concludes that these are not perceived 
as ‘sensitive’ information [31, 36]. Our research partially aligns with 
their fndings (i.e., individual interactions are generally considered 
not sensitive). However, it highlights the fundamental diferences 
of comprehensively engaging with speech records. The interaction 
“OK Google, set an alarm”, mundane and not considered sensitive in 
the GDPR [23], by HCI scholars [32, 34, 61, 62] (not accounting for 
inferences [52]), or according to previous research [31, 36], illus-
trates the nuances of people’s perceptions of sensitive and intimate 
data (i.e., speech records or the information derived from them). 
This interaction is perceived as ‘sensitive data’ when it is generated 
from a place of playfulness (e.g., funny accent) or low consciousness 
(e.g., unaware, drunk). Multiple of these interactions are perceived 
as ‘sensitive data’ when information about people’s behavior and 
routine can be inferred from them. Additionally, this interaction is 
perceived as ‘intimate data’ when it is generated from a place of 
vulnerability (e.g., sleepy) or it accounts for intimate contexts and 
activities (e.g., a couple in bed) occurring within a shared physical 
space. 

Notions of ‘sensitive data’ as information that should not be dis-
closed [34, 61] or belonging to specifc categories [23, 32, 52, 62] are 
limited. They do not account for the pervasive and dynamic nature 
of the data or potential inferences derived from aggregation. Shar-
ing a physical space with a digital device, such as Google Assistant, 
means it captures various sensitive and intimate information over 
time, belonging to prescribed categories (e.g., political opinions) 
and beyond (e.g., subjectively defned private spaces). Yet, these 
are usually fuzzy, not evident on the surface. Sensitivity has been 
widely associated with private information [23, 32, 52, 62] and in-
formation disclosure [34, 61]. Therefore, it has been closely related 
to privacy; defning where sensitive information resides and where 
are the boundaries [6, 46] and selectively [44] and contextually 
[41] limiting disclosure. But, how can I control the disclosure of 
information I don’t know is there? Sensitive speech records are not 
only a window for ‘the unknown’ [56] to access a person’s private 
space but are also, to some extent, ‘the unknown’. 

From the three characteristics we identifed, we propose to un-
derstand sensitive data as personal information that is absorbed and 
abstracted from a person’s private space. Sensitive data is absorbed 
as it is generated through digital devices that intrude on a person’s 
private physical space and transform specifc instances into informa-
tion that is situated and time-bounded but decontextualized. Thus, 
sensitive data retains information on a person’s behavior that is 
often (un)available to her and others. It is abstracted as it detaches a 
person from the context and nuances of her private space. Moreover, 
we propose to frame ‘intimate data’ as a subset of ‘sensitive data’ 
that relates to the absorption and abstraction of information about 
intimate contexts and activities within a shared physical space. 
This aligns with previous literature relating intimacy to physical 
togetherness [27, 45] and intimate contexts and activities [4, 5, 30]. 
This conceptualization, and the characteristics on which it is based, 
rely on the distinction and boundaries between private and public 
information [6, 46]. Yet, these boundaries become fuzzy around 
data collected as a byproduct of people’s interactions with a digital 

product or service, such as speech records. Our conceptualization of 
‘sensitive data’ contributes to the privacy literature by underlining 
the need to disentangle sensitivity and intimacy from the data as a 
pre-requisite to defning the context-specifc boundaries around it. 

5.2 Implications for Data Holders, Policy 
Makers, and Researchers 
“I must say that I feel a bit naked. In the sense that this 
tells a lot about me, much more than I expected. And, 
in fact, it shows how technology actually is so close 
to us that it is able to give this amount of information.” 
(D17 at the end of the interview) 

Surprise and unexpectedness were common feelings among donors 
who experienced a tipping point (Section 4.5). Yet, they played an 
active role in the generation of most speech records; when giving 
a command or asking a question. In addition, they were informed 
of the data collection practices of their Google Assistant at least 
in two instances; when setting up their device and when they 
came across our research. Feelings of surprise, unexpectedness, 
and even nakedness illustrate how data holders (e.g., Google) and 
researchers (e.g., us) often fail to adequately inform their users and 
participants. They know that personal data is being collected, but 
they often do not know how it looks, how it feels, or what kind 
of sensitive or intimate information it contains or can be inferred 
from it. We discuss implications for data holders, policy makers, 
and researchers, aimed at mitigating surprise and unexpectedness. 

• Implications for Data Holders: Our fndings suggest that 
the surprise of fnding unintended interactions or unravel-
ing sensitive information from the aggregation of multiple 
interactions diminishes trust in the data holders. For them, 
mitigating surprise is an opportunity to build better relation-
ships with their users and build trust [14]. Data holders have 
the opportunity to build new functionalities around personal 
data and provide its users with new capabilities such as data 
exploration and curation. Currently, Google Assistant users 
can review a history of their data (i.e., a scrollable list) and 
manually delete specifc interactions. They could provide 
alternative data representations that empower users to en-
gage with data as a tool to refect and gain personal insights 
[14], and even actively re-defne their privacy boundaries 
[31, 44, 60, 65]. 

• Implications for Policy Makers: The donors in our study 
made use of the GDPR’s ‘right to data portability’ [23, Art. 20] 
to obtain a copy of their data from Google and reuse it for the 
purpose of contributing to our research. Although they ob-
tained a copy of the data and could explore it autonomously, 
most donors found the multiple fles and formats difcult to 
navigate. Previous research points out to similar limitations 
of data portability, as data is generally provided in frustrat-
ing formats and through difcult processes [3, 14]. It aligns 
with the purpose of ‘portability’ which attempts to increase 
end-users agency by decoupling the data from its holder. 
Policy makers could mitigate donors’ surprise by develop-
ing policies encouraging personal data literacy [25, 63]. For 
example, they could require data holders to engage with 
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end-users to create a set of data interactions that increase 
their understanding of the data. 

• Implications for Researchers: Our research is one of many 
that engage with personal data. During this process, we 
witnessed the discomfort and vulnerability that stem from 
surprise and the unexpected. We argue that the fuzzy and 
sensitive nature of personal data is an opportunity to de-
velop a research process and agenda that integrates personal 
data literacy and exploration. First, it is an opportunity to 
facilitate the disentangling of the data through visualizations 
and creative sessions [22, 26, 47], and support participants 
in actively and iteratively defning personal boundaries. Sec-
ond, it augments data with contextual information, reducing 
assumptions and misinterpretations for the researchers [21]. 
In addition, our research underlines the relational nature of 
personal data. It depicts people’s relationships with others 
[48, 49], which naturally occur when personal data is gener-
ated through multi-user digital devices in public or shared 
spaces, such as voice assistants [19, 31, 36, 47]. Thus, account-
ing for others, such as third parties and minors [19], presents 
an open challenge, involving and informing all parties or 
excluding them from data collection. 

5.3 Recommendations: Distangling Sensitivity 
and Intimacy from Speech Records 

The personal data canvas was a frst step in supporting users and 
research participants to disentangle sensitivity and intimacy from 
their speech records. It enabled donors to interact with their speech 
records in a less confusing way than the difcult-to-explore takeout 
fle. Besides, it raised awareness about unintended interactions, 
patterns, and inferences. We translate our experience into practical 
recommendations to design processes and tools that help disentan-
gle the sensitivity and privacy of speech records. These are directed 
at researchers engaging with speech records. 

• Provide a comprehensive overview: We provided donors 
with multiple perspectives from which to approach their 
data. In contrast to previous research (e.g., [31, 36]), which 
focused on randomly selected single interactions, we intro-
duced diferent types of single interactions and information 
derived through aggregation and inference. We recommend 
providing a comprehensive overview to progressively and 
incrementally approach and interrogate sensitivity and inti-
macy. 

• Draw attention to the unintended and the unexpected: 
Donors often found sensitivity in situations of low awareness 
or vulnerability (e.g., unintended interactions). These are less 
frequent, especially in large datasets, but they are important 
to highlight. We recommend bringing them to the fore but 
acknowledging that they are rare. 

• Support structuring the data: The personal data canvas 
depicted categories based on patterns of use, temporal pat-
terns, and frequency, which donors highly appreciated. For 
some, the canvas was the highlight of the interview. In ad-
dition, they were helpful prompts for personal refection 
and interrogation of the sensitive and intimate elements. We 

recommend facilitating the process of structuring the data 
to support interpretation and sensemaking. 

• Foster reconstructing the context of the data: Speech 
records are limited and decontextualized. However, in some 
cases, sensitivity and intimacy derive only from the context 
in which they are generated. For instance, a donor recognized 
anomalies in her Friday routine that led to her identifying 
sensitive attributes in her data. We recommend creating 
activities that facilitate the reconstruction of the context 
of the data so that people understand how data relates to 
their day-to-day life and activities. It is an opportunity to 
encourage self-refection through the data and disentangle 
sensitivity and intimacy. 

• Help navigate personal settings: At the end of the inter-
view, more than half of the donors were interested in receiv-
ing suggestions on how to confgure their devices to mitigate 
the collection of sensitive or intimate speech records. We rec-
ommend providing general guidelines (e.g., how to disable 
voice data collection) and space for case-specifc suggestions. 

6 LIMITATIONS AND FUTURE CHALLENGES 
Our research introduces the perspective of data subjects (i.e., Google 
Assistant users) concerning the sensitivity and intimacy of their 
speech records. Yet, there are limitations to our approach. First, 
our research is grounded and limited by the specifc character-
istics of speech records collected by always-on voice assistants 
and our choices on how to present and visualize them. Future re-
search should explore sensitivity and intimacy in other types of 
data collected by digital devices (e.g., sensor data, and location) 
and consider alternative ways to facilitate data exploration. Sec-
ond, our research involved users of Google Assistant who were 
willing to share their personal data with a research team. We do 
not incorporate the perceptions of people who refrain from using 
a smart assistant or are less inclined to share their personal data. 
They might conceive sensitivity and intimacy diferently. Future 
research could fnd ways to integrate their perspective while re-
specting their boundaries. Third, our research was conducted with 
participants from a western cultural background. Future research 
should investigate how cultural settings infuence perceptions of 
sensitivity and intimacy, involving a more diverse set of users. Sim-
ilarly, future research should account for multi-user environments 
and the perspectives of other people present in the data, since data 
is often collected about them. Fourth, four donors had to opt-in for 
their Google Assistant to store their data. Although we instructed 
them to interact with their device as they normally would, they 
were aware of our research and might have altered their interac-
tion patterns. Additionally, future research could further explore 
subjectively defned private spaces and how data observed by dig-
ital devices within them is perceived. Moreover, future research 
could investigate ways to enable and support personal data literacy 
that includes ‘sensitive’ and ‘intimate’ data exploration, as well as 
informed boundary setting. 

7 CONCLUSION 
In this paper, we collaborated with Google Assistant users to inves-
tigate the following research question: How do voice assistant users 
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perceive ‘sensitive’ and ‘intimate’ data when faced with a compre-
hensive view of their speech records? We received speech records 
generated in-the-wild from 22 Google Assistant users through data 
donation. We analyzed the dimensions and characteristics of the re-
ceived speech records in relation to previous literature and mapped 
them in terms of sensitivity and intimacy. We used the results of the 
analysis to develop a scenario-based interview protocol around data-
sharing and sensitivity that we used to conduct semi-structured 
interviews with 17 of the 22 Google Assistant users who donated 
their data. We reported on our fndings, suggesting that sensitivity 
is associated with the disclosure of information that is (1) intrusive, 
(2) specifc, and (3) (un)available, while intimacy is a subset of sen-
sitivity and unfolds through the recording of intimate thoughts and 
activities. In addition, we described the tipping point where most 
donors’ perceptions of the sensitivity and intimacy of their speech 
records changed. We discussed the implications of our fndings for 
data holders, policy makers, and researchers involved with ‘sensi-
tive’ and ‘intimate’ data. In addition, we provided recommendations 
for researchers aiming to support research participants disentangle 
the sensitivity and intimacy of their speech records. 
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