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Operating a conventional propeller at negative thrust results in the operation of positively cambered blade sections at

negative anglesof attack, leading to flowseparation.Consequently, accurately simulating theaerodynamics ofpropellers

operating at negative thrust poses a greater challenge than at positive thrust. This study offers a comprehensive

assessment of the aerodynamic modeling capabilities of numerical methods, spanning low to high fidelity, for

computing propeller performance across both positive and negative thrust regimes. Low-fidelity methods, namely,

blade-element momentum and lifting line theories, effectively predict propeller performance trends at positive thrust.

However, they fail to capture trends at negative thrust beyond the maximum power output point due to the neglect of

three-dimensional flow effects. Both steady and unsteady Reynolds-averaged Navier–Stokes (RANS) simulations with

y� < 1performwell acrossbothpositiveandnegative thrust conditions,with errorsbelow2%forboth thrustandpower

magnitudes near the maximum power output point. Lattice-Boltzmann very-large-eddy simulations (LB-VLESs) with

y� ≤ 10 exhibit excellent agreement with experimental data with less than 1% error near the maximum power output

point but with significant computational costs. Conversely, LB-VLESs with y� ≥ 15 offer amore economical approach

to capture general trends with the computational cost of the same order as unsteady RANS. However, wall models

introduce errors in modeling flow separation, leading to a 16% overestimation of powermagnitude near themaximum

power output point. The results highlight the necessity of using tools with increased fidelity levels when considering

propeller operation at negative thrust compared to the conventional positive thrust regime.

Nomenclature

a = axial induction, Va∕V∞
Cf = skin-friction coefficient, τw∕q∞
Cn = normal-force coefficient, ∫ 1

0Cps
dζ∕c

CP = propeller power coefficient, P∕ρ∞n3D5

Cps
= static pressure coefficient, �p − p∞�∕qeff

Cpt
= total pressure coefficient, �pt − pt∞

�∕q∞
CT = propeller thrust coefficient, T∕ρ∞n2D4

c = section chord, m
cd = sectional drag coefficient, D 0∕q∞c
cl = sectional lift coefficient, L 0∕q∞c
cp = sectional power coefficient, P 0∕ρ∞n3D4

cq = sectional torque coefficient, Q 0∕ρ∞n2D4

ct = sectional thrust coefficient, T 0∕ρ∞n2D3

D = propeller diameter, m
D 0 = sectional drag force, N/m
hi = average cell size of grid i, m
J = propeller advance ratio, V∞∕nD
L 0 = sectional lift force, N/m

M = Mach number

n = propeller rotation speed, Hz

P = propeller power, W

p = static pressure, Pa

pt = total pressure, Pa

Q = torque, N·m
q = dynamic pressure,p∞�1� ��γ − 1�∕2�M2�γ∕�γ−1� − p∞,

Pa
R = propeller radius, m

Rx = slipstream radius at x, m
r = radial coordinate, m

T = propeller thrust, N

t = section thickness, m

Uϕ = estimated discretization uncertainty

V = velocity, m/s

x = axial coordinate, m

y� = dimensionless wall distance

α = angle of attack, deg

β0:7R = blade pitch angle at 70% of the radius, deg

Δt = time step, s

δP = pressure jump over given annulus, N∕m2

δr = radial width of given annulus, m

δT = thrust over given annulus, N

ζ = chordwise coordinate, m

ηeh = energy-harvesting efficiency, −8P∕ρ∞πD2V3
∞

ηp = propeller efficiency, TV∞∕P
ηt = turbine efficiency, P∕TV∞
ρ = air density, kg∕m3

τw = wall shear stress, Pa

ω�
t = nondimensional in-plane vorticity, ωtD∕V∞

ωt = in-plane vorticity, 1∕s

Subscripts

a = axial

Received 23 February 2024; revision received 7 May 2024; accepted for
publication 13 May 2024; published online Open Access 23 July 2024.
Copyright © 2024 by J. Goyal, T. Sinnige, F. Avallone, and C. Ferreira.
Published by the American Institute of Aeronautics and Astronautics, Inc.,
with permission. All requests for copying and permission to reprint should be
submitted to CCC at www.copyright.com; employ the eISSN 1533-385X to
initiate your request. See also AIAA Rights and Permissions www.aiaa.org/
randp.

*Ph.D. Candidate, Wind Energy Section, Faculty of Aerospace Engineer-
ing; j.goyal@tudelft.nl.

†Assistant Professor, Flight Performance and Propulsion Section, Faculty
of Aerospace Engineering; t.sinnige@tudelft.nl.

‡Full Professor, Department of Mechanical and Aerospace Engineering;
francesco.avallone@polito.it.

§Full Professor, Wind Energy Section, Faculty of Aerospace Engineering,
Kluyverweg 1; c.j.simaoferreira@tudelft.nl.

3758

AIAA JOURNAL
Vol. 62, No. 10, October 2024

D
ow

nl
oa

de
d 

by
 T

ec
hn

is
ch

e 
U

ni
ve

rs
ite

it 
D

el
ft

 o
n 

O
ct

ob
er

 7
, 2

02
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/1

.J
06

40
93

 

https://orcid.org/0000-0001-7448-8617
https://orcid.org/0000-0002-8225-8114
https://doi.org/10.2514/1.J064093
www.copyright.com
www.aiaa.org/randp
www.aiaa.org/randp
http://crossmark.crossref.org/dialog/?doi=10.2514%2F1.J064093&domain=pdf&date_stamp=2024-07-27


eff = combination of axial and rotational components
∞ = freestream

Superscript

0 = per unit span

I. Introduction

T HE emergence of electric aviation has sparked a renewed inter-
est in propellers. Propellers can be easily combinedwith electric

motors to achieve new configurations for which increased interaction
between the propulsion system and wing can enhance the overall
aerodynamic performance of the aircraft [1–3]. One additional ben-
efit of combining propellers with electric propulsion is that propellers
can be operated at negative thrust settings that can be beneficial
for achieving steeper descent, reduced landing run, better maneuver-
ability [4,5], reduced community noise [6], and regeneration of
energy [7,8].
A propeller can be used to produce negative thrust by adjusting the

blade pitch and rotational speed so that the angles of attack at the blade
sections become such that negative lift is produced (see Fig. 1). The
generation of negative thrust is accompanied by a negative torque,
which can be converted to electrical energy to power the electrical
systems onboard. Propeller design optimization efforts by Pipistrel for
a small electric trainer aircraft led to energy savings of 19%, showing
the potential of the concept [7]. Moreover, this concept has been
successfully implemented for marine applications in the Opal ship [9].
Investigations of different conventional propellers in the negative

thrust regime have reported energy-harvesting efficiency values of
about 10% without any optimization for this mode [8,10,11]. The
low energy-harvesting efficiency values for conventional propellers
result from the contrasting nature of positive and negative thrust
operations. A conventional propeller optimized for the positive thrust

regime has positively cambered blade sections. Using such conven-
tional propellers at negative thrust conditions requires the operation of
these positively cambered blade sections at negative angles of attack
(see Fig. 1b). Therefore, the propeller blades are prone to flow sepa-
ration when operating at negative thrust conditions, resulting in poor
aerodynamic performance [8,11–13]. An alternative approach to mit-
igate this issue is to invert the blade pitch and rotate the propeller in the
opposite direction. However, this approach presents several chal-
lenges, including inverted blade twist and potentially requiring com-
plex control mechanisms. Therefore, such an approach is deemed
impractical in real-flight conditions and is not considered in this study.
Given the complex aerodynamics associated with negative thrust

conditions, the tools/models capable of accurate performance pre-
dictions in positive thrust conditions may not be reliable anymore in
negative thrust conditions. Therefore, it is critical to benchmark the
capabilities of different aerodynamic models in the negative thrust
regime compared to the positive thrust regime.
This paper addresses this need by systematically evaluating numeri-

calmethods of varying fidelity against experimental data. The spectrum
of fidelity encompasses low-fidelity tools like blade element momen-
tum (BEM) and lifting line (LL) theories, midfidelity through steady
Reynolds-averaged Navier–Stokes (SRANS), and high-fidelity simu-
lations involving unsteady RANS (URANS) and lattice-Boltzmann
(LB) very-large-eddy simulations (VLESs). Through this comprehen-
sive investigation, this paper aims to provide valuable insights into the
performance and limitations of these methods in both positive and
negative thrust conditions. This information will assist the research
community in selecting the most suitable numerical method based on
their specific researchobjectives and available computational resources.

II. Propeller Geometry and Reference
Experimental Setup

The propeller used in this study is the TUD-XPROP, a scaled
version of a propeller for a previous-generation regional turboprop
aircraft. The propeller has a diameter of 0.4064m and a hub diameter
of 0.092m.The nacelle of the propeller extended up to approximately
1.6D downstream. Originally, the propeller had six blades; however,
only three blades were used in the reference experiment due to the
limitations of the power dissipation system when operating at neg-
ative thrust [11]. Therefore, the three-bladed variant of the propeller
has been used in this study. The propeller can be seen in Fig. 2a, along
with its geometry parameters in Fig. 2b.
To validate numerical methods, comparisons are madewith exper-

imental load cell data, 5-hole pressure probe data, and phase-locked
particle image velocimetry (PIV) data from Nederlof et al. [11] at a
pitch setting of 15° at 0.7R (β0:7R � 15°). The experiments were
conducted at a freestream Mach number of 0.09, with the helicoidal
tipMach number ranging from0.21 to 0.51. TheMach numbers at the

V∞

2πnr

α

effVlc

dc

tc

qc

β

a) Positive thrust mode

V∞

2πnr

α
effV

lc
dc

tc

qc

β

b) Negative thrust mode

Fig. 1 Velocity triangles at a fixed-pitch propeller blade section in
propulsive and energy-harvestingmode.Reprintedwithpermission from

Tomas Sinnige. Source: [8].

a) Isolated propeller with three blades
installed on a sting

b) Propeller blade geometry

Fig. 2 Propeller setup in the wind tunnel and geometry.
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propeller blades are considered representative of subsonic condi-
tions. As the TUD-XPROP is a scaled-down model, the Reynolds
number, based on the chord of the blade sections in experiments, is an
order of magnitude lower than in full-scale flights. Operating the
propeller at these lower Reynolds numbers in the experiments led to
an increased susceptibility to flow separation and the presence of
separation bubbles on the propeller blades. Consequently, matching
numerical results with experimental data at these lower Reynolds
numbers is more challenging than full-scale flight conditions.
The experimental data used in the present paper were corrected for

wind-tunnel boundary interference. Three different corrections were
applied to correct the freestream velocity based on the study of Barlow
et al. [14]: 1) solid blockage due to the nacelle, 2) solid and wake
blockagedue to the sting (support structure), and3) propeller slipstream
blockage. Subsequently, response models for CT and CP as a function
of Jwere determined based on the corrected data using polynomial fits.
The order of the polynomial fits was determined by assessing the
variation of root mean square error and t-statistics with the order of
the polynomial, resulting in a fourth-order polynomial fit forCT versus
J and a third-order polynomial fit forCP versus J. The uncertainties of
the responsemodelswere based on 95%prediction bounds. The results
for other parameters (ηp; ηt; and ηeh) were calculated from the results

obtained from the response models for CT and CP.

III. Numerical Methods

In this study, methods ranging from low-fidelity to high-fidelity
have been used to simulate propeller performance in positive and
negative thrust regimes, as listed in Fig. 3. These methods and the
computational setups are briefly described in this section.

A. Blade-Element-Momentum Theory

A classic BEM model was implemented based on Rwigema [15]
and Burton et al. [16]. The blade section properties (lift and drag polar
data) were calculated usingRFOIL [17], which is amodification of the
well-known two-dimensional-panel (2D-panel) method XFOIL [18].
RFOILwas selected for its better lift and drag coefficient prediction in
the post-stall region [19]. Moreover, the quasi-three-dimensional
(quasi-3D) model available in RFOIL was utilized to account for the
influence of Coriolis and centrifugal forces on the boundary-layer
characteristics of rotating airfoils [20,21]. The source code of the
BEM model used in this study can be found on 4TU.ResearchData
repository [22].
The BEM calculations used 50 radial stations with cosine distribu-

tion along the blade span to achieve higher resolution in the root and tip
regions of the blade, where the gradients in loading are highest. To
account for compressibility and Reynolds number effects, polar data
was collected at different Mach and Reynolds numbers at 24 radial
stations using RFOIL. Subsequently, the data was interpolated to local
Mach and Reynolds numbers based on the local effective velocity and
chord of the airfoil sections along the blade span. This interpolation
occurred in two steps. Firstly, the polar data was interpolated using
Delaunay triangulation of the sample points. In this step, the polar data
was obtained for the given radial location at a given angle of attack and
the local Reynolds number for all the input Mach numbers. In the
subsequent step, the acquired polar data was linearly interpolated to
obtain the values at the specified local effective Mach number. To
account for hub and tip loss, Prandtl tip correction [23] was imple-
mented. Additionally, Glauert’s correction [16] was implemented for
highly loaded propellers in the negative thrust regime.

B. Lifting Line Theory

This research used the semi-free-wake lifting-line (LL) theory as
described by Katz and Plotkin [24]. Although a free-wake lifting-line

theory would provide higher accuracy, its substantial computational
resource requirements make it impractical for design optimization
studies. The same polar data and interpolation scheme were used for
the lifting line as for BEM theory in the preceding section. Also, the
compressibility and Reynolds number effects were taken into account
in the same manner as in the BEM theory.
The LL calculations were performed using 50 radial stations uni-

formly distributed along the blade span (unlike BEM theory) to avoid
numerical instability caused by small elements at the root and tip. The
pitch of thewakewas defined based on the solution as per the so-called
semi-free-wake approach. An initial helical wake was defined with an
arbitrary pitch based on the initial guess of the average axial induction
(a) at the rotor. Based on this wake, the converged circulation distri-

bution (change in circulation ≤10−6 per section) and induction were
calculated at the propeller blades. The pitch of the helical wake was
redefined based on this converged average axial induction at the rotor
until the change in the newly calculated average axial induction was

within the tolerance level (10−3).
To account for the contraction of the helical wake, Eq. (1) derived

byVeldhuis [25]was used. Though thiswakemodel does not account
for vortex roll-up, it does account for the influence of the axial
velocity increment and contraction within the slipstream.

rx
r
� 1� a

1� a 1� x

r2�x2
p

(1)

where rx is the contracted radius of the annulus [m] at an axial
distance of x downstream of the propeller [m], r is the radius of the
annulus at the propeller disk [m], and a is the average axial induction
of the given annulus at the rotor disk.

C. Steady RANS Simulations

1. Solver Description and Numerical Setup

The RANS equations for compressible flow were solved using
ANSYS® Fluent 2019 R3 [26], which is a commercial, unstructured,
finite-volume, cell-centered solver. As only uniform inflow conditions
have been studied in this paper, these simulations were solved for a
single-bladewedge domain in a steadymanner using amultireference-
frame approach. The computational domain used for these simulations
can be seen in Fig. 4. It was made sure that the boundaries of the
domains were sufficiently far away to keep the influence of boundary

Increasing Fidelity

BEM LL SRANS URANS LB-VLES

Fig. 3 Numerical tools considered in this study.
Fig. 4 Numerical domain and boundary conditions for steady RANS
simulations.

3760 GOYAL ETAL.

D
ow

nl
oa

de
d 

by
 T

ec
hn

is
ch

e 
U

ni
ve

rs
ite

it 
D

el
ft

 o
n 

O
ct

ob
er

 7
, 2

02
4 

| h
ttp

://
ar

c.
ai

aa
.o

rg
 | 

D
O

I:
 1

0.
25

14
/1

.J
06

40
93

 



conditions on the flow properties near the propeller blade minimum
[8,27,28]. The height of the block of the domain in the vicinity of the
propeller blade was chosen to be 1:5R to allow for wake expansion in
negative thrust conditions and was refined to capture the propeller
slipstream. The height of the domain was chosen to be 10R with a
wedge angle of 120°.
Following the CFD setup of previous research efforts for similar

problems [8,27,28], total-pressure inlet, pressure outlet, and pressure
far-field boundary conditions were used in combination with a
conformal periodic boundary condition for the side boundaries to
avoid interpolation errors. The propeller blade and spinner were
modeled as no-slip stationary walls in the moving reference frame,
and the nacelle was modeled as a no-slip stationary wall in the
absolute reference frame. The air density was calculated using the
ideal gas assumption, and the dynamic viscosity was computed using
Sutherland’s law. The turbulencemodelingwas based on the Spalart–
Allmaras method with a modification proposed by Dacles-Mariani
et al. [29,30].
ANSYSMeshingwas used for grid generation. Adjacent to no-slip

wall regions, a triangular wall mesh and layers of semistructured
prismatic and tetrahedral elements were used. On the other hand, an
unstructured hexagonal mesh was created in the far slipstream and
upstream of the propeller to reduce the total number of elements. The
first-layer thickness of inflation layers was tuned to keep the y� ≤ 1
as per the requirement of the Spalart–Allmaras turbulence model.
The grid density in the whole domain was controlled by the wall
refinement of no-slip walls and the volume refinement of the
domains. The grid density was kept similar over the propeller blade
and nacelle, i.e., the zoomed part of the domain shown in the bottom
part of Fig. 4. Upstream and downstream of the blade and nacelle, the
grid density was reduced to optimize the computational cost.

2. Grid Convergence Study

Thegridwas refined systematically for the grid convergence study,
except for the inflation layer, as per the recommendation of starting
the grid convergence study from the edge of the wall layer out by
Roache [31]. Following the methodology of Stokkermans et al. [27],
the least-squares version of the grid convergence index proposed by
Eça and Hoekstra [32] was used to estimate discretization error.
Table 1 lists the grid size and refinement ratios hi∕h1 for the studied
configurations, where hi is the average cell size of the grid i and h1
represents the average cell size of the finest grid. Four different grids
were used for the grid convergence study, where grid 4 is the coarsest,
and grid 1 is the finest.
The systematic grid convergence analysis was performed based on

the integrated thrust and power coefficients for two operating con-
ditions. Additionally, a qualitative assessment was made of the con-
vergence in terms of the radial distributions of thrust and power along
the blade span. The two conditions were chosen as the most chal-
lenging ones to reproduce numerically. The first condition is a
positive thrust condition with a moderate thrust at J � 0:61 with
β0:7R � 15°. The given pitch angle is not optimal for propulsive
operation and leads to separation near the trailing edge [12]. There-
fore, if the grid results are converged for such an operating condition,
it can be safely assumed to be converged for other positive thrust
conditionswith fully attached flow.However, the grid convergence in
the positive thrust regime does not ensure the convergence in the
negative thrust regime because of significant flow separation around
the blades in the latter condition [8,12]. Therefore, the second con-
dition is the negative thrust condition at J � 1:10 with β0:7R � 15°,
close to the maximum power output point.

The results from the grid convergence study are given in Table 2,
where Uϕ represents the estimated discretization error based on the
solution of the chosen grid (grid 2). Due to the onset of separation

near the tip of the blade (discussed later in Sec. IV.B), an oscillatory
convergence was observed for both operating points. Due to the
oscillatory convergence, the discretization error was determined

using Uϕ � 3ΔM, where ΔM represents the maximum difference

between all the available solutions [32]. The propulsive condition
(J � 0:61) has a maximum estimated discretization error of less than

1% for both CT and CP. However, the maximum estimated discreti-
zation error for the negative thrust condition (J � 1:10) is 3.37% and
6.40% forCT andCP, respectively. The increased discretization error

results from significant flow separation on the propeller blades.
To further check the discrepancies between solutions obtained for

different grids, radial distributions of thrust and power are compared
in Fig. 5 for the operating point corresponding to the maximum

uncertainty, i.e., J � 1:10. It can be observed that except, for some
minor differences in the outer region of the blade due to the onset of
separation, the solutions for all the grids are in reasonable agreement.

Assuming grid 1 (the finest grid) as the reference, grid 2 provides a
better match of radial distributions of both thrust and power com-
pared to the other grids. Therefore, grid 2 was determined to be the

most suitable in terms of the tradeoff between computational cost and
solution refinement and, therefore, was used to generate the results
discussed in the rest of the paper.

D. Unsteady RANS Simulations

The setup for unsteady RANS (URANS) simulations was similar
to the setup used for SRANS. Assuming the URANS solution will

behave in a similar way as SRANS data, the grid 2 used for SRANS
simulations was copied and rotated to generate the remaining two
blades of the propeller geometry, resulting in a cylindrical domain.

The sliding mesh approach was used to solve the URANS equations
with a time step equivalent to a 2° rotation for all the advance ratios
considered in this study. The time step was chosen based on the

recommendation by Stokkermans et al. [27]. The second-order back-
ward Euler scheme was used with the implicit formulation for the
time-stepping. The URANS simulation was initialized with the con-

verged solution from the SRANS solution of the cylindrical domain.
The simulationwas run for two rotations, fromwhich the last rotation
was used for the analysis. It was ensured that the results from the last

rotation were converged by monitoring the integrated forces and
checking the variation in blade loading over the rotation.

E. Lattice-Boltzmann Very-Large-Eddy Simulations

The LB-VLESs represent the highest-fidelity numerical approach

employed in this paper. For a comprehensive understanding of the
lattice-Boltzmann method (LBM), readers can refer to the detailed

descriptions available in Succi [33] and Shan et al. [34]. TheLB-VLES
equations were solved using SIMULIA® PowerFLOW 6-2021-R6, a
commercially available solver. The LB-VLES solver implemented in

PowerFLOW uses a wall model approach. However, as shown by
Romani and associates [35], in order to well predict boundary-layer
separation and start resolving turbulence features, near-wall grid

refinement is needed with y� ≤ 10.
Unlike traditional RANS simulations, where stretched cells can be

used to achieve low y� values, the LB-VLES solver implemented in

Table 1 Grid size of
the SRANS simulations

Grid No. of cells hi∕h1
4 2,909,433 1.87
3 6,097,112 1.46
2 9,620,832 1.26
1 19,130,159 1.00

Table 2 Grid convergence study of SRANS simulations

J � 0:61 J � 1:10

Grid CT CP CT CP

4 0.03917 0.03785 −0.12713 −0.05458
3 0.03907 0.03776 −0.12660 −0.05420
2 0.03909 0.03778 −0.12724 −0.05480
1 0.03915 0.03779 −0.12803 −0.05537
Discretization error jUϕj;%
(Based on grid 2)

0.78 0.74 3.37 6.40
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PowerFLOW requires cells with a strict aspect ratio of 1 and a

Courant number below 1. These requirements result in a significant

computational cost increase when attempting to reach y� ≤ 10 over
the propeller blade surface. This cost increase is attributed to the need

for both an increase in mesh size (number of cells) and a decrease in

the time step with the decrease in y� at the blade surface. Conse-

quently, though LB-VLESs with y� ≤ 10 can be instrumental in
obtaining the detailed flow features around the propeller blades and
understanding the propeller aerodynamics and aeroacoustics (espe-
cially in the presence of flow separation), this great detail comes at an

equally great computational cost.
Therefore, most practical studies use y� ≥ 15 to reduce the com-

putational cost. However, it is essential to remember that higher y�
values can delay the transition to resolved turbulence, potentially
leading to inaccuracies in predicting features like flow separation and

reattachment. Considering these advantages and drawbacks, this
study employed two types of LB-VLESs:
1) LB-VLESsy�≥15: These LB-VLESs were run with y� ≥ 15.

The simulations ran for ten propeller rotations, with the final eight
used for analysis. Note that only four revolutions were needed to
achieve the converged aerodynamic solution; however, the simula-
tion was run longer due to the interest in aeroacoustics (not discussed
in this paper).
2) LB-VLESsy�≤10: These LB-VLESs were run with y� ≤ 10.

Due to the extreme computational requirements of LB-VLESsy�≤10,

only two conditions were simulated using this strategy: J � 0:60 and
1.10. The first condition corresponds to the positive thrust condition,
and the second condition corresponds to the negative thrust condi-
tion. These simulations were initialized using the solution of
LB-VLESsy�≥15. The LB-VLESsy�≤10 were run in total for four

propeller rotations, out of which the last three were used for the

analysis. Only two revolutions were required to obtain the converged
aerodynamic solution; however, the simulation was run longer due to
the interest in aeroacoustics (not discussed in this paper).

1. Solver Description and Numerical Setup

The computational domain was a cubewith a domain size of 128D
in all three directions (see Fig. 6a). Note that such a large domain size
was motivated by an interest in aeroacoustics rather than in aerody-
namics. The computational domain was discretized using a Cartesian
mesh, employing 19 discrete velocities in three dimensions (D3Q19),
including a third-order truncation of the Chapman–Enskog expan-
sion. An explicit time integration approach was applied to solve the
equations with a Courant–Friedrichs–Lewy (CFL) number of 1 to
maintain numerical stability. The particle distribution within the
domain was determined using a collision term based on a unique
Galilean invariant [36], and the equilibrium distribution followed the
Maxwell–Boltzmann distribution [37]. PowerFLOWutilizes a very-
large-eddy simulation (VLES) model to account for the effects of
subgrid unresolved turbulence scales. This model relies on the k − ϵ
renormalization equations [38] to predict the turbulent relaxation
time, a crucial parameter in turbulence modeling.
The domain’s boundaries were specified as a velocity inlet, a

pressure outlet, and slip walls. The large domain size ensured a
uniform total pressure profile at the inlet andminimized the influence
of boundary conditions on the simulation results. No-slip conditions
were applied to the propeller blades, spinner, and nacelle. The treat-
ment of no-slip boundary conditions on walls in PowerFLOW
involves an approximation using a pressure-gradient extended wall
model [39,40]. This model extends the generalized law-of-the-wall
model [41] to consider the impact of pressure gradients on boundary-
layer development.

a) Thrust distribution along the propeller blade span b) Power distribution along the propeller blade span

Fig. 5 Effect of grid refinement on the thrust and power distribution along the propeller blade for the negative thrust condition (J � 1:10).
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Fig. 6 Computational domain and boundary conditions along with the VR regions for LB-VLESs.
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For the sliding mesh, a volume of revolution was defined around
the propeller blades and spinner (see Fig. 6b). In the radial direction, a
clearance of 0:1R was defined between the blade tip and the outer
edge of the rotating domain. Similarly, in the axial direction, a
clearance of 0:05R was defined between the spinner edge and the
edge of the rotating domain.
In total, 13 variable-resolution (VR) regions were employed for

LB-VLESsy�≥15, based on the work of Avallone et al. [42]. The

LB-VLESsy�≤10 included two additional VR regions within VR13.

Therefore, only the voxels surrounding the propeller blades were
modified in LB-VLESsy�≤10. The cell volume changes by a factor of

8 between different VR regions. The finest three VR regions (VR13-
11) in LB-VLESsy�≥15 are marked in Fig. 6b. VR10 was used in the

sliding domain and downstream up to a distance of 0:5R from the
propeller. Further downstream, a hollow cylinder with VR10 reso-
lution was used to capture the strong gradients associated with tip
vortices. Finally, VR9 was used in a cylinder with a radius of 1:2R
encompassing the propeller blades, spinner, and blade, extending 1R
upstream and 3:5R downstream of the propeller.
Beyond the primary VR regions, VR regions 4–8 were required to

ensure domain size sufficiency to minimize the impact of boundary
conditions on the aerodynamic solution. Further, three additional VR
regions (VR1-3) were used to minimize acoustic reflections, result-
ing in such a large domain size (128D). An acoustic sponge was also
used between VR3 and VR4 to absorb any remaining acoustic
reflections coming from the boundaries by exponentially varying

the kinematic viscosity per unit temperature from 0:005 m2∕�s ⋅ K�
at 15R up to 0:5 m2∕�s ⋅ K� at 30R as shown in Fig. 6a. The acoustic
sponge started at a distance of 15R from the propeller center, ensuring
minimal impact on the aerodynamic results.
It is important to note that, in PowerFLOW, the computational cost

of cells within a coarser VR region decreases by a factor of 2N−1,
where N is the number of VR regions finer than the considered VR
region. This means that despite expanding the domain to 128D com-
pared to the conventional domain size of 15D–20D for aerodynamic

simulations, the increase in the computational cost due to the additional
VR regions (VR1-3) was negligible.
A detailed grid convergence study was conducted for

LB-VLESsy�≥15. The details of the grid convergence study and

further details of the setup can be found in the authors’ previous
work [43].

F. Overview of Operating Conditions

All the simulations in this paper have been carried out for a fixed
pitch angle of 15° at 0.7R of the blade and a freestreamMach number
of 0.09. These settings were chosen based on the available exper-
imental data for validation purposes [11].
The low-fidelity tools BEM and LL were evaluated at numerous

advance ratios ranging from J � 0:55 to 1.48 due to their lower
computational cost. SRANS, URANS, and LB-VLESsy�≥15 were

evaluated at eight advance ratios. Due to the considerably higher
computational cost associated with LB-VLESsy�≤10, only two

advance ratios (J � 0:60; 1:10) were simulated using this high-
fidelity tool. Table 3 details the different advance ratios simulated
using mid- and high-fidelity tools.

G. Comparison of Grid Specifications and Computational Costs

Tables 4 and 5 present a comprehensive overview of the distinc-
tions in grid specifications, time step settings, and the resultant
computational expenses across different numerical tools, categorized
by positive thrust condition (J � 0:60) and negative thrust condition
(J � 1:10), respectively. It is imperative to acknowledge that the
CPU hours listed in Tables 4 and 5 offer a rough estimation of the
computational cost associated with these methods. The actual com-
putational expenses may vary depending on factors such as the
number of CPUs utilized and the underlying CPU architecture.
For SRANS and URANS simulations, the grid remains consistent

across different advance ratios. However, LB-VLESs require a new
grid for each change in advance ratio. URANS simulations have
precisely three times the number of cells as SRANS simulations,
obtained by copying and rotating the grid from SRANS simulations
to obtain the entire propeller geometry.
TheCPUhours required for the SRANS simulations depend on the

grid and the number of iterations needed to achieve convergence,
which does not change significantly with the advance ratio. In this
paper, the SRANS simulations were run for 10,000 iterations to
obtain the converged aerodynamic solution, resulting in the computa-
tional cost of 780 and 800 h for J � 0:60 and 1.10, respectively. This
cost is significantly higher (approximately 40,000–50,000 times)
than the low-fidelity tools BEM and LL, with a computational cost
of less than 1 minute.

Table 3 List of operating conditions simulated using mid- and
high-fidelity numerical methods

T > 0 T < 0

J 0.60 0.61 0.75 0.89 1.09 1.10 1.28 1.48

SRANS ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

URANS ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

LB-VLESy�≥15 ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

LB-VLESy�≤10 ✓ ✓

Table 5 Grid specifications of mid- and high-fidelity numerical methods for the negative thrust condition (J � 1:10)

Method y� No. of cells Δt, s
Rotation per
time step, °

Average CPU hours
per revolution

Total CPU hours for
converged aerodynamic

solution

No. of iterations or revolutions
required for converged
aerodynamic solution

SRANS <1 9,620,832 —— —— 80 h per 1,000 iters 800 10,000 iters

URANS <1 28,862,496 8.279e−05 2° 810 2,820 2 revs + initialization

LB-VLESy�≥15 ≥15 62,029,252 1.732e−07 4:185e − 03° 2,461 9,844 4 revs

LB-VLESy�≤10 ≤10 234,454,461 4.331e−08 1:046e − 03° 83,945 177,734 2 revs + initialization

Table 4 Grid specifications of mid- and high-fidelity numerical methods for the positive thrust condition (J � 0:60)

Method y� No. of cells Δt, s
Rotation per
time step, °

Average CPU hours
per revolution

Total CPU hours for
converged aerodynamic

solution

No. of iterations or revolutions
required for converged
aerodynamic solution

SRANS <1 9,620,832 —— —— 78 h per 1,000 iters 780 10,000 iters

URANS <1 28,862,496 4.516e−05 2° 2,232 5,634 2 revs + initialization

LB-VLESy�≥15 ≥15 62,314,804 1.654e−07 7:324e − 03° 1,572 6,288 4 revs

LB-VLESy�≤10 ≤10 235,590,308 4.134e−08 1:831e − 03° 49,766 105,820 2 revs + initialization
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The URANS simulations were initialized using the SRANS sol-
ution of the entire propeller geometry obtained after 5000 iterations to
reduce the total number of revolutions required to obtain the con-
verged solution. The CPU hours per revolution for URANS simu-
lations depend on the number of iterations required for each time step
to reach convergence. Achieving convergence criteria of residuals
lower than 1e−5 required 20 inner iterations for J � 1:10, while J �
0:60 required over 50 iterations, substantially increasing CPU hours
per rotation for the latter condition.
The LB-VLESsy�≥15 have a time step of two orders of magnitude

smaller than the URANS and almost three times as many cells.
Nevertheless, for J � 0:60, LB-VLESy�≥15 exhibits lower computa-

tional costs per revolution (1572 h) than URANS simulation
(2232 h), primarily due to the high number of inner iterations required
for URANS. Conversely, at J � 1:10, the computational cost per
revolution for LB-VLESy�≥15 (2461 h) is almost three times higher

than URANS simulations (810 h). This disparity arises from the
lower number of inner iterations required to meet the convergence
criteria in the URANS simulation and a higher number of time steps
per revolution in theLB-VLESy�≥15. TheLB-VLESsy�≥15 needed to

be run longer (4 revolutions) compared to the URANS simulations
(two revolutions) to achieve convergence of the aerodynamic solu-
tion due to the lack of a good initialization for the former. This
resulted in a higher total computational cost for LB-VLESsy�≥15
compared to URANS simulations, regardless of the advance ratios.
To reduce the total number of revolutions required to obtain the

converged solution, the LB-VLESsy�≤10 were initialized using
the solution of LB-VLESsy�≥15. As a result, only two revolutions

were required to achieve the converged aerodynamic solution. In
LB-VLESsy�≤10, the mesh size increases by almost a factor of 4, and

the time step decreases precisely by a factor of 4 compared to
LB-VLESsy�≥15. Theoretically, the computational cost (per revolu-

tion) of LB-VLESsy�≤10 should increase roughly by a factor of 16

compared to LB-VLESsy�≥15. However, the increase in computa-

tional cost per revolution surpasses the factor of 16 for both advance
ratios due to the increase in simulation data saving time and due to the
nonlinear scalability of the simulations with increasing CPUs. The
increased computational cost for the J � 1:10 operating condition in
both types of LB-VLESs is attributed to the lower rotation per time
step compared to the J � 0:60 condition.

IV. Comparison of Numerical and Experimental
Results

This section compares the results obtained from various numerical
methods with the experimental data. Given the significance of inte-
grated performance as a fundamental metric in design optimization
studies, it is the first one presented in the analysis. The differences
observed in integrated performance are explained by showing skin
friction contours on the propeller surface and streamlines around
distinct blade sections. Next, the total pressure coefficient in the
propeller slipstream has been used as an additional parameter, which
can be used as the baseline for blade loading comparison in the
absence of blade loading distributions from the experiments. The
section concludes with a comparison based on phase-locked in-plane
vorticity within the propeller slipstream, deemed relevant for inves-
tigations of propeller–wing interactions.

A. Time-Averaged Integrated Performance

This section presents a comparative analysis of five distinct param-
eters as a function of advance ratio (J): thrust coefficient (CT), power
coefficient (CP), energy-harvesting efficiency (ηeh), as well as pro-
peller and turbine efficiency (ηp; ηt). The variation of these parame-

terswith the advance ratio is plotted in Fig. 7, showing the predictions
from different numerical tools compared to experimental results.
Additionally, Tables 6 and 7 quantify the differences in the integrated

a) Thrust coefficient versus advance ratio b) Power coefficient versus advance ratio

c) Propeller and turbine efficiency versus advance ratio d) Energy-harvesting efficiency versus advance ratio
Fig. 7 Comparison of integrated performance estimated using different numerical methods with the experimental data.
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performance calculated using different numerical tools as compared

to the experimental data for a positive (J � 0:60) and a negative

thrust condition (J � 1:10), respectively. The uncertainties in the

experimental data calculated for a 95% confidence interval are

depicted by the shaded-blue region in the figure and as “�” values

in the tables. However, the shaded blue region is only visible for ηp in
Fig. 7 due to the small values of uncertainty for other parameters.

Figures 7a and 7b show the comparison of CT versus J and CP

versus J, respectively. The uncertainty (95% confidence interval) in

the experimental CT and CP values at J � 0:60 is �2% and �3%,

respectively. The LB-VLESsy�≤10, available only for two operating

points, display a good agreement with the experiment for CT at both

conditions, with a 3% error at the positive thrust condition (J � 0:60)
and less than 1% error at the negative thrust condition (J � 1:10). In
contrast, CP shows an 8% error at the positive thrust condition

(J � 0:60) and almost no error at the negative thrust condition

(J � 1:10) compared to the experiment (see Tables 6 and 7).

The LB-VLESsy�≥15 follow the trend of variation ofCT with J for
thewhole range of advance ratios, as can be seen in Fig. 7a. However,

the same cannot be said for CP (see Fig. 7b). These simulations

significantly overpredict CP beyond the maximum power output

point (J > 1:10), reaching up to a 26% deviation at J � 1:48 com-

pared to the experiment. Closer examination (Table 6) reveals under-

predictions of both CT and CP by approximately 4% and 15%,

respectively, at the positive thrust condition (J � 0:60). In contrast,

the negative thrust condition (J � 1:10) exhibits a considerable

increase in errors (Table 7), reaching 8% and 16% for CT and

CP, respectively. These significant inaccuracies, particularly for

J ≥ 1:10, are likely caused by the delayed transition from modeled

to resolved turbulence, leading to errors in predicting complex flow

phenomena such as separation and reattachment. This argument is

further supported by the superior agreement of LB-VLESsy�≤10 with

experimental data at J � 1:10 compared to LB-VLESsy�≥15. Sec-

tion IV.B will discuss this in more detail.

The SRANS and URANS simulations show near-identical solu-

tions in the positive thrust regime (J � 0:60), showing errors of

approximately 3–4% for CT and 7–8% for CP (see Table 6). The

significant underprediction ofCP by the RANS, as well as LB-VLES

simulations at J � 0:60, is expected to be a consequence of the lower
drag prediction in the simulations than experiment. In contrast, at the

negative thrust condition near the maximum power output point

(J � 1:10), the errors in bothCT (1–2%) andCP (less than 1%) drop

significantly compared to the positive thrust regime (see Table 7).

The differences between SRANS and URANS simulations

become more pronounced as the advance ratio increases in the

negative thrust regime (Figs. 7a and 7b). The rising discrepancies

between the two highlight the growing significance of unsteadiness

with an increasing advance ratio due to the increase in flow separation

in the negative thrust regime. Moreover, the errors in CT and CP

values for URANS simulations, relative to the experiment, increase

with the increase in the advance ratio. For instance, at J � 1:48, the
errors in CT and CP values increase to 3% and 6%, respectively. The

increasing error can be attributed to the inaccuracies introduced by

turbulence modeling in URANS simulations.

While negative thrust conditions were expected to be more chal-

lenging to simulate, comparisons of Tables 6 and 7 show that mid-

and high-fidelity simulations (except for LB-VLESsy�≥15) exhibit
higher errors for the positive thrust condition (J � 0:60) than the

negative thrust condition (J � 1:10). This unexpected trend can be

attributed to the operation of the propeller at a relatively low Reyn-

olds number based on chord and effective velocity (2 × 105–3 × 105)
for these operating conditions. As a result, laminar separation bub-

bles are likely present in the experiments, whereas the simulations

assume a fully turbulent flow. The presence of laminar separation

bubbles in the experiments leads to a higher drag compared to

the mid- and high-fidelity simulations, resulting in the observed

differences for the positive thrust condition. This effect was verified

by estimating the performance of blade sections using XFOIL with

and without forced transition. Additionally, experimental measure-

ments show a negative total pressure coefficient Cpt
at the blade tip

(discussed later in Sec. IV.C.1), which is not replicated in the mid-

and high-fidelity simulations, further amplifying the difference in the

experimental and simulated integrated performance for the positive

thrust condition.

In contrast, the negative thrust condition (J � 1:10) experiences
flow separation along most of the blade span (shown later in

Sec. IV.B.2). Fully separated flows are comparatively easier to

simulate than the prediction of laminar separation bubbles. Conse-

quently, a closer match between experiments and mid- and high-

fidelity simulations (except for LB-VLESsy�≥15) is observed for the

negative thrust condition (J � 1:10) compared to the positive thrust

condition (J � 0:60).

Table 6 Integrated performance of the propeller at the positive thrust condition (J � 0:60) calculated using
different methods

Method CT ΔCT% CP ΔCP% ηp Δηp%

Experiment 0:04234 � 0:00103 �2:44% 0:04160 � 0:00056 �1:35% 0:6107 � 0:0171 �2:79%

LB-VLESy�≤10 0.04109 −2:96% 0.03810 −8:40% 0.6469 �5:93%

LB-VLESy�≥15 0.04085 −3:51% 0.03554 −14:58% 0.6898 �12:95%

URANS 0.04055 −4:22% 0.03841 −7:66% 0.6335 �3:73%

SRANS 0.04097 −3:23% 0.03853 −7:39% 0.6381 �4:48%

LL 0.04713 �11:31% 0.03864 −7:12% 0.7318 �19:84%

BEM 0.04512 �6:56% 0.03785 −9:01% 0.7152 �17:11%

Table 7 Integrated performance of the propeller at the negative thrust condition (J � 1:10) calculated using
different methods

Method CT ΔCT% CP ΔCP% ηt Δηt%

Experiment −0:12978 � 0:00069 �0:53% −0:05534 � 0:00035 �0:63% 0:3877 � 0:0032 �0:83%

LB-VLESy�≤10 −0:12878 −0:77% −0:05535 �0:01% 0.3907 �0:79%

LB-VLESy�≥15 −0:11918 −8:17% −0:06434 �16:26% 0.4908 �26:61%

URANS −0:12835 −1:11% −0:05514 −0:37% 0.3905 �0:74%

SRANS −0:12724 −1:96% −0:05480 −0:98% 0.3915 �1:00%

LL −0:12217 −5:87% −0:06651 �20:18% 0.4949 �27:67%

BEM −0:11398 −12:18% −0:06056 �9:42% 0.4830 �24:60%
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The low-fidelity tools BEM and LL showcase a reasonable agree-
ment with experimental gradients for bothCT andCP with respect to
J up to J ≤ 1:10 (close to the maximum power output point) (see
Figs. 7a and 7b). However, as the advance ratio increases further, both
tools struggle to capture even the gradients accurately for bothCT and
CP with respect to J. In the positive thrust regime (J � 0:60), the LL
model overestimates CT by 11% and underestimates CP by 7% (see
Table 6). At the negative thrust condition (J � 1:10), the error in CT

reduces to 6%, but with a significant jump in CP error to 20%, as
listed in Table 7. The BEMmodel exhibits a rise inCT error from 7%
to 12% between J � 0:60 and J � 1:10, while the error in CP stays
almost unaffected (9%) across both advance ratios.
The underprediction of jCT j and overprediction of jCPj by BEM

and LL for J ≥ 1:10 is expected to be the consequence of neglecting
3D flow effects in BEM and LL theories and their impact on the
boundary layer of blade sections, resulting in a delayed stall predic-
tion in RFOIL [20,21].
Figure 7c shows the variation of propeller efficiency for positive

thrust conditions and turbine efficiency for negative thrust condi-
tions. The LB-VLESsy�≤10 show errors of 6% and 1% compared to
experimental data for positive and negative thrust conditions, respec-
tively. The higher error at J � 0:60 (positive thrust) can be traced
back to the 8%underprediction ofCP in this simulation.However, the
LB-VLESsy�≥15 consistently overpredict both propeller and turbine

efficiency across the entire advance ratio range, with overpredictions
of 13% at J � 0:60 and 27% at J � 1:10. This significant overesti-
mation of turbine efficiency directly reflects the overprediction ofCP

values in this simulation setup. While the absolute values are inaccu-
rate, it is worth noting that these simulations still capture the overall
gradients of turbine efficiency with J, as shown in Fig. 7c.
As SRANS and URANS simulations are in reasonable agreement

with the experimental data forCT andCP in Figs. 7a and 7b, it results
in a reasonable agreement for propeller and turbine efficiencies over
thewhole range of advance ratio (see Fig. 7c). TheRANS simulations
show an error of 4–5% for propeller efficiency at J � 0:60 and less
than 1% error for turbine efficiency at J � 1:10 (see Tables 6 and 7).
BEM and LL methods manage to capture the gradient of propeller
efficiency with respect to J but with an offset in values compared to
experimental data. The significant offset, with BEM and LL predict-
ing 17–20% higher propeller efficiency than the experiment at
J � 0:60, cannot be only due to the errors in the profile performance
(L/D ratio) predicted by RFOIL but is also a consequence of the
incorrect induction predictions by BEM and LL theories leading to
incorrect inflow angles. In contrast, BEM and LL fail to capture the
gradients of turbine efficiency with respect to J altogether, with their
predictions flattening out as the advance ratio increases for J ≥ 1:10.
Figure 7d shows the energy-harvesting efficiency of the propeller

obtained using the different methods. At the negative thrust condition
(J � 1:10), the LB-VLESy�≤10 closely aligns with the experimental
value, as also expected from CP values in Table 7. This remarkable
agreement highlights the effectiveness of this simulation setup in
capturing complex flow phenomena under challenging operating
conditions. In contrast, the LB-VLESsy�≥15 significantly overesti-

mate energy-harvesting efficiency (by 16%at J � 1:10) compared to
the experiment. Such a stark difference between LB-VLESy�≤10 and

LB-VLESsy�≥15 at J � 1:10 is a consequence of significant flow

separation around the blade at this operating condition, making it
necessary to accurately capture separation and resolve turbulence at
this operating condition. While the absolute values may be over-
predicted, it is noteworthy that the LB-VLESsy�≥15 still capture the

overall gradients of energy-harvesting efficiency with J.
The SRANS and URANS simulations, on the other hand, deliver

consistently close predictions to the experiments across the entire
advance ratio range, with errors of 6–8% at J � 1:48 (Fig. 7d).
Similar to the gradients observed for turbine efficiency with respect
to J in Fig. 7c, both BEMand LLmethods generate an almost flat line
for energy-harvesting efficiency in Fig. 7d for J ≥ 1:10. This indi-
cates that BEM and LL can only be used up to a certain advance ratio
in negative thrust conditions (up to the maximum power output point
in this case).

B. Flow Around the Propeller Blades

This section describes the complexity of the flow phenomena
around the propeller blades that is the cause of inaccurate perfor-
mance predictions by BEM, LL, and LB-VLESsy�≥15. Figure 8
shows the contours of the skin-friction coefficient Cf on the blade

surface along with shearlines for J � 0:60 (positive thrust) for the
mid- and high-fidelity simulations. The figure also displays flow
streamlines at three radial stations: r∕R � 0:3, 0.6, and 0.9. Com-
plementing these visualizations, Fig. 9 presents chordwise pressure
distributions (Cps

) at the aforementioned radial stations for J � 0:60.
Similarly, Figs. 10 and 11 show the skin-friction coefficient contours
(Cf) and chordwise pressure distributions (Cps

) for J � 1:10 (neg-

ative thrust).
Cps

is defined based on the local dynamic pressure calculated

using the effective velocity �Veff � V2
∞ � �Ωr�2�. The chordwise

pressure distributions for BEM and LL have been obtained using
RFOIL. To ensure clarity and conciseness, URANS data have been
omitted from the chordwise pressure distribution comparisons, as
SRANS and URANS show almost identical solutions in Figs. 8 and
10, and thus the pressure distributions were also almost identical.
To quantify the discrepancies in chordwise pressure distributions

across different numerical methods, the normal-force coefficient was
calculated by integrating the chordwise pressure distributions with
normalized chordwise coordinates (ζ∕c). The resulting values of the
normal-force coefficient (Cn � ∫ 1

0Cps
dζ∕c) for J � 0:60 and J �

1:10 are listed in Tables 8 and 9, respectively. Considering the
LB-VLESsy�≤10 as the reference, the relative change in the normal-

force coefficient was calculated as follows:

ΔCn% �
Cnmethod

− CnLB-VLES
y�≤10

CnLB-VLES
y�≤10

× 100 (2)

1. Positive Thrust Condition (J � 0:60)

Figure 8 shows the visualization of flow around the propeller blades
at J � 0:60 as predicted by SRANS, URANS, LB-VLESy�≥15 and
LB-VLESsy�≤10. Notably, SRANS and URANS simulations yield

nearly identical solutions, both indicating the presence of a leading-
edge separation bubble on the back side of the blade, primarily in the
outboard region. This is evident from the shearlines (see Figs. 8a and
8b). The reattachment location along the blade span for different
simulations is indicated in the figure using dashed cyan-colored lines.
In contrast, the LB-VLESy�≥15 shows a separation bubble extend-

ing up to r∕R ≈ 0:4 on both sides of the blade, as evident from the
shearlines in Fig. 8c. Another interesting phenomenon that can be
noticed in Fig. 8c is the radial outboard pumping of the flowwhen the
flow is separated or about to separate. The centrifugal force pushes
the flow in stagnant regions toward the tip, which results in a Coriolis
force and acts as a favorable pressure gradient, delaying the stall and
resulting in higher lift coefficients compared to a nonrotating blade.
This phenomenon is known as the Himmelskamp effect [44] and is
shown along the blade span in the figure using dashed yellow-
colored lines.
Figure 8d shows the flow around the propeller blades predicted by

LB-VLESy�≤10 for J � 0:60. The skin friction contours seem more

discontinuous compared to other simulations. This can be attributed
to the increased surface resolution in LB-VLESy�≤10, which allows

the capture of small-scale flow fluctuations that remain unresolved in
the other simulations. The LB-VLESy�≤10 also exhibits a separation

bubble in the inboard sections, similar to the LB-VLESy�≥15. In

addition, the LB-VLESy�≤10 shows small separation bubbles in out-

board sections very close to the leading edge on the back side of the
blade. These outboard characteristics resemble those observed in
RANS simulations, albeit with somewhat reduced intensity. These
separation bubbles are the result of the operation of the propeller at
low Reynolds numbers. The presence of the separation bubbles
makes it challenging to have a good agreement between different
numerical methods due to the sensitivity of the separation bubble
length to the resolution of the boundary layer (y�) besides other
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parameters, such as incoming turbulence, surface roughness, and
subgrid-scale modeling [45–48].
The chordwise pressure distributions (Cps

) at different radial
stations offer further insights into the discrepancies between the
solutions obtained from the different methods. At r∕R � 0:30, sep-
aration bubbles inLB-VLES simulations are evident in the chordwise
pressure distribution (see Fig. 9a). The size and location of the
predicted separation bubble are observed to be sensitive to the
boundary-layer resolution (LB-VLESy�≤10 vs LB-VLESy�≥15
results), as anticipated. In contrast, the SRANS simulation does not
predict any separation bubble, resulting in a chordwise pressure
distribution similar to those obtained using BEM and LL theories
combined with RFOIL, with the exception of the solution near the

trailing edge. Notably, the chordwise pressure distribution from the
SRANS simulation at the trailing edge matches that of the LB-VLES
simulations, suggesting a possible similarity in the vortices shed at
the trailing edge.
The differences in chordwise pressure distributions are quanti-

fied in Table 8. The differences in separation bubble size and
location in LB-VLES simulations result in a 3% difference in the
normal-force coefficient at r∕R � 0:30 between the two LB-VLES
approaches. Compared with the LB-VLESy�≤10 as the reference,

the SRANS simulation predicts an 8% higher normal-force coef-
ficient at r∕R � 0:30 due to the absence of a separation bubble. The
LL and BEM theories, coupled with RFOIL, predict 8% higher and
12% lower normal-force coefficients, respectively, compared to the

a) / = 0.30 b) / = 0.60 c) / = 0.90
Fig. 9 Chordwise pressure coefficient distributions (Cps

) at the positive thrust condition (J � 0:60).
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Fig. 8 Visualization of flow around propeller blades at the positive thrust condition (J � 0:60) using skin friction coefficient and shear lines.
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c) LB-VLES + ≥ 15y d) LB-VLES + ≤ 10y

Fig. 10 Visualization of flow around propeller blades at the negative thrust condition (J � 1:10) using skin friction coefficient and shear lines.

a) / = 0.30 b) / = 0.60 c) / = 0.90
Fig. 11 Chordwise pressure coefficient distributions (Cps

) at the negative thrust condition (J � 1:10).

Table 8 Normal-force coefficient Cn at different radial stations at the positive

thrust condition (J � 0:60)

r∕R � 0:30 r∕R � 0:60 r∕R � 0:90

Method Cn ΔCn% Cn ΔCn% Cn ΔCn%

LB-VLESy�≤10 −0:2861 —— −0:3794 — — −0:1213 ——

LB-VLESy�≥15 −0:2934 �2:53% −0:3614 −4:73% −0:1285 �5:94%

SRANS −0:3101 �8:39% −0:3870 �2:01% −0:1002 −17:34%
LL + RFOIL −0:3088 �7:93% −0:4750 �25:21% −0:1454 �19:92%

BEM + RFOIL −0:2509 −12:31% −0:4820 �27:04% −0:1279 �5:49%
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LB-VLESy�≤10. The significantly lower normal-force coefficient in

BEM theory, compared to LL theory, is suspected to be a conse-
quence of the higher hub loss in BEM theory calculated through the
Prandtl tip and hub loss correction. This higher hub loss results in a
lower angle of attack and, consequently, a lower normal-force
coefficient than LL theory.
At r∕R � 0:60, the LB-VLESy�≤10 exhibits a small leading-edge

separation bubble, consistent with earlier observations in Fig. 8d. This
feature is absent in other numerical methods. The LB-VLESy�≥15,

influenced by the Himmelskamp effect, shows a thicker boundary
layer at the trailing edge compared toLB-VLESy�≤10 (Fig. 9b), result-

ing in a 5% lower normal-force coefficient (Table 9). The SRANS
simulation, lacking the leading-edge bubble, differs by 2% compared
to LB-VLESy�≤10. In contrast, both LL and BEM theories, with their

overestimation of suction force, show anoverestimation of the normal-
force coefficient by 25% and 27%, respectively, compared to the
LB-VLESy�≤10. This increased suction force could result from either

an inaccurate predictionof the angleof attack byBEMandLL theories,
or an inaccurate prediction of blade section performance byRFOIL at a
given angle of attack, or a combination of both of these factors.
Significant differences can be seen in the chordwise pressure

distribution at r∕R � 0:90 near the leading edge (see Fig. 9c). Both
SRANS and LB-VLESsy�≤10 predict a leading-edge separation

bubble, consistent with the visualization in Fig. 8. The differences
in the size and location of these bubbles result in a notable difference
in chordwise pressure distributions up to ζ∕c � 0:6. These
differences in chordwise pressure distributions translate to a 17%
lower normal-force coefficient for the SRANS simulation compared
to the LB-VLESy�≤10. Interestingly, the absence of a leading-edge

separation bubble in the LB-VLESy�≥15 results in almost identical

chordwise pressure distributions as predicted using BEM and LL
theories combined with RFOIL.
These observations underscore the significance of accurately pre-

dicting separation bubbles in simulations and highlight the critical role
of boundary-layer resolution in capturing complex flow phenomena.
Despite the apparent inability of BEM and LL theories combined with
RFOIL to capture the separation bubbles accurately, these methods
offer a qualitatively reasonable estimate of chordwise pressure distri-
butions for all considered radial stations at J � 0:60. The quantitative
differences between the normal-force coefficient obtained from BEM
andLL theories combinedwithRFOILandLB-VLESsy�≤10 mayhave

been aggravated due to the selected case for which the blade sections
were operating at a low Reynolds number.

2. Negative Thrust Condition (J � 1:10)

Figure 10 shows thevisualization of flowaround the propeller blades
at J � 1:10 as predicted by SRANS, URANS, LB-VLESy�≥15 and
LB-VLESsy�≤10. Once again, SRANS and URANS simulations

exhibit near-identical solutions despite flow separation in the outboard
section of the blade, as evident in Figs. 10a and 10b. This separation,
attributed to the operation at negative angles of attack, manifests as a
leading-edge separation bubble in the inboard sections on the back side
of the blade. This bubble progressively expands toward the tip, leading
to complete flow separation beyond r∕R � 0:60.
On the other hand, the LB-VLESy�≥15 predicts that the separa-

tion bubble reaches the trailing edge at r∕R � 0:85 (see Fig. 10c).

Additionally, the LB-VLESy�≥15 also predicts trailing-edge sepa-

ration on the front side of the blade, which is not observed in other
methods.
Interestingly, the LB-VLESy�≤10 in Fig. 10d predicts similar

results as seen in the RANS simulations, i.e., a leading-edge separa-
tion bubble in the inboard sections on the back side of the blade
extending to the trailing edge at around r∕R � 0:60. Unlike the
LB-VLESy�≥15, no trailing-edge separation is predicted on the front

side of the blade in the LB-VLESy�≤10. As the flow stays attached up

to a higher radial coordinate in the LB-VLESy�≥15 (Fig. 10c), it leads

to higher jCPj compared to the RANS andLB-VLESsy�≤10 as shown

before in Fig. 7b.
Expanding this analysis further, the chordwise pressure distribu-

tions (Cps
) are compared in Fig. 11 and the resulting normal-force

coefficients are listed in Table 9. At r∕R � 0:30, BEM and LL
theories combined with RFOIL show a leading-edge separation
bubble similar to that observed in mid- and high-fidelity simulations
(Fig. 11a). However, the size of this bubble is notably smaller inBEM
and LL theories combined with RFOIL, leading to underestimations
of the normal-force coefficient by 28% and 18% compared to the
LB-VLESy�≤10 (Table 9). Similarly, the difference in size and loca-

tion of the separation bubbles in the LB-VLESy�≥15 and SRANS

simulations as compared to the LB-VLESy�≤10 results in 9% and 7%

lower normal-force coefficient, respectively.
The difference in the size and location of the separation bubbles

at r∕R � 0:60 is evident in the chordwise pressure distributions of
the SRANS and LB-VLES simulations in Fig. 11b. While the
SRANS simulation exhibits a separation bubble size similar to the
LB-VLESy�≤10, the significant difference in the suction peak mag-

nitude results in a 6% normal-force underestimation compared to the
LB-VLESy�≤10. TheLB-VLESy�≥15, on the other hand, showcases a

smaller separation bubble and higher suction peak, leading to a 17%
underestimation of the normal-force coefficient compared to the
LB-VLESy�≤10. In contrast, the chordwise pressure distributions

from BEM and LL theories combined with RFOIL do not predict
any separation bubble, resulting in a 19 and 17% lower normal-force
coefficient, respectively, compared to the LB-VLESy�≤10.

At r∕R � 0:90 in Fig. 11c, the SRANS and both LB-VLES
simulations predict qualitatively similar chordwise pressure distribu-
tions, indicating diminishing discrepancies as the flow fully sepa-
rates. Despite the qualitative similarity, theLB-VLESy�≥15 predicts a

34%higher normal-force coefficient compared to theLB-VLESy�≤10
due to its higher suction and pressure values. In contrast to higher-
fidelity simulations, the chordwise pressure distributions from BEM
and LL theories combinedwith RFOIL predict attached flowwithout
a separation bubble, resulting in a 56% and 59% higher normal-force
coefficient, respectively, compared to the LB-VLESy�≤10. This

observation substantiates the delayed stall prediction in RFOIL is a
contributing factor to the underprediction of jCT j and the overpre-
diction of jCPj by BEM and LL in negative thrust conditions, as
shown in Figs. 7a and 7b.
Considering the LB-VLESy�≤10 as the reference, it is evident that

RANS modeling with a resolved boundary layer can provide more
accurate predictions of mean flow characteristics compared to the
LB-VLESy�≥15. This is an expected conclusion given the extent of

separation along the propeller blade, making it necessary to either

Table 9 Normal-force coefficient Cn at different radial stations at the
negative thrust condition (J � 1:10)

r∕R � 0:30 r∕R � 0:60 r∕R � 0:90

Method Cn ΔCn% Cn ΔCn% Cn ΔCn%

LB-VLESy�≤10 1.0981 —— 0.7261 — — 0.3430 ——

LB-VLESy�≥15 0.9990 −9:02% 0.6033 −16:91% 0.4599 �34:08%

SRANS 1.0171 −7:38% 0.7727 �6:41% 0.3282 −4:32%
LL + RFOIL 0.9017 −17:89% 0.6053 −16:63% 0.5462 �59:23%

BEM + RFOIL 0.7890 −28:15% 0.5878 −19:04% 0.5349 �55:92%
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resolve the boundary layer (as done inRANS simulations) or to use the
enhanced modeled to resolved turbulence transition capabilities of the
LB-VLES (PowerFLOW) solver by ensuring y� ≤ 10 [35]. The BEM
and LL theories combinedwith RFOIL provide a qualitatively reason-
able chordwise pressure distribution for the blade sections where the
flow remains attached (r∕R � 0:30). However, these models prove to
be inadequate for the blade sections with fully separated flow due to
their inherent assumptions of 2D flow, leading to significant errors, as
seen for r∕R � 0:90 for this operating condition.

C. Total Pressure Coefficient and Blade Loading

Besides integrated performance, the radial blade loading distribu-
tions are essential inputs for studies in aeroacoustics and optimiza-
tion. Therefore, evaluating the predictive accuracy of numerical tools
in capturing blade loading distributions is essential. However,
directly measuring blade loading through experiments remains a
challenge. Instead, the radial distributions of the total pressure coef-
ficient Cpt

measured using a five-hole pressure probe at a fixed
azimuthal position at x∕R � 0:15 downstream of the propeller offer
an indirect measure of blade loading. The total pressure coefficient
profiles obtained using different numerical methods have been com-
pared with the experimental data for the same advance ratios consid-
ered in the preceding section: J � 0:60 and 1.10 (positive and
negative thrust, respectively). As the flow is still expected to be
partially attached at J � 1:10 (Fig. 10), blade loading has also been
evaluated for J � 1:48 to understand how the differences between
numericalmethods are affectedwhen the flow is fully separated along
the whole blade span. Note that experimental total pressure coeffi-
cient profiles for J � 1:48 are unavailable, and therefore, for this
condition, only a comparison between the different numerical sol-
utions is available.
The total pressure coefficient profiles for SRANS, URANS,

LB-VLESy�≥15 and LB-VLESsy�≤10 are directly available from the

simulation data. However, BEM and LL require alternative methods.
Given the close proximity of the measurement location to the pro-
peller plane of rotation (x∕R � 0:15), the change in total pressure
across the propeller can be estimated from the thrust distribution as
outlined in Eq. (4). This approach neglects the contribution of the
swirl, viscous losses, and slipstream contraction at the measurement
location. The assumption of no contraction is at least partially miti-
gated by the flow displacement due to the nacelle thickness.

δP�r� � δT�r�
2πrδr

(3)

Cpt
�r� � δP�r�

q∞
(4)

1. Positive Thrust Condition (J � 0:60)

Figure 12a shows the comparison of the radial distribution of the
total pressure coefficient at 0:15R downstream of the propeller center
forJ � 0:60. The solid blue line represents the experimental data,with

a shaded blue area denoting the estimated experimental uncertainty

(estimated to be around 3% at the peak value). The BEM prediction

shows agreement with the experimental total pressure distribution,

with a 6% overprediction of the peak. Additionally, BEM predicts a

negative total pressure coefficient for 0:95 ≤ r∕R ≤ 1, whereas the
experiment shows a negative total pressure coefficient between

0:92 ≤ r∕R ≤ 1. Similarly, the LL method overestimates the peak

value by 5% as compared to the experiment and predicts a negative

total pressure coefficient for 0:97 < r∕R ≤ 1. The overprediction of

the total pressure coefficient by the BEM and LL theories is in agree-

ment with the observed overprediction of CT with respect to the

experiment, as listed in Table 6.
In contrast to the BEM and LL theories, all the higher-fidelity

simulations underpredict the peak total pressure coefficient value

compared to the experimental data. Both SRANS and URANS

simulations show an 11% underprediction of the peak, while

LB-VLESy�≤10 and LB-VLESsy�≥15 underestimate the peak by

12% and 16%, respectively. Additionally, the SRANS and URANS

simulations fail to capture the negative total pressure coefficient

observed in the experiment at 0:92 ≤ r∕R ≤ 1. In both the LB-VLES
simulations, the total pressure coefficient is negative only between

0:98 ≤ r∕R ≤ 1. The underprediction of the total pressure coefficient
is in agreement with the previously seen underprediction of CT and

CP by the mid- and high-fidelity simulations in Table 6.
The total pressure distribution seems to be better predicted by

BEM and LL theories, even though these models exhibit higher

discrepancies in integrated performance compared to higher-fidelity

simulations (Table 6). This seemingly contradictory observation can

be attributed to multiple effects.
The mid- and high-fidelity simulations do not predict the negative

Cpt
at the blade tip observed in the experiments. This negative Cpt

indicates negative thrust being produced by the blade tip in the

experiments. Consequently, this would lead to a higher underestima-

tion of the blade loading peak/total pressure peak by simulations

compared to experiments than the underprediction of the integrated

thrust listed in Table 6. Besides, the lower predicted power in themid-

and high-fidelity simulations translates to underpredictedmomentum

added to the flow in the swirl direction. This underprediction of swirl

momentum contributes to increasing the discrepancy in the total

pressure peak observed in higher-fidelity simulations compared to

experiments.
In contrast, two effects are neglected in the calculation of the total

pressure coefficient for BEM and LL theories, which, if accounted

for, would lead to a greater overprediction of the total pressure

coefficient than is currently observed. The first is the neglect of the

swirl momentum, which is estimated to account for an additional

1–2% of the total pressure coefficient (away from root and tip) based

on SRANS results. Secondly, BEM and LL theories do not account

for slipstream contraction, which would further increase the over-

prediction of the peak value of Cpt
. These effects are partially

countered by neglecting the viscous losses and slipstream displace-

ment due to the presence of the nacelle. This neglect of all these

effects combined results in the observed 5–6% overprediction of the

a) Total pressure coefficient b) Thrust distribution c) Power distribution

Fig. 12 Total pressure coefficient Cpt
at 0:15R downstream of propeller center and blade loading at the positive thrust condition (J � 0:60).
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peak value of Cpt
by BEM and LL theories as compared to

experiments.
Figures 12b and 12c present the thrust and power distribution along

the propeller blade for J � 0:60, respectively. Since the total pressure
coefficient and thrust distributions are interconnected through Eq. (4),
discrepancies in thrust distribution mirror those observed in the total
pressure coefficient profile. Interestingly, the viscous losses in the tip
vortices lead to a positive thrust and power in the outboard region
despite the negative total pressure coefficients in this region.
In terms of power distribution along the blade span, the RANS and

LB-VLESsy�≤10 show similar results, except that the RANS simu-

lations predict the peak location to be slightly outboard (at 0:80R)
compared to the LB-VLESy�≤10 (at 0:75R). The LB-VLESy�≥15
predicts a power distribution profile similar to the LB-VLESy�≤10,

but the peak loading of the former is underpredicted by 10% com-
pared to the latter. BEM and LL predict a higher inboard torque
loading and a lower outboard torque loading than the higher-fidelity
simulations. Also, the power peak is inboard (at 0:65R) compared to
higher-fidelity simulations (around 0:75R − 0:80R).

2. Negative Thrust Conditions (J � 1:10; 1:48)

The comparison of the total pressure coefficient and blade loading
for the negative thrust conditionwith J � 1:10 can be seen in Fig. 13.
As mentioned before, this advance ratio is close to the point of
maximum negative shaft power. The experimental data has an uncer-
tainty of 3–4% up to r∕R ≤ 0:8 as compared to the mean value, as
indicated by the shaded blue area around the solid-blue line (see
Fig. 13a).
The LB-VLESy�≤10 exhibits good agreement with the experiment

up to r∕R � 0:70, with a maximum difference of 6% compared to
the experimental mean values. However, further outboard, the
LB-VLESy�≤10 predicts a 12% lower total pressure coefficient at

r∕R � 0:80 than the experimental mean value. However, the
LB-VLESy�≤10 fails to predict the strong gradients in the outboard

region for r∕R > 0:80. Conversely, the LB-VLESy�≥15 captures the
radial gradients of the total pressure coefficient but underestimates its
magnitude by up to 21% for r∕R ≤ 0:90. This is consistent with the
observed underprediction of jCT j for this operational condition in
Fig. 7a. This underprediction is attributed to an inaccurate separation
bubble size observed previously in Figs. 10 and 11.
The SRANS and URANS simulations show a good agreement

with experimental data up to r∕R � 0:70, with a maximum differ-
ence of 5% as compared to the experimental mean values. Similar to
the LB-VLESy�≤10, the RANS simulations also fail to predict the

strong gradients at higher radial coordinates, resulting in a 15% lower
total pressure coefficient at r∕R � 0:80 as compared to the exper-
imentalmeanvalues (see Fig. 13a). Though theBEMandLL theories
capture the radial gradients of the total pressure coefficient up to
r∕R ≤ 0:8, the absolute values significantly diverge from the exper-
imental data, underestimating the total pressure coefficient by up to
30%and 23% for r∕R ≤ 0:8. This is in agreement with the previously
seen discrepancies in the normal-force coefficient in Table 9.

Figure 13b compares the thrust distributions obtained from the
different numerical methods for J � 1:10. As expected, similar
differences are present in the thrust distribution as observed in the
total pressure coefficient profiles in Fig. 13a. Besides the radial
location and amplitude of the loading peak (based on Fig. 13a), the
LB-VLESy�≤10 is deemed to represent the thrust distribution well.

Therefore, LB-VLESy�≤10 has been used as the reference for com-

paring power distribution along the blade span in Fig. 13c.
The BEM and LL methods predict a considerably different power

distribution from the LB-VLESy�≤10. These methods underpredict
the power distribution in the inboard part of the blade by 20–30%
and overpredict the power distribution in the outboard part of the
blade (r∕R ≥ 0:60) by more than 40% as compared to the
LB-VLESy�≤10. The SRANS and URANS simulations have a power

distribution similar to the LB-VLESy�≤10, except for the 6% over-

prediction of power peak by the former compared to the latter. The
LB-VLESy�≥15 has a similar distribution as the LB-VLESy�≤10 for

the inboard part of the blade (r∕R ≤ 0:60) with a difference of less
than 10% up to r∕R ≤ 0:60. However, the LB-VLESy�≥15 signifi-

cantly overpredicts the power distribution in the outboard part of the
blade (more than 30%), resulting in a 16% higher integrated power
than LB-VLESy�≤10, as observed in Table 7.

Lastly, blade loading comparisons were conducted for J � 1:48,
representing the highest advance ratio considered in this paper.As the
experimental total pressure coefficient profile is unavailable for this
condition, only the thrust and power distributions have been com-
pared between different numerical methods (see Fig. 14). Given the
good match between the experimental data and URANS simulations
in integrated performance in Fig. 7, and in the absence of other
pertinent data, URANS simulations are considered the reference
for comparing blade loading distributions.
Compared to higher-fidelity simulations, BEM and LL predict

completely different loading distributions in Fig. 14. As mentioned
before, these deviationsmay not be solely due to inaccuracies in polar
data; they might be rooted in the breakdown of underlying assump-
tions inherent to these methods due to extensive flow separation.
Though SRANS and URANS have an identical solution in all the
previous results, some differences can be observed between the two
for J � 1:48 in Fig. 14. These variations underline the increasing
significance of unsteadiness with the increase in advance ratio due
to the increase in flow separation. In contrast to the results seen in
Fig. 13 for J � 1:10, LB-VLESsy�≥15 for J � 1:48 predict similar

radial gradients as URANS simulations for both thrust and power
distributions. This shows that fully separated flow is comparatively
easier to simulate using wall models than flows with reattachment
zones. Consequently, it strengthens the argument that the
LB-VLESsy�≥15 are suitable for capturing the general trend of the

propeller performance in negative thrust conditions.

D. Phase-Locked Flowfield in the Propeller Slipstream

In this section, the nondimensional phase-locked in-plane vorticity
(ω�

t ) component has been compared in the propeller slipstream. The

a) Total pressure coefficient b) Thrust distribution c) Power distribution
Fig. 13 Total pressure coefficient Cpt

at 0:15R downstream of propeller center and blade loading at a negative thrust condition (J � 1:10) near the
maximum power output point.
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purpose of comparingω�
t is twofold. Firstly, to assess the efficacy of

various simulations in preserving thewake structure in the slipstream,
given the current mesh and computational cost. Secondly, to evaluate
the sensitivity of the wake structure to discrepancies observed in
blade loadings in the preceding section. These aspects hold signifi-
cant relevance for future investigations related to propeller–wing
interactions. The same advance ratios have been considered in this
section as before: J � 0:60 (positive thrust) and 1.10 (negative
thrust). Due to a similar flowfield in SRANS and URANS simula-
tions, this section excludes URANS simulations to maintain brevity.

1. Positive Thrust Condition (J � 0:60)

Figure 15 compares the phase-locked nondimensional in-plane
vorticity component in the propeller slipstream for the positive thrust
condition (J � 0:60). The figure depicts two distinct wake struc-
tures, whichwill be referred to as the upstream and downstreamwake
structures in the following discussion.
The LB-VLESy�≤10 shows blade-wake and tip-vortex structures

similar to the experiment. The negative in-plane vorticity region of
the upstream wake around r∕R ≈ 1:0 extends up to 0:97R in the
LB-VLESy�≤10 as compared to up to 0:95R in the experiment, which

agrees with the differences previously observed in the radial distri-
bution of total pressure in Fig. 12a. Also, the region with positive
vorticity in the downstream wake structure extends up to 0:95R as

compared to 0:90R in the experiment. This is the consequence of the
underprediction of the blade loading peak, resulting in decreased
slipstream contraction in theLB-VLESy�≤10. Nevertheless, the blade

wakes from the inboard part of the blade in the LB-VLESy�≤10 agree

well with the experimental data.
TheLB-VLESsy�≥15 have a similarmesh in the propeller slipstream

as LB-VLESsy�≤10. Though both have similar blade-wake and tip-

vortex structures, some differences can be noticed upon careful obser-
vation (see Figs. 15b and 15c). The most significant difference is the
presence of the secondary vortices around the blade-wake and tip-
vortex structures in the LB-VLESy�≥15, which are absent in the

LB-VLESy�≤10. The secondary vortices are expected to be the result

of different blade loading and flow features around the propeller blades
in the LB-VLESy�≥15 as compared to the LB-VLESy�≤10 as seen in

the preceding sections.
The SRANS simulation shows diffused tip and root vortex

regions at locations broadly consistent with the experiment (see
Fig. 15d). The diffusion of blade wake and tip vortex in SRANS
simulations is expected to be a consequence of two factors: the
relatively coarse mesh in the propeller wake in RANS simulations
as compared to LB-VLES simulations and the inherently higher
numerical diffusion characteristic of RANS simulations compared
to LB-VLES simulations [49,50]. It should be noted that the current
RANS mesh was not set up for maximum preservation of the wake

a) Thrust distribution b) Power distribution
Fig. 14 Comparison of blade loading at a negative thrust condition with fully separated flow (J � 1:48).

a) Experiment

d) SRANS e) Lifting line (LL)

b) LB-VLESy+ ≤ 10 c) LB-VLESy+ ≥ 15

Fig. 15 Comparison of phase-locked nondimensional in-plane vorticity component ω�
t at the positive thrust condition (J � 0:60).
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structures, and better results may be achievable with a focus on
wake preservation with a similar computational cost.
Finally, Fig. 15e presents the vorticity distribution in the slip-

stream as obtained from LL using the slipstream contraction model

[Eq. (1)]. Though qualitatively LL shows somewhat similar wake
structures as the experiment, quantitatively significant differences
are present. The upstream tip vortex cuts the plane around x∕R �
0:43 in the LL slipstream as compared to x∕R � 0:38 in the experi-
ment. Similarly, the second tip vortex passes through the plane at
x∕R � 0:8 in the LL slipstream as compared to x∕R � 0:75 in the
experiment. The differences in the location of the blade wake

between LL and experimental slipstreams increase from the
upstream wake to the downstream wake due to the lower axial
slipstream velocity in the former. For instance, at r∕R � 0:5, the
blade wakes in the LL flowfield are located at x∕R � 0:48 and 0.92
as compared to x∕R � 0:51 and 1.02 in the experimental flowfield.
This suggests a lower convection velocity of the wake structures in
LL than in the experiment, despite the higher total pressure coef-

ficient in the former (see Fig. 12a). These discrepancies can be
partially attributed to the absence of the nacelle in the LL simulation
and partially to the assumptions made in the slipstream contraction
model. Despite this, considering the substantially lower computa-

tional cost of the LL method as compared to other numerical
methods, the LL method provides a valuable first approximation
of the slipstream vorticity distribution in the wake.

2. Negative Thrust Condition (J � 1:10)

Figure 16 compares the nondimensional in-plane vorticity compo-
nent for the negative thrust condition, i.e., J � 1:10. Again, the
LB-VLESy�≤10 shows a wake structure similar to the experiment at

approximately the same location (see Figs. 16a and 16b). However, the
tip-vortex shape in the LB-VLESy�≤10 is slightly different than in the

experiment.
The LB-VLESy�≥15 in Fig. 16c predicts the blade-wake structure

to be comparatively more concentrated and well-defined, which
could be attributed to the underpredicted flow separation, as shown
in Fig. 10c. The overall wake structure and tip vortex shape are
somewhat similar to the experiment, as expected fromFig. 13a, given

the good agreement between the LB-VLESy�≥15 and experiment in

terms of radial gradients.

In the case of the SRANS simulations, a diffused region of tip
vortex and blade wake can be observed approximately at the same
location as the experiment (see Fig. 16d). However, further insights
are hindered by the numerical diffusion inherent in SRANS simu-
lations. Examining the LL slipstream in Fig. 16e, a well-defined tip
vortex and blade wake structure are evident, with the blade wake and
tip vortex located at approximately the same location as the exper-
imental flowfield. Notably, while providing a reasonable initial esti-
mate of the vorticity distribution in the wake, the LL model does not
capture the diffusion and dissipation of wake structures due to the
absence of viscous losses and wake mixing.

V. Conclusions

This study systematically evaluated various numericalmethods for
modeling the aerodynamic performance of propellers across both
positive and negative thrust regimes. The findings from this study
provide valuable guidance for researchers seeking the optimal
approach for investigating propeller performance across a diverse
range of operating conditions, depending on the desired accuracy.
The comparison of integrated performance (CT and CP) showed

that BEM and LL can predict the trends of propeller performance in
the positive thrust regime, though with an offset, for instance, an
offset of 7–11% at J � 0:60 for the propeller and pitch setting
considered in this paper. The total pressure distribution in the slip-
stream also shows reasonable agreement with experimental data
(overestimating the peak by 5–6%). Despite the differences, BEM
andLLmethods combinedwithRFOILoffer qualitatively reasonable
chordwise pressure distributions at positive thrust.
In the negative thrust conditions, while BEM and LL initially

follow experimental trends in thrust and power up to the maximum
power output point (J � 1:10 in this study), they quickly diverge
from experiments for higher advance ratios, underestimating thrust
magnitude, and significantly overestimating power magnitude (by
more than 25%at J � 1:48). This is a consequence of the fact that the
blade loading distributions derived from BEM and LL theories cease
to be representative of the actual expected distribution as per higher-
fidelity simulations.
Therefore, while BEM and LL theories are suitable for predicting

general trends and optimizing propeller performance in positive
thrust conditions, their applicability in the negative thrust regime is

a) Experiment

d) SRANS e) Lifting line (LL)

b) LB-VLESy+ ≤ 10 c) LB-VLESy+ ≥ 15

Fig. 16 Comparison of phase-locked nondimensional in-plane vorticity component ω�
t at the negative thrust condition (J � 1:10).
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limited to conditions without significant flow separation around the
blades. In this study, this limitation manifested before the maximum
power output point. The inaccuracies in performance prediction by
BEM and LL are suspected to arise not just from polar data limita-
tions but also from the breakdown of the inherent assumption of 2D
flow in these methods. Further research is needed to thoroughly
explore and validate these assumptions in the negative thrust regime.
Besides the propeller performance prediction, the vorticity distri-

bution in the propeller wake calculated using LL theory provided a
good first approximation for both positive and negative thrust con-
ditions (up to the maximum power output point) and, therefore, can
be a useful tool for propeller–wing interaction studies.
The SRANS and URANS simulations showcase near-identical sol-

utions across almost the entire range of advance ratios. At the positive
thrust condition (J � 0:60), the errors in CT and CP range from 3–4%
and 7–8%, respectively, with an 11% underprediction of the total pres-
sure peak in the slipstreamcompared to the experiment.On the contrary,
these errors decrease to 1–2% in CT and less than 1% in CP at the
negative thrust condition (J � 1:10). The difference between RANS
simulations and experimental data increases with the advance ratio in
the negative thrust regime, reaching a 3% error in CT for URANS
simulations at J � 1:48 due to the error introduced by the turbulence
modeling in predicting separated flows. Also, the differences between
the SRANS and URANS become apparent in this condition due to the
increasing influence of unsteadiness induced by the separated flow.
While RANS simulations offer a viable choice for comprehen-

sively studying propeller performance within both positive and neg-
ative thrust regimes, it is essential to note that the blade wake and tip
vortex structures tend to diffuse rapidly in RANS-simulated cases.
This diffusion results from the coarser mesh resolution and compa-
ratively higher numerical diffusion in RANS simulations than in
LB-VLES simulations. Therefore, while RANS simulations are suit-
able for predicting propeller performance, their use for capturing
phase-locked slipstream data requires refinement of themesh beyond
the point required for predicting integrated performance.
The comparison of LB-VLES simulations with experimental data

highlights the crucial role of using y� ≤ 10 for accurate solutions,
particularly in negative thrust conditions. The LB-VLESsy�≤10 align

well with experimental data (error <1% at J � 1:10), albeit with
significantly increased computational resources (over 30 times com-
pared to LB-VLESsy�≥15). In contrast, though the computation cost

of the LB-VLESsy�≥15 is similar to URANS simulations, the

LB-VLESy�≥15 overestimates the power magnitude by 16% when

compared to experimental data at J � 1:10 (close to the maximum
power output point). This disparity primarily arises from inaccuracies
in modeling reattachment locations along the blade span. Despite the
errors in absolute values, LB-VLESsy�≥15 offer an alternative option

for capturing the general trend of propeller performance. Both types of
LB-VLES simulations effectively preserve propeller wake structures
due to their inherent lower numerical diffusion and lower computa-
tional cost per mesh element compared to RANS simulations. This
characteristic could be useful for propeller–wing interaction studies.
Ultimately, the most suitable numerical method depends on the

specific research objectives and available resources. BEM and LL
theories are good tools for predicting general trends in propeller perfor-
mance and optimization in the positive thrust regime. However, these
methods should be used with caution in the negative thrust regime. LL
theory provides a good first estimation of the phase-locked propeller
slipstream and can be useful for studies interested in accounting for
propeller–wing interactions in aircraft design studies. Both SRANS
and URANS simulations with y� < 1 provide a good balance between
accuracy and computational cost for propeller performance studies in
both positive and negative thrust regimes. However, special attention is
neededwhile meshing for the preservation of tip-vortex and bladewake
structures in the propeller slipstream.LB-VLESsy�≥15 can be used as an

alternative for studies interested in propeller–wing interactions due to
their reduced numerical diffusion and competitive computational cost
compared to URANS simulations. However, one must be cautious
of errors introduced by wall modeling in LB-VLESsy�≥15. Though

LB-VLESsy�≤10 provide excellent agreement with the experiments in

negative thrust conditions, this accuracy comes at a tremendous com-
putational cost (over 30 times LB-VLESsy�≥15) and may not be

practical.
These findings highlight the importance of carefully selecting a

numerical method based on specific research objectives and compu-
tational resources. Future experiments focused on measuring surface
quantities such as skin friction and pressure distribution could pro-
vide valuable insight into flow separation, further enhancing the
assessment of the accuracy of numerical models.
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