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Abstract
The charging of a rapidly increasing number of EVs places significant strain on electrical distribution
grids. Controlled (’smart’) charging of EVs offers a solution to this problem by shifting the charging of
vehicles to the most optimal moments in time. Smart charging is not a completely new research topic;
it has a high Technology Readiness Level and some commercial implementations already exist. There
is a large amount of literature available that compares the effect of controlled and uncontrolled EV
charging on the distribution grid. However, most of this literature is based on pure software simulations
using power flow analysis and mathematical models of EV charging behaviour. Experimentally validat-
ing these results would require a large number of EVs and a controllable distribution grid, which is costly
and unpractical. Therefore, this thesis presents a compromise; a hardware-in-the-loop (HIL) testbed in
which the distribution grid is software-based but the EV and EV Supply Equipment (EVSE) is hardware-
based. In this report, the design and implementation of the testbed is discussed, as well as results from
HIL simulations that compare the effect of controlled and uncontrolled EV charging in a distribution grid.

The low-cost HIL testbed presented in this thesis is based upon an OPAL-RT OP5700 Digital Real-
Time Simulator (DRTS) which runs a Newton-Raphson power flow analysis of a Dutch distribution grid.
The DRTS also interfaces with all other hardware in the testbed. This includes a power amplifier which
generates a three-phase grid at the voltage calculated by the power flow analysis. A commercially
available EVSE is connected to this power amplifier and supplies power to an emulated EV which con-
sists of communication hardware and two bidirectional back-to-back DC power supplies. These power
supplies act as an AC load. Various communication protocols were implemented to exchange informa-
tion between the different systems in a manner that closely represents commercial EVs.

A smart charging algorithm which determines the optimal charging current setpoints in real-time, based
on external factors like local load power consumption, solar irradiance and energy prices, was imple-
mented into the testbed. The testbed has subsequently been used to study the effect of uncontrolled
and controlled charging on the simulated distribution grid for a total of eight different scenarios. Of
these scenarios, one consists of traditional uncontrolled charging and the other seven are with the
smart charging algorithm activated. These include firstly a base case, then two scenarios with an in-
accurate solar irradiance and local load forecast, a further two scenarios with non-ideal EV charging
behaviour, and lastly two scenarios with respectively centralized and decentralized curtailment imple-
mented. In all scenarios, one EV was implemented as hardware and three others as software, so that
a comparison could be made.

Even under non-ideal conditions, smart charging is found to reduce costs, grid overloads, and voltage
deviations with respect to uncontrolled charging. The implemented centralized curtailment is shown to
be more effective than decentralized and further reduces voltage deviations in the grid but at a slightly
higher cost than without this curtailment. Lastly, based on observations made in the HIL simulation
results, recommendations for future work and improvement of the smart charging algorithm are given.
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1
Introduction

1.1. Research Motivation
With rapidly increasing global average temperatures, tackling climate change is one of the main chal-
lenges of this era. In order to stay beneath the 1.5°C limit agreed upon in the Paris Agreement, humanity
must drastically reduce its greenhouse gas emissions in the coming years. One of the ways in which
this is being achieved is by electrification of transportation, a sector currently responsible for 27% of
greenhouse gas emissions in Europe [1]. Currently, most vehicles are powered by an Internal Com-
bustion Engine (ICE) which runs on fossil fuels. These ICE vehicles are increasingly being replaced by
Electric Vehicles (EVs) which can be powered by electricity produced by renewable sources, therefore
significantly reducing the amount of emitted greenhouse gasses.

The amount of EV sales is expected to increase exponentially in the coming decades. To date, 17
countries (including The Netherlands) have announced a complete phase-out of new ICE vehicles by
2050 or sooner [2]. While these countries are particularly ambitious, almost all countries have goals
to significantly increase their EV sales. According to the International Energy Agency’s Sustainable
Development Scenario, over 30% of all vehicles sold worldwide should be EVs by 2030, as shown in
1.1.

Figure 1.1: Predicted future global EV sales [2]

The increase in EV sales will have a significant impact on the electrical distribution grid. If EV charging
power is not controlled, then peak demand is expected to increase at times when many people charge
their EVs, for example at the end of the working day when people return home from work and plug in
their EV. In many cases, the distribution grid is not designed for this increase in peak demand. While
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it is possible to increase the grid’s capacity, this is very costly as it would require replacing expensive
components such as transformers and underground cables. A more cost-effective solution would be to
automatically delay the charging to a later point in time whenever the distribution grid is near its limits.
This is one application of controlled (’smart’) charging.

Along with a growth in the share of electric vehicles, it is also expected that the share of electricity
produced by renewable sources such as solar and wind will increase in the near future. This also
presents some challenges to the electrical infrastructure as energy production from solar and wind is
variable; the energy output varies depending on the weather and cannot be controlled. In the past,
most of the electricity was generated by fossil-fueled thermal plants of which the energy output could
be, to a large extent, controlled to match demand. However, this is not the case with most renewable
sources. In some places, for example California, this is already leading to a phenomenon sometimes
referred to as the ’duck curve’, as shown in figure 1.2. The red and green lines represent wind and
solar generation respectively. The dark blue and cyan lines represent the load, excluding and including
variable generation respectively. During the daytime, the solar systems generate a large amount of
the required energy which significantly reduces the net load that still needs to be supplied by thermal
plants. However, as the sun sets, this solar energy generation decreases. Just as the load reaches
its peak in the evening, the solar energy produced drops to almost zero. This is an issue because
it means that the thermal plants need to ramp up/down very quickly, which is costly and not always
possible. Besides this, it also means that thermal plants with high power production capacities still
need to be kept operational but will rarely be running at full capacity, which is economically undesirable
for the plant operators.

Figure 1.2: Load, solar, and wind profiles for California on March 29 in a scenario
with 11% annual wind and 11% annual solar [3]

One solution for this might be to store energy at times of high generation from renewables and release it
during times of low generation, but grid-scale energy storage is currently very costly and not yet widely
implemented, so grid operators must find another way to match the grid’s supply and demand. One of
the ways of doing this is through demand response; the loads in a smart grid can adjust their behaviour
depending on generation. This is another possible benefit of smart charging; at times when generation
from solar/wind is high, EVs can be charged. Likewise, they can stop charging when generation is low.

The concept of smart charging is certainly not new as variations of it have been around for over a
decade in academic literature. It has a high Technology Readiness Level and some small-scale com-
mercial implementations can already be found. However, researching the effects of a distributed smart
charging algorithm (i.e. with EVs in different grid locations) on the distribution grid is challenging. It can
be done relatively easily with pure software-based simulations but this will always require real systems
to be modeled and simplifications to be made. The alternative option is to use real EVs at different
physical locations with a controllable distribution grid in between. Needless to say, making a distribu-
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tion grid especially for an experiment is not very cost-effective. A compromise between these two is
the use of a Hardware-in-the-Loop (HIL) setup.

A HIL simulation is a type of simulation which combines software models or control algorithms with real
physical hardware. This type of simulation is run on a Digital Real-Time Simulator (DRTS) in which
the model is executed in real-time, i.e. at the same rate as the actual wall clock time. This means
that simulating a model for 1 minute in a DRTS would take exactly 1 minute in reality. This real-time
behaviour is an important property in order for the software model to be able to interact with the physical
hardware. The benefit of a HIL simulation is that it combines the flexibility of software-simulation with the
actual response of real hardware components. This allows the researcher to interface real hardware
components with complex systems which would otherwise be unpractical to use in an experiment.
Specifically for this thesis project, the use of HIL means that one or more EVs could be implemented as
hardware in the same lab, but through a (software-based) real-time grid simulation they can be made
to behave as if they were in different cities. Without a HIL simulation, a real controllable distribution
grid would be needed which would be very impractical. For that reason, this thesis describes the
development of a HIL test-bench which can hopefully serve as a building block for further research into
the topic.

1.2. Research Objectives
The main objective of this thesis is to develop a testbed to experimentally validate the functionality
of EV smart charging algorithms in comparison to uncontrolled charging for different scenarios. The
focus is to study a single EV charger connected to a given node in a larger network of EV chargers
and therefore, a Hardware-in-the-Loop (HIL) based set-up is chosen. The main research question is
To what extent do controlled and uncontrolled EV charging differ in their impact on a distribution grid?.
This is divided into the following objectives:

1. Mimic EV charging behavior at the chosen node in the network by achieving high power capability
in the testbed.

2. Validate the proper functionality of the developed EV smart charging algorithm in the real-time
environment for different scenarios.

3. Compare the effect of uncontrolled and controlled charging on the distribution grid in terms of
voltage deviation and grid connection overload using the HIL testbed.

This thesis will focus on AC charging as DC charging is mostly used for fast charging. In general, the
whole purpose of fast charging is to charge the EV as quickly as possible which makes it an unideal
candidate for smart charging, because this would interfere with the ability to limit/delay the EV charging.
The parameters used for the controlled and uncontrolled charging experiments will be based on the
scenario of EVs charging at a small business during office hours. Real historical data will be used for
the energy prices, PV production, and local load power.

1.3. Thesis Outline
This report starts with a literature review that provides background information on smart charging,
real-time simulations and similar experimental setups found in literature in chapter 2. Chapter 3 then
introduces the layout of the proposed experimental setup and its various hardware components. Chap-
ter 4 discusses the smart charging algorithm that was used in this project, and adaptations that were
made to run it in real-time. The integration of the different hardware and the smart charging algorithm
into one system is described in chapter 5. Chapter 6 shows the first experimental results, with the
scenario of uncontrolled charging, meaning that the smart charging algorithm is not active and all EVs
charge at their rated power. The parameters used for this first scenario are then reused for 7 addi-
tional scenarios in chapter 7. All of these scenarios include smart charging but each scenario has one
parameter changed. The results of each scenario is analyzed and compared at the end of this chap-
ter. Based on the observations made, chapter 8 presents recommendations for improving the smart
charging algorithm, as well as a conclusion of the work and recommendations for future work.
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Literature Review

2.1. Smart Charging
According to the International Renewable Energy Agency (IRENA), smart charging is defined as ”adapt-
ing the charging cycle of EVs to both the conditions of the power system and the needs of vehicle
users.” [4]. While the exact definition of the term varies depending on the source, the main idea of
smart charging is to intelligently manage the charging power of EVs based on external factors such as
energy prices, grid congestion, local generation, etc. This can potentially lead to a number of benefits
for the involved parties.

2.1.1. Potential Benefits of Smart Charging
Reduce the need for grid infrastructure investments
Without smart charging, EVs will charge at full power regardless of the grid conditions. This can lead
to high peaks in power consumption and this would require large investments in reinforcing grid infras-
tructure to be able to cope with these peaks without overloading the grid. Through smart charging, EV
charging demand can be shifted and peak loads can be significantly reduced, at a cost of 10% of the
total cost that would otherwise be needed for reinforcing the grid without smart charging [4]. A study
by the Rocky Mountains Institute found that with an EV penetration of 23% (expected to be achieved
in 2031), uncontrolled EV charging would increase peak loading by 11.1% in California, while smart
charging of the same EVs would only lead to an increase of 1.3% [5].

Reduction of energy costs
By shifting EV charging to off-peak times, the system can take advantage of time-of-use tariffs to charge
the EVs at times when electricity prices are lower, thus reducing the total energy costs. Depending on
the scenario, [6] found that cost savings of 10%-50% can be achieved.

Increased self-consumption
An increasing number of users are becoming ’prosumers’, i.e. both consuming electricity from the grid
and producing their own energy by e.g. an onsite PV system. The power provided by this PV system
is variable and cannot be controlled. However, with smart charging, the EV charging profile can be
shifted to attempt to match this PV generation and therefore increase self-consumption. Not only does
this reduce stress on the electricity grid, it can also be desired by EV owners with environmental con-
cerns who would like to maximize the amount of renewable energy used for charging their EV. Van der
Meer et al considers the case of four EVs connected to one charging point at a workplace and finds an
increase of 8.8% in self-consumption compared to uncontrolled charging [7].

Provision of ancillary services
The increasing amount of EVs form an opportunity for the power sector. These EVs can act as flexible
loads and decentralized energy storage and can provide ancillary services to the grid, such as load
regulation and real-time balancing of the grid [4]. Especially with increasing use of intermittent gen-
eration such as wind and solar, EVs with smart charging have the potential to improve grid stability.
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EV owners would be remunerated for providing these grid services which could lead to negative total
charging costs in some cases [8].

2.1.2. Main Algorithms in Literature
Smart charging has been a popular topic for several years, and some commercial implementations
of smart charging are currently already available. Many earlier works that formulate an optimization
problem to intelligently charge EVs based on external factors can be found.

Firstly, some existing smart charging algorithms take a centralized approach, where one central entity
collects the charge parameters and requirements from all EVs and then runs an optimization to de-
termine the optimal charging profile for all EVs. This generally produces the most optimal solution for
the entire system as information about the global system is more readily available. However, privacy,
cybersecurity and scalability concerns can be raised [9]. An alternative to this is a decentralized ap-
proach where each node in the system acts independently to calculate a solution which is optimal for its
local conditions. This offers better scalability and is generally easier to implement because less com-
munication is needed between the involved parties. However, this means that each node essentially
operates blind to the other nodes so that makes coordination of the nodes challenging.

Within the smart charging algorithms available in literature, there are differences in the objective func-
tions depending on the goals of the specific implementation. Common goals include [9]:

• Load regulation: reducing variation in the aggregate load (EV + non-EV loads) in order to reduce
the need for up- and downramping of power plants and to avoid grid overloads.

• Provision of ancillary services: as discussed in the previous section, EVs can act as flexible loads
and decentralized energy storage and can therefore provide ancillary grid services and contribute
to grid stability.

• Reduce grid congestion: by time-shifting the charging of EVs, grid congestion resulting from peak
loads can be reduced.

• Maximize self-consumption: by shifting EV charging to periods of high generation by onsite re-
newable sources such as PV or wind, the local self-consumption can be increased.

• Minimize cost of power system operations: from the grid operator’s perspective, it can be benefi-
cial to use smart charging to reduce total system costs, including fuel costs and startup/shutdown
cost of generators.

• Minimize cost of EV charging: from the EV owners’ perspective, the cost to charge their vehicle
can be reduced with smart charging by time-shifting charging to take advantages of time-of-use
tariffs, or by reducing electricity imports from the grid through an increase in self-consumption.
The provision of ancillary services can also provide financial benefit to the EV owner.

A variety of different optimization techniques can be used for calculating the optimal EV strategy, in-
cluding Game Theory [10, 11], (Mixed-Integer) Linear Programming [8, 12, 13], Fuzzy Logic [14] and
others.
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2.1.3. Relevant Protocols

Figure 2.1: Overview of possible protocols involved in smart charging [15]

Many standardized protocols are applicable to facilitate communication between the different parties
involved in smart charging. Figure 2.1 shows an overview of some of these protocols and their relation
to the different roles within the EV market. For the purposes of this project, the focus will be on three of
these protocols, namely Open Charge Point Protocol (OCPP) for communication between the Charge
Point Operator (CPO) and Electric Vehicle Supply Equipment (EVSE), and IEC/ISO 15118 and IEC
61851-1 for communication between EVSE and EV.

OCPP
The Open Charge Point Protocol (OCPP) has been designed and developed by the Open Charge Al-
liance, a consortium of over 150 EV infrastructure leaders. Its purpose is to facilitate communication
between Electric Vehicle Supply Equipment (EVSE) and a central entity which manages and operates
the charging points, i.e. a Charge Point Operator (CPO). It is currently the de facto open standard for
EVSE to CPO communications in Europe and therefore has high market adoption and maturity [15].

In April 2018, the newest version (2.0.1) was released. However, it is worth noting that not all hardware
supports this new version yet. Its improvements over the previous version (1.6) include the addition of
extra smart charging functionality and support for ISO 15118 [16]. Themost important addition for smart
charging purposes is that the amount of energy requested by the EV (user) can now be communicated
over OCPP 2.0.1 [17]. The main use cases supported by OCPP are [15]:

• Authorization of charging session

• Collecting transaction information for billing purposes

• Limiting charging current

• Controlling the charge point, including locking/unlocking the connector, setting the charge point
to available/unavailable and firmware updates

• Sending a reservation message

• Smart charging

Specifically for smart charging, the supported features of version 2.0.1 include [18]:

• Sending a fixed current limit, or a charging profile, for each individual EV. The charging profile
consist of a list of current limits as a function of time.
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• Receiving EV-initiated charging information (only when using ISO 15118).

• Reading data from the EVSE’s energy meter.

• Receiving the amount of energy requested, as well as the maximum rated current for each EV.

• Reading the status of each EVSE (available, EV connected, error, etc.)

IEC 61851-1
IEC 61851-1 is a standard by the International Electrotechnical Commission which describes the com-
munication between EVSE and EV. It has a high level of maturity and market adoption in Europe [15].

The communication is relatively simple and it is based on two signals; the Proximity Pilot (PP) and
Control Pilot (CP). The PP indicates that a vehicle is connected and communicates the maximum rated
current of the cable. The CP is a Pulse-Width Modulation (PWM) signal which communicates the
charging state and the upper limit of current that can be drawn by the EV. When using communication
based on IEC 61851-1 it is only possible for the EVSE to set/change the maximum charging current. It
is not possible to receive any data such as the current State of Charge (SOC) or battery size directly
from the EV. It is also not possible to use this communication for Vehicle To Grid (V2G) applications.

ISO 15118
ISO 15118 is a protocol that specifies a more advanced communication between EVSE and EV. The
protocol is designed and developed by a Joint Working Group consisting of the IEC and the Interna-
tional Organization for Standardization (ISO). The maturity and market adoption of the 15118 protocol
is relatively low compared to IEC 61851-1, but it is expected to increase in the coming years [15].

The benefit of ISO 15118 is that more information can be dynamically exchanged between EV and
EVSE which is very useful for enabling smart charging. For example, unlike IEC 61851-1 communi-
cation, ISO 15118 allows the EVSE to read parameters of the EV. This includes the current SOC, re-
quested energy, maximum/minimum voltage and current limits, and requested time of departure [19].
ISO 15118 also enables a bidirectional flow of power, i.e. the EV can also provide power back to the
grid (V2G). An additional convenient feature is that the protocol allows for ’Plug & Charge’, meaning
that the EV can automatically identify itself and so there is no longer a need for the EV owner to scan
his/her credit card or RFID card [20].

2.2. Real-Time Simulations
Software simulation tools are widespread within science and engineering. However, many of these
simulation tools generally do not run in real-time; the speed of their computations are dependent on
the complexity of the model and the processing power of the hardware it is running on. When an event
occurs, the computation time to calculate the new system output can be significantly longer or shorter
than what the reaction speed would be of the real system. Because of this, it is not possible to directly
interface such a simulator with external hardware. For this to be possible, the simulation software would
need to exchange data with the external hardware and so it has to be running synchronized and with
the same time step as the external hardware, i.e. in real-time.

In a Digital Real-Time Simulator (DRTS), a model of a physical system is executed at the same rate as
the actual wall clock time, meaning that simulating a model using a time period of 1 minute would take
exactly 1 minute. This is important to be able to interface with external hardware because this ensures
that the simulation is synchronized with its physical counterpart. In the case of a real-time simulation,
the model equations need to be solved within fixed time steps. The model needs to be designed such
that its execution time, 𝑇 , does not exceed this fixed time-step. This way, overruns can be avoided
and real-time behaviour can be maintained, as shown in figure 2.2. If 𝑇 is larger than the fixed time
step, an overrun occurs and the simulation is considered nonreal-time or ’offline’. In this case, the
time-step can be increased or the model can be simplified to make it run in real-time [21]. If these
conditions are satisfied, a real-time simulation can be run on a Personal Computer (PC). However,
generally purpose-built real-time simulators are used. A good DRTS should have sufficient computing
power to run complex models with small computation times. This is often achieved by using multiple
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processors in parallel. Additionally, DRTS often have various input/output (I/O) terminals to interface
with external hardware, and a communication network to allow very complex models to be split over
several DRTS machines [21].

Figure 2.2: Illustration of real-time (a) and non-real-time (b) simulation [21]. If the model’s execution time is less than the
simulation’s time-step, it can run in real-time. Otherwise, there is an overrun and real-time operation is not achieved.

2.2.1. Simulation vs Emulation
Systems such as an EV can be included in a test setup in the form of physical hardware, an emulation,
or a simulation. In the case of physical hardware, this would mean that the system in its entirety would
be connected to the setup. In the case of experiments with EVs, this may well involve needing to bring
a car into a laboratory. Besides the practical issues due to a car’s size and weight, there are also other
issues such as safety concerns regarding large batteries. Additionally, key parameters such as the
charging profile or the battery’s capacity cannot be changed without swapping out the EV for a different
model.

An alternative to this is to either use a simulation or an emulation. Both are designed to mimic the
behaviour of a real device. In the context of EV charging, the distinction is that a simulation is purely
software-based, whereas an emulation is a physical device that has (some of) the same input and
output connections and can mimic the behavior of the EV it is based upon [22]. Unlike a simulation,
an emulator can process power and always runs in real-time. In both cases, the parameters are highly
customizable and not limited to one specific model of EV.

2.2.2. Types of Real-Time Simulations
In the context of power systems, Digital Real-Time Simulations can be divided into a number of different
categories [21, 23]:

• Software-in-the-Loop (SIL): both the power system and the controller are simulated on the same
DRTS.

• Controller Hardware-in-the-Loop (CHIL): the power system is simulated in the DRTS while the
control algorithms are executed on an external controller platform.

• Power Hardware-in-the-Loop (PHIL): the controller is simulated in the DRTS and interfaced with
physical hardware through a power amplifier.

• Co-simulation: the power system and controller are simulated on different simulation environ-
ments. Synchronization of the two systems needs to be ensured.
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Figure 2.3 shows the key differences between Controller Hardware-in-the-Loop (CHIL) and Power
Hardware-in-the-Loop (PHIL). In the case of CHIL, the Hardware-in-the-Loop (HIL) is a controller but
for PHIL this is power hardware. In both cases, signals are passed through analog-to-digital (A/D) and
digital-to-analog (D/A) converters to and from the Hardware Under Test (HUT).

Figure 2.3: Structure of HIL-based simulation concepts: CHIL (left) vs. PHIL (right) [21, 23]. In the case of CHIL, the DRTS
interfaces with an external controller. With PHIL, the DRTS interfaces with external power hardware through an amplifier.

Note that in the case of PHIL, a power amplifier is needed between the DRTS and HUT. Not only does
this add size and cost to the system, care must also be taken to minimize the impact of the dynamics
of this amplifier on the system. In extreme cases, the introduction of a power amplifier may cause
the PHIL system to become unstable, even if the real system would be stable [24]. Additionally, the
power amplification is not ideal so this introduces errors and delays into the system, which the interface
algorithm between the DRTS and HUT must be able to handle. In literature, various solutions for mini-
mizing the impact of these nonidealities can be found. These range from simple low-pass filtering of the
feedback signals [25] to more complex solutions such as the ’damping impedance method’ involving
the use of a damping impedance equal to the impedance of the HUT [26, 27]. The conclusion found in
literature is that there is no single optimal solution for all PHIL systems, so the most effective algorithm
must be evaluated case by case by using Nyquist or Popov’s circle criterion. For safety reasons, it is
also common practice to run equipment at a power level well below its rating when testing the system’s
stability [27].

In this project, a PHIL test-bed is used. The distribution grid is modeled within the DRTS and the
power hardware (consisting of an AC charger and EV emulator) is connected to the DRTS via a power
amplifier.

2.3. Why PHIL?
This project uses a Power Hardware-in-the-Loop (PHIL) method for simulating the controlled and un-
controlled charging in a distribution grid. Because the use of PHIL is a key aspect in project, the
justification for choosing PHIL and the benefits of PHIL in the context of this project are discussed be-
low.

In the case of power systems, it is often much more practical to do pure software simulations than to
experiment with a real system. Performing reproducible experiments on a large-scale physical distribu-
tion grid while controlling all relevant variables is very challenging. In the case of a software simulation,
the user can have full control over all relevant parameters without needing access to any hardware
other than a computer. This provides relatively high flexibility. For instance, different grid topologies,
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PV penetration and load conditions can easily be programmed and their effect on the test object ana-
lyzed. Test scenarios such as catastrophic faults in the grid can be run without needing to worry about
damage to physical systems. Nevertheless, experimental validation is still vital in any scientific disci-
pline. Software simulations always involve modeling the behaviour of a physical system as a series of
equations which inevitably requires some simplifications. These simplifications may well have an effect
on the outcome of the system validation.

Hardware-in-the-loop is a hybrid solution; it combines the power and flexibility of real-time software sim-
ulation with the actual response of real hardware components. PHIL allows the validation of equipment
within a larger virtual power system, under a wide range of conditions and in a repeatable, safe, and
economical manner [24]. This method of validation is closer to reality than a pure software simulation,
but less complicated than using a real distribution grid.

For the testing and validation of smart charging protocols, a PHIL setup offers the following benefits
over a pure software simulation:

• Increasing the accuracy of the simulation with the use of real components, leading to less simpli-
fications.

• Evaluating whether real components which have certain communication and power behavior are
really able to interact with large systems. This behavior includes nonidealities such as but not
limited to communication latency, amount of information flow, refresh rate and response speed of
the physical system.

• Theoretical simulations make certain assumptions, including:

– Accurate information about every part of the system is available

– Information is available instantaneously to every relevant controller in the simulations

– Every controllable element knows what every other controller in the system would do in the
future

Real systems inevitably violate some of these assumptions and simplifications. The results of
a PHIL simulation can be compared to a pure software simulation in order to experimentally
demonstrate the influence these aspects have on the performance of the solution.

• Much of the hardware and infrastructure currently in use for EV charging is based upon com-
mercial products. For a SIL setup, all devices must have validated models in order to achieve
accurate results. The design and inner workings of these products is often not publicly avail-
able so it cannot be modeled in its entirety, and literature shows that in practice these products
do not always show expected behaviour and conform to industry standards [28, 29]. Using real
hardware in a PHIL setup could show the effect of this nonconformity on the performance of the
solution.

Specifically for testing a distributed smart charging algorithm, a PHIL setup has the benefit that the
effect of having chargers in different locations can be more easily investigated. For example, there
could be two real EVSEs physically located in the same laboratory but through the use of a distribution
grid simulation, their bus voltages can affect each other as if they were on opposite sides of the city.

2.4. Similar Experiments
Literature shows that extensive research has been done into the possible benefits of controlled charging
on the distribution network [30–33]. However, much of this research is based on software simulation.
Due to the inherent challenges, experimental validation is rarely touched upon. Nevertheless, some
previous work involving experimental validation, using either PHIL setups or real distribution grids, can
be found.
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2.4.1. AIT’s FlexEVELab
The most complete PHIL setup is the FlexEVELab at the Austrian Institute of Technology (AIT). It is a
flexible topology, allowing the EV, EVSE, and grid to be set up as either a simulation, emulation, or real
hardware component [22]. Both AC and DC charging can be used and the IEC 61851 and ISO 15118
are both available. To connect all devices together and allow them to be controlled from a single node,
Lablink is used as shown in figure 2.4. Lablink is a co-simulation ’middleware’ tool developed by AIT
specifically for the purpose of evaluating the effect of large scale EV penetration. This tool enables the
exchanging of data between the different actors in the system and ensures synchronization [34].

Figure 2.4: A Top-Level Overview of AIT’s FlexEVELab Setup [22]. The different devices exchange information via a
’middleware’ tool named Lablink.

In order to accurately simulate and emulate the charging process of an EV within FlexEVELab, com-
prehensive measurements of several real EVs were used to develop a model of the charging process.
The measurements showed a number of special characteristics, including [35]:

• All measured cars showed a reaction delay up to 1.5 seconds in responding to a current com-
mands

• The measured EVs did not start charging immediately but had an initialization phase of approxi-
mately 20 seconds

• EVs do not exactly apply the maximum charging current sent by the EVSE; it is always a certain
percentage (dependent on the EV) lower

• Not all EVs show a constant-voltage phase during charging

This model is used as a control software for hardware components such as an RLC load or an electronic
load, which can then mimic the charging behaviour of a real EV without needing to have a physical car
in the laboratory. The test setup presented by AIT can be used for a variety of prospective testing
applications, ranging from load balancing possibilities to future V2G applications [22]. So far, the setup
has been used by researchers of the University of Passau to validate a smart charging algorithm for
power quality control using a simulation of a Bavarian distribution grid [36].

2.4.2. PowerLabDK SYSLAB
For the experimental validation of a smart charging algorithm, the setup shown in figure 2.5 has been
used. The algorithm is based on a droop controller and aims to use EVs to improve voltage quality in
distribution grids, without relying on any V2G capability. The setup used does not rely on HIL methods,
but instead relies completely on real hardware connected to the local distribution grid. The connected
hardware includes an 11 kW wind turbine, 3 Nissan Leaf EVs, and a resistive load of 15 kW per phase.
The wind turbine’s purpose is mainly to provide stochastic active and reactive power variation to the
system in order to make the test grid more realistic. Due to the test grid’s relatively low X/R ratio, active
power modulation is the most effective way to control the voltage, so the controllable loads are used
for this purpose [29].
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Figure 2.5: A Top-Level Overview of the PowerLabDK SYSLAB Setup [29]. A real distribution grid is used with 3 EVs, a small
wind turbine for stochastic variation, and a variable resistive load for voltage control.

The paper shows that the results of this experimental validation show some unexpected issues such as
unwanted controller oscillations, differences in reaction times to control signals between the different
EVs, and one EV violates the set charging current limit by 1A. Nevertheless, the results also show
that the smart charging controller works as it is able to improve the voltage quality when compared to
uncontrolled charging.

The droop-based controller described by Martinenas et al is relatively simple, and the fact that they are
using a real grid restricts their workable voltage range and the amount of test scenarios. Therefore,
the paper suggests further research should focus on more sophisticated control algorithms and a more
expansive list of test scenarios [29].

2.4.3. University of Suceava’s EV Simulator
At the University of Suceava, an EV simulator of 24 kW was developed with the purpose of verifying the
correct working of a simple EVSE (figure 2.6a) that was developed in-house. The system is designed
for the IEC 61851 standard and type 3 charging [37].

The EV simulator (shown in figure 2.6b) consists of three load resistors and several smaller resistors.
There are several resistors between L3 and ground in order to measure the EVSE’s tripping time at dif-
ferent values of residual current. The paper shows that the developed EV simulator allows an operator
to check if all charging stages are being correctly executed by the EVSE, as well as verify the correct
functioning of the EVSE’s residual current monitoring device.

(a) EVSE
(b) EV

Figure 2.6: Overview of University of Suceava’s EV Simulator and EVSE setup [37]. The EV simulator is designed to verify the
correct execution of all charging stages by an EVSE, and its residual current monitoring device.
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2.4.4. Overview & Research Gap
Table 2.1 presents an overview of the previously discussed similar experiments found in literature.

Smart

Charging

Algorithm

Power

Flow

Simulation

Controllable

Grid

Voltage

Protocols
Maximum

Power

FlexEVELab [22, 34–36] Yes Yes Yes
ISO 15118

IEC 61851

22 kW (AC)

200 kW (DC)

SYSLAB [29] Yes No Partially IEC 61851 200 kVA (AC)

University of Suceava [37] No No No IEC 61851 24 kW (AC)

Table 2.1: Comparison of similar experimental setups found in literature

The amount of similar PHIL setups found in literature is relatively limited, despite the popularity of
electric mobility and smart charging as research topics. Yet, as discussed in sections 1.1 and 2.3,
PHIL simulations offer significant benefits for researching the effect of EV charging on a distribution
grid. The FlexEVELab developed at the Austrian Institute of Technology is the only one that could
be found which has all the features of the setup proposed in this report. While AIT’s FlexEVELab
is a very complete setup, it is also relatively costly and complicated, as the communication between
different setups relies on a sophisticated custom-made middleware named Lablink [34]. Therefore, this
thesis project will focus on a low-cost PHIL system based on commercially available components and
communication protocols.
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Hardware

3.1. Overview
This project is part of a larger project named Orchestrating Smart Charging in mass Deployment
(OSCD). Within the OSCD project, the infographic seen in figure 3.1 was previously created. This
infographic serves as a starting point for the design of the PHIL setup of this thesis.

Figure 3.1: Infographic of a PHIL setup proposed within the OSCD project [38]

The experimental setup which was used in this thesis project is shown in figure 3.2, where the colored
blocks correspond to those in figure 3.1. Solid lines represent power flows and dotted lines represent
information flows. The green block contains the Digital Real-TimeSimulator which runs a grid simulation
and the smart charging algorithm. This is described in more detail in section 3.2. The purple block
contains a power amplifier which emulates a three-phase grid with controllable voltage. The voltage
produced by the power amplifier is determined by the grid simulation. The grid emulation is discussed
in section 3.3. The power amplifier is connected to the Electric Vehicle Supply Equipment (EVSE)
shown in the teal-colored block and described in section 3.4. Lastly, there is the EV-emulator in the red
block. In the OSCD diagram (figure 3.1), this is depicted as a real EV. However, for the thesis project
it was decided to use an EV emulator instead, for practical reasons and also because this allows more
flexibility in terms of emulating EVs with different battery sizes and charging characteristics. This is
described in more detail in section 3.5. The EV emulator used does not process any power by itself,
so an external load is needed. For this purpose, two bidirectional DC power supplies are used back-
to-back and act as a controllable AC load.

15
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3.2. Real-Time Simulator
The Digital Real-Time Simulator (DRTS) is the heart of the experimental set-up. It communicates with
all other components of the setup and controls the actions of the system in real-time. In this section,
the DRTS used, an OPAL-RT OP5700, is described in more detail.

3.2.1. OPAL-RT OP5700
As discussed in section 2.2.2, there are several types of real-time simulations. In this project, a Power
Hardware-in-the-Loop (PHIL) setup is used. Figure 3.3 shows what such a setup would look like when
using an OPAL-RT DRTS. The system consists of two main hardware components; firstly a workstation
running OPAL-RT’s software package RT-LAB that acts as the ’host’ computer. This host computer is
used to create and edit a MATLAB Simulink model which is then converted to a real-time application in
C code through a process called code generation. The host is also used to control the real-time model
while it is running and visualize some of its outputs. Secondly, there is the real-time simulator itself,
referred to as the ’target’. This machine runs the real-time model prepared by the host and takes care
of the physical I/O signals to external hardware.

The host and target machines communicate through TCP/IP protocols in order to load/run/pause/stop
the model and to exchange data related to the model.

Figure 3.3: A typical PHIL setup [39]

The DRTS used in this project is the OP5700 model from OPAL-RT. At the time of writing, this model
is the top-of-the-line flagship simulator offered by OPAL-RT. Some key features include:

• CPU: Intel® Xeon® E5, 8 cores, 3.2 GHz

• FPGA: Xilinx® Virtex®-7 FPGA, 485T

• 32 digital outputs, 5V to 30V

• 32 digital inputs, 4V to 30V

• 16 analog outputs, -16V to 16V, 16 bits

• 16 analog inputs, -20V to 20V (true differential), 16 bits

Figure 3.4: OPAL-RT OP5700 Real-Time Simulator [40]
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3.2.2. Modelling for Real-Time Simulation
Once the desired model has been made in MATLAB Simulink, it can be imported into RT-LAB on the
host computer where it will be converted to a real-time application in C code, through a process called
code generation. Note that not all Simulink blocks are supported for code generation, so this must be
kept in mind when making the model.

The Simulink model can be split into several different subsystems. There are three possible types of
subsystems:

• Console: this allows the user to interact with the model while it is running. It can contain data
inputs such as adjustable sliders and outputs connected to a scope that allow the user to visualize
certain output signals. The console is an asychronous subsystem that runs on the host computer
instead of the target so no critical logic should be included in this subsystem; it acts purely as a
user interface.

• Master: this subsystem runs in real-time on the target. It contains all the critical logic and calcula-
tions, as well as the I/Os that communicate with external hardware. There is always one master
subsystem in the model.

• Slave: this is an optional type of subsystem that can be added by the user if the model is complex
and needs to be distributed. The benefit of using slave subsystems is that each subsystem can
run on its own CPU core or they can even be distributed among several targets. If desired, each
subsystem can run with a different timestep and the calculations for each subsystem can be run
concurrently.

3.3. Grid Emulation
One of the research objectives mentioned in section 1.2 is to obtain an amplified 3-phase voltage
corresponding to a given distribution grid node. This voltage should be determined through real-time
power flow simulations. This section describes how this is achieved, both in terms of hardware and
software.

3.3.1. AST1501 AC Source
To emulate a three-phase distribution grid, three California Instruments AST1501 power sources are
used. Each source can output DC or single-phase AC with a power of 1500 W or 1500 VA. The output
voltage is controllable between 0-400 V(RMS).

Figure 3.5: California Instruments AST1501 [41]

The magnitude of the grid voltage is calculated by the DRTS so the DRTS needs to be able to com-
municate this voltage to the three AST1501 sources. The easiest way to do this would be to use the
functionality named External Analog Programming of Output Voltage Amplitude which allows an analog
signal to set the amplitude of the output signal, while the waveform of the output is generated inter-
nally [42]. However, to be able to make use of this functionality, the optional clock and lock modules
are needed to synchronize the three sources and ensure 120 degrees phase difference between each
source. Unfortunately the AST1501 sources available in the laboratory do not have these optional
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modules. A workaround is to use the External Analog Programming of Output Voltage Waveform func-
tionality in which not just the amplitude but the entire waveform is given by an external analog signal.
For this purpose, three of the OP5700’s analog outputs are used to generate three sine waves with 120
degrees phase difference. The amplitude of the sine wave can be between 0 - 10 V, where a 10 V(PK)
analog input would correspond to the full-scale RMS output voltage of 400 V(RMS). Therefore, to emu-
late a three-phase grid connection, three sine waves with a nominal amplitude of 10 ⋅ 230/400 = 5.75𝑉
should be generated by the OP5700. This value is multiplied by the per-unit bus voltage determined
by the grid simulation, as described in the next section.

Figure 3.6 shows the measured output voltage of the three AST1501 sources when an input of three
sine waves with an amplitude of 5.75 V is given. As can be seen, the three phases of 230 V (RMS) are
generated correctly.
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Figure 3.6: Measured Voltage Output of Power Amplifier

3.3.2. Simulink Implementation
In order to determine what the output voltage of the AST1501 sources should be, a power flow simu-
lation should be implemented in the DRTS. This requires the use of a power flow method which can
be implemented in Simulink. Simulink allows the use of MATLAB code but not all functions are sup-
ported. This is because, as discussed in section 3.2.1, the Simulink model (as well as any MATLAB
code used) is converted to a real-time application in C code through a process called code generation.
Not all MATLAB functions are supported for code generation so care must be taken to avoid code that
uses these functions when selecting a power flow implementation.

The MATLAB code used for implementing a power flow simulation was adapted from code found in
literature [43]. Some of the MATLAB functions used were not supported for code generation and were
rewritten. This code is based on the Newton-Raphson method. Newton-Raphson was chosen as it is
faster than Gauss-Seidel and more accurate than the Fast-Decoupled method [44]. If, in the future,
a much more complex grid is used such that convergence cannot be achieved within an acceptable
timestep, then the algorithm could be switched to the Fast-Decoupled method. In radial networks with
a high R/X ratio, the Forward/Backwards Sweep method may be more appropriate [45] but for the given
grid, Newton-Raphson is chosen as its implementation in MATLAB is readily available in literature and
the results converge well within the set timestep.

The grid model used is based on data of a real Dutch distribution grid provided by a Distribution System
Operator (DSO). As can be seen in figure 3.7, it has a total of 19 nodes, with loads connected at nodes
5, 15 and 19. Between each node is a branch of known resistance R and reactance X, but these have
been removed from figure 3.7 for confidentiality purposes. With this data and the load powers for each
point in time, the power flow simulation can be run and the voltage of each node can be calculated.



20 3. Hardware

1 2 3 4 6 7 8 10 11 18

12 13 14 16 17

9
R0102
X0102

10 kV 398 V

R0203
X0203

R0304
X0304

R0406
X0406

R0607
X0607

R0708
X0708

R0809
X0809

R0910
X0910

R1011
X1011

R1118
X1118

R1112
X1112

R1213
X1213

R1314
X1314

R1416
X1416

R1617
X1617

15
R1415
X1415

5
R0405
X0405

19
R1819
X1819400 kVA

L1

L2

L3

Figure 3.7: Single-line diagram of a Dutch rural grid used for grid simulation.

3.3.3. Validation
In order to validate the power flowmethod that was implemented in the DRTS, its results were compared
to a simulation with exactly the same parameters in DIgSILENT PowerFactory. Figure 3.8 shows that
the results of both simulations are exactly the same. This is to be expected as PowerFactory also
uses the Newton-Raphson method for its load flow calculations. It can be concluded that the Newton-
Raphson-based power flow analysis implemented in the DRTS works as expected.
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Figure 3.8: Comparison of Power Flow Results Calculated by DIgSILENT PowerFactory and the Adapted
Newton-Raphson Simulation

3.4. EVSE
As part of the experimental setup, a commercially available Electric Vehicle Supply Equipment (EVSE)
is used. This is integrated into the setup and communication between the EVSE and the DRTS is
established.

3.4.1. Alfen EVE Single Pro-Line
The EVSE used is the EVE Single Pro-Line manufactured by Alfen N.V., shown in figure 3.9. It is an
AC charger that supports both single- and three-phase charging up to 32A. It has one socket for a type
2 charging cable. The EVSE can be monitored and its parameters changed via a software named ACE
Service Installer on any computer connected to the same Ethernet network.

One notable feature of the EVE Single Pro-Line is that it has been designed with smart-charging ap-
plications in mind and thus can communicate with 3rd party devices. It can communicate either via
GPRS (using GSM network) or via Ethernet and uses Open Charge Point Protocol (OCPP) version 1.6
or Modbus TCP/IP. These protocols can be used to read measurements such as voltages and currents,
or to send commands to the EVSE such as a maximum allowed charging current. Note that the newest
version of OCPP, 2.0.1, is not yet supported by this hardware. As discussed in section 2.1.3, the smart
charging functionality of version 1.6 is more limited than version 2.0.1. As is the case with most com-
mercial EVSEs at this time, the ISO 15118 protocol is also not yet supported so the communication
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between the EV and EVSE is very limited, as will be discussed in section 3.5.

Figure 3.9: Alfen EVE Single Pro-Line [46]

3.4.2. PLC for Modbus TCP Communication
In this setup, the maximum allowed current will be determined by the smart charging algorithm during
the real-time simulation. The DRTS will need to communicate this value to the EVSE. Because these
two devices are physically close to each other, connecting them via Ethernet and using the Modbus
TCP protocol is most convenient. Modbus TCP is an open communication protocol that is widely used
for communicating between (mostly industrial) electronic devices.

The DRTS used in this setup unfortunately does not natively support the Modbus TCP so a third-party
device is needed to convert the Modbus TCP communication to an analog or digital signal compatible
with the DRTS. It was decided to use a Programmable Logic Controller (PLC) from Schneider Electric,
shown in figure 3.10 to do this conversion. A summary of the most relevant features of this PLC can
be seen in table 3.1. Note that for PWM signals, a ’fast’ input/output is needed.

Figure 3.10: Schneider Electric TM221ME16TG PLC [47]
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Table 3.1: Most relevant features of TM221ME16TG PLC

Rated supply voltage 24 V DC

Digital Inputs 8 (4 fast inputs)

Digital Outputs 8 (2 fast outputs)

Digital Output Voltage 24 V DC

Digital Input Voltage
<= 5 V for logical low

>= 15 V for logical high

Analog Inputs 2

Analog Outputs 0

Analog I/O Voltage Range 0 - 10 V

Supported Modbus Protocols
Modbus TCP Server/Client

Modbus RTU Master/Slave

Modbus ASCII Master/Slave

3.5. EV Emulator
3.5.1. Communication between EVSE and EV-Emulator
A type 2 AC charging cable (shown in figure 3.11) uses two pins for communication between the EV and
EVSE; a Proximity Pilot (PP) to indicate that a vehicle is connected and to communicate the maximum
current of the cable, and a Control Pilot (CP) to communicate the charging state and the maximum
current the EV is allowed to draw.

Figure 3.11: Labeled image of a type 2 plug [48]

Proximity Pilot

Detachable charging cables have a resistor between the Proximity Pilot (PP) and Protective Earth (PE)
which indicates the maximum current rating of the cable, as per table 3.2. The EVSE is continually
measuring the resistance between the PP and PE. If an open circuit is measured, the EVSE can con-
clude that no charging cable is present and no further action is needed. However, if a resistance of
𝑅 ≤ 2.7𝑘Ω is measured, this indicates a cable is connected with a current rating indicated in table 3.2.
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Table 3.2: Relationship between rated cable current and resistance between PP and PE [49]

Rated current of cable Nominal Resistance, PP-PE Interpretation range

13 A 1.5 kΩ 1 kΩ - 2.7 kΩ

20 A 680 Ω 330 Ω - 1 kΩ

32 A 220 Ω 150 Ω - 330 Ω

Control Pilot
When the EVSE detects that a cable is connected, it puts a voltage of 12 V over the CP and PE. Once
an EV is connected to the other side of the cable, the EV will activate a resistor between the CP and PE
which will lower the voltage. The activated resistance and corresponding voltage is dependent on the
charging status, as per table 3.3. The EV will only be able to charge in status C or D, the latter requiring
the EV and EVSE to be in a well-ventilated area. In states B, C and D, the CP signal is pulse-width
modulated (PWM) signal instead of a constant voltage. The voltages in table 3.3 are then the upper
value of the PWM signal and the lower value is -12 V regardless of the state, as can be seen in figure
3.12. This is achieved by placing a diode in series with the resistors.

Table 3.3: Resistances and voltages between CP and PE corresponding to each charging state [49]

State Description Resistance, CP-PE Voltage, CP-PE

A EV not connected ∞ Ω +12 V

B EV connected, not ready 2740 Ω +9±1 V

C Ready 882 Ω +6±1 V

D Ready, ventilation required 246 Ω +3±1 V

E Shut off 0 V

F Error -12 V

Figure 3.12: Graph of CP signal at different charging states [50]

The usage of a PWM signal instead of a constant voltage means that another variable can be communi-
cated by changing the duty cycle; the maximum available current. This will signal to the EV’s on-board
charger the maximum AC current it is allowed to draw. The EV is allowed to draw less current than what
is indicated by the PWM signal, but not more. Table 3.4 shows the relationship between the PWM’s
duty cycle and the maximum allowed current. A 10% duty cycle would indicate a maximum current of
6 A, 20% indicates 12 A, etc. Note that the minimum value that can be set by the EVSE is 6 A. If the
duty cycle is any lower than 8%, the EV should stop charging.
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Table 3.4: Relationship between CP duty cycle and maximum allowed current [49]

Duty cycle interpreted by EV Maximum current

Duty cycle <8 % Charging not allowed

8 % ≤ duty cycle <10% 6 A

10 % ≤ duty cycle ≤ 85 % Available current = (% duty cycle) x 0.6 A

85 % <duty cycle ≤ 96 % Available current = (% duty cycle - 64) x 2.5 A

96 % <duty cycle ≤ 97 % 80 A

Duty cycle >97 % Charging not allowed

3.5.2. Walther-Werke Type 2 EV-Emulator
As part of the experimental setup, a device needs to be connected between the EVSE and AC load
which has a type 2 cable and can mimic the communication behaviour of a real EV. The device used for
this was a commercially available EV-emulator from Walther-Werke. As can be seen in figure 3.13a, it
can be plugged into an EVSE using a type 2 cable. It has switches that allow it to communicate status
A, B, C or D and a rated cable current of 13 A, 20 A, 32 A or 63 A. Note that while it allows the user
to select a rated cable current up to 63 A, the actual wires it uses are only 1.5 mm so a maximum
of approximately 16 A can be drawn to prevent overheating. Furthermore, the EV-emulator has lights
to show when the phases are live and it has a Bayonet-Neill-Concelman (BNC) coaxial connector that
allows monitoring of the CP signal.

(a) (b)

Figure 3.13: Walther-Werke EV-Emulator external [51] (a) and internal (b) view

Figure 3.13b shows the relatively simple internal workings of the EV-emulator. The three phases,
neutral and PE are routed to safety sockets on the side of the device which can be used to connect an
external load. They are also routed to the lights so that the user can see which phases are live. The
CP, PP and PE are routed to the switches to allow the status and rated cable current to be set by the
user. Each switch can activate a resistor between CP/PP and PE, as per table 3.2 and 3.3.
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3.6. SM15K DC Source
Lastly, some hardware is needed that can act as a load. The EV emulator described above does not
do anything with the power coming from the EVSE, but simply feeds the three phases (plus neutral and
PE) through to 5 safety sockets. In a real EV, the power supplied by the EVSE eventually makes its
way into the EV’s battery where it is stored. Therefore, in this setup, there must be a way to draw power
in a manner similar to a real EV. The easiest solution to this would be to use an AC load. However, no
appropriately sized AC load was available for this project, so two DC power supplies are used instead.
The power supplies used are two Delta Elektronika SM15K series, specifically model SM500-CP-90.
These are bidirectional DC supplies which can both sink and supply 15kW at a maximum of 500V or
90A. For the purposes of this project, these two power supplies are connected back-to-back to form
an AC load that can circulate power back to the (emulated) grid, as described in section 5.4. While
the SM15K power supplies are not advertised for this purpose, their bidirectionality makes it possible.
These devices by themselves are AC/DC converters so connecting them back-to-back realizes an AC-
DC-AC topology, which is essentially what is used by a conventional regenerative AC load.

The benefit of using such a regenerative load, which is capable of feeding power back to the grid as
opposed to using a resistive load, is that it significantly reduces the wasted energy. Given the real-time
nature of this project, test scenarios will be running for several hours so if a resistive load were used,
this would result in a lot of energy being wasted as heat and a rather toasty lab.

Figure 3.14: Delta-Elektronika SM500-CP-90 Bidirectional DC Power Supply [52]





4
Smart Charging Algorithm

The development of a smart charging algorithm is not an explicit goal of this thesis; the main focus
is on the development of the PHIL test-bed. Nevertheless, an existing algorithm is used and slightly
adapted, so knowledge of how it works is needed. The main concepts are described in this section. A
more detailed explanation of the algorithm can be found in [53].

The algorithm is written in Python. At its heart, it uses a mathematical optimization solver named Gurobi
to calculate the optimal setpoint for each EV connected to a node, based on a set of input parameters
and constraints.

4.1. Objective Function
The main goal of the algorithm is to determine the optimal charging setpoint for each EV connected
to a node. This optimization consists of minimizing the objective function show in equation 4.1. This
objective function represents the total cost of smart charging for each node 𝐶opt . It is made up of 3
parts [53];

• Penalty that needs to be paid to the EV user if the demanded energy 𝑑 is not delivered by the
departure time.

• In some cases, energy generated by an onsite PV installation is not free. For example, if the
installation is owned by a third-party, there may be a pre-determined cost per kWh of energy
generated 𝐶 .

• Cost of buying/selling energy from/to the grid.

Note that the total cost 𝐶opt can be either positive or negative. In the case where there is relatively high
local generation, the energy exported to the grid can be higher than the imported energy and thus the
total cost can become negative.

Min. 𝐶opt =∑(𝐵 , , + 𝑑 , − 𝐵 , , ) 𝐶 , + Δ𝑇∑𝑝 , 𝐶

+ Δ𝑇∑(𝑝 ( )
, 𝐶 ( ) − 𝑝 ( )

, 𝐶 ( ))

(4.1)
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Table 4.1: Parameters of smart charging objective function, based on [53]

Parameter Note Unit Type Source

𝐶opt Total costs of EV charging at node n € Output parameter Optimization

𝐵 , ,
Energy in battery of jth EV at node n

at arrival
kWh Input parameter

User/EV

(depending

on protocol)

𝑑 , Demanded energy of jth EV at node n kWh Input parameter User

𝐵 , ,
Energy in battery of jth EV at

departure time 𝑇 at node n
kWh Variable Optimization

𝐶 ,
Penalty for not meeting energy demand

by departure time of jth EV at node n
€/kWh Input parameter CPO

𝑝 , PV energy generated at time t at node n kW Input Parameter Forecast

𝐶 Cost of obtaining PV energy €/kWh Input Parameter CPO

𝑝 ( )
,

Power imported from the grid at time t

at node n
kW Variable Optimization

𝐶 ( ) Market clearing price for buying

electricity from grid at time t
€/kWh Input Parameter TSO

𝑝 ( )
,

Power exported to the grid at time t

at node n
kW Variable Optimization

𝐶 ( ) Market clearing price for selling

electricity to grid at time t
€/kWh Input Parameter TSO

4.2. Sub-Functions
To accompany the main objective function, some sub-functions are defined that show how variables
relate to each other:

• The imported/exported power at the node is a function of voltage and current

𝑝 ( )
, = 𝑉 , × 𝑖 ( )

,
𝑝 ( )
, = 𝑉 , × 𝑖 ( )

,
(4.2)

• The energy in an EV’s battery at time t is equal to its battery size multiplied by the SOC. This is
also equal to the energy in its battery at arrival plus the sum of power between arrival time and
time t:

𝐵 , , = 𝐵max, × 𝑆 , , = 𝐵 , , + Δ𝑇∑(𝑝 , , 𝜂 , ) (4.3)

• The demanded energy is the arrival SOC minus the requested departure SOC, multiplied by
battery size:

𝑑 , = (𝑆 , , − 𝑆 , , ) × 𝐵max, (4.4)

• The imported power minus exported power at the node is the local load power minus the PV
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power, plus the sum of EV powers

𝑝 ( )
, − 𝑝 ( )

, = 𝑝 , − 𝑝 , +∑𝑝 , , (4.5)

• The local load power at time t is the normalized load profile multiplied by the rate yearly energy
consumption.

𝑝 , = 𝑝 ,
, × 𝑝 , (4.6)

• The PV power at time t is the normalized PV profile multiplied by the rated PV size.

𝑝 , = 𝑝 ,
, × 𝑝 , (4.7)

Table 4.2: Parameters of smart charging sub-functions

Parameter Note Unit

𝑉 , Voltage at node n at time t V

𝑖 ( )
, Current imported from the grid at time t at node n A

𝑖 ( )
, Current exported to the grid at time t at node n A

𝐵 , , Energy in battery of jth EV at node n at time t kWh

𝐵max, Battery size of jth EV at node n kWh

𝑆 , , SOC of jth EV at node n at time t

𝑝 , , Charging power of jth EV at node n at time t kW

𝜂 , Charging efficiency of jth EV at node n

𝑆 , , Requested SOC at departure time 𝑇 of jth EV at node n

𝑝 , Power of local load at node n at time t kW

𝑝 , Power of PV at node n at time t kW

𝑝 ,
, Normalized power of PV at node n at time t kW

𝑝 , Rated size of local load kWh/yr

𝑝 ,
, Normalized power of local load at node n at time t kW

𝑝 , Rated size of PV kWp

4.3. Constraints
The optimization is subject to certain constraints:

• Current AC charging standards (IEC 61851) dictate that the lowest allowed charging current is
6A [49]. Under this standard, it is not possible to set a maximum allowed current lower than 6A.
If less than 6A is available then the charging must be stopped.

(𝑖 , , = 0)𝑂𝑅 (𝑖 , , ≥ 6) (4.8)

• The imported and exported current 𝑖 ( )
, 𝑖 ( )

, of the node are subject to limitations imposed
by the distribution network capacity so there is a maximum current that can be imported and
exported, 𝑖 , and 𝑖 , respectively:

𝑖 ( )
, ≤ 𝑖 ,

𝑖 ( )
, ≤ 𝑖 ,

(4.9)
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• Each EV has a maximum charging current and cannot charge at a current above this value:

𝑖 , , ≤ 𝑖 , (4.10)

Note that in this implementation, it will be assumed that all EVs use three-phase charging and
the currents are balanced.

Table 4.3: Parameters of smart charging constraints

Parameter Note Unit

𝑖 , , Charging current of jth EV at time t and node n A

𝑖 ,
Distribution network capacity for importing

current from grid at node n
kW

𝑖 ,
Distribution network capacity for exporting

current to grid at node n
kW

𝑖 , Rated current of jth EV at node n A



5
System Integration

5.1. Overview
Figure 5.1 shows the layout of the complete experimental setup with all its components. Solid lines
represent power flows and dotted lines represent information flows. This figure is similar to figure
3.2 except that all necessary communication lines have been added. This chapter will describe the
workings of the communication between different hardware, as well as the general integration of the
different components into one system.
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5.2. Adaptation of Algorithm
The smart charging algorithm described in section 4 was originally designed to run locally on a PC and
to calculate the optimal charging behavior of several EVs over the course of several days. It was not
designed to run in real-time nor as part of a PHIL system. To be able to incorporate the algorithm into
the proposed PHIL system, some adaptations are needed.

As mentioned in section 3.2, the DRTS used runs a model made in MATLAB/Simulink. The optimiza-
tion algorithm is written in Python, so this cannot be directly incorporated into the real-time simulation
model. Several methods of incorporating the Python algorithm into the model were explored and in
the end it was chosen to make use of RT-Lab’s Application Programming Interface (API) functionality.
This API can be used to allow a Python algorithm on the target computer to read and write variables
within the real-time model running on the target. Strictly speaking, because this exchange of variables
relies on the TCP/IP network that is in between the host and target, real-time behaviour cannot be
guaranteed as there are many external (e.g. network congestion) that can influence the communica-
tion delay. However, the optimization will only be performed once per minute, so this relatively large
time-step makes any communication delay insignificant.

In practice, this means that the Python algorithm and the real-time model can run in parallel on the
host and target computer respectively. The RT-Lab API is used to exchange variables between the
two systems and to keep them synchronized. Figure 5.2 shows how this works in practice from the
perspective of the Python algorithm running on the host computer. Once all variables have been initial-
ized in the Python algorithm, the RT-Lab API is used to read the current simulation time of the model.
The algorithm then waits until the next full minute, at which point it will read the bus voltage of node n
and each EV’s SOC at this node, from the model. Because the optimization was designed to run only
on one node, it must be run separately for each node. Therefore, after completing the optimization
for node n, the bus voltage and SOC of node n+1 can be read and the optimization can be run again
with the new inputs. This is repeated for all nodes with EVs. Once all optimizations are completed,
the algorithm sends the calculated setpoint for each EV to the DRTS. This process is repeated every
minute.

Initialize all variables

Start

Read simulationTime

Wait (60 -
simulationTime.seconds mod

60)

Read busVoltage and
SOCs of node n

Run optimization
between simulationTime and

max(departureTime[i]), save data

Send smart charging
setpoints

n ≥ N ? 

n = n + 1

No

Yes

Figure 5.2: Flowchart showing how the Python algorithm runs alongside the real-time simulation for N nodes
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5.3. Modbus Communication Using PLC
In section 3.4.2, details of the Schneider Electric Programmable Logic Controller (PLC) are shown,
which is used to interface between the DRTS and EVSE. The PLC has two functions; the first is to read
the analog signal coming from the DRTS, convert this to Modbus TCP and write it to the EVSE as the
maximum allowed charging current. The second function is to read the current and phase voltage of
phase 1 that is measured by the EVSE, and convert this information from a Modbus TCP format to a
Pulse-Width Modulation (PWM) signal which can be interpreted by the DRTS.

The PLC can be programmed using a programming language known as Ladder Logic, in Schneider
Electric’s EcoStruxure Machine Expert software. Here the PLC needs to be programmed to read/write
to the correct Modbus registers of the EVSE. The address of the needed registers can be found in a
Modbus Register table provided by Alfen, part of which has been reproduced in figure 5.3 [54]. The
entire table can be found in appendix A.

Figure 5.3: Part of the Modbus register table of the Alfen EVE Single Pro-Line [54]

All registers that will need to be written to or read can be programmed in the Channel Assistant within
EcoStruxure Machine Expert, as shown in figure 5.4a. The message type can be specified (in this
case, 0x03 denotes reading multiple words from holding registers), as well as its offset and length.
Each ’channel’ will be written/read at a set time interval, in this case every second. Each configured
channel is assigned an address in the PLC’s input/output registers, as shown in figure 5.4b. Because
the PLC works with 16-bit words and the values read from the EVSE are 32-bit floats, each float is split
into two words, each with its own address.

(a) (b)

Figure 5.4: Screenshots of the Channel Assistant (a) and input registers (b) of the PLC

Once the channel assistant is configured and the desired variables are being read into the input/output
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registers of the PLC, they are saved into the PLC’s memory so that the variables can be manipulated
and used in calculations. To understand how the variables are saved in the memory, it is important to
understand that there are several types of memory objects:

• Memory bits (%Mi): Stores a single bit

• Memory words (%MWi): Stores a 16-bit word (integer)

• Memory double words (%MDi): Stores a 32-bit integer word (integer)

• Memory floating point (%MFi): Stores a 32-bit floating point according to IEEE 754 standard:
the most significant bit signifies the sign, the next 8 bits signify the exponent and the 23 least
significant bits signify the fraction.

For the purposes of this project, only memory words and memory floats are relevant. Note that only a
float can store decimals and that two (16-bit) words are needed to store one (32-bit) float. Floats and
words are stored in the same memory location of the PLC, so if a float is stored in %MFi, then its data
can also be accessed by reading %MWi and %MWi+1. This is visually represented in table 5.1. This
feature is used in the programming of the PLC. For example, for reading the measured voltage and
current from the EVSE, the two input registers corresponding to one of these variables are saved to
two memory words; %MWx and %MWx+1. However, these two words then each contain half a float so
they cannot be interpreted by themselves. Fortunately, the corresponding memory float %MFx contains
the bits of both these words and it can easily be changed from 32-bit floating point format to a regular
binary integer using the %MWy = REAL_TO_INT(10 × %MFx) function. Note that the float %MFx is
multiplied by 10 so that a resolution of 0.1V can be achieved. Memory words are always integers so
the conversion rounds the float to the nearest whole number. Lastly, %MWy is then converted into a
duty cycle of the digital output signal of the PLC, ready to be read by the DRTS.

Table 5.1: Demonstration of how float and word objects overlap in the PLC’s memory

Memory Floats (even) Memory Floats (odd) Memory Words

%MF0
%MW0

%MF1
%MW1

%MF2
%MW2

%MF3
%MW3

%MF4
%MW4

... ...

...
%MFi

%MWi

%MFi+1 %MWi+1

The duty cycle for the voltage measurement is set as 𝐷 = 70+ (%𝑀𝑊𝑦−2300)/4 such that 0% duty
cycle represents a bus voltage of 0.88 p.u. and 100% represents 1.04 p.u. Similarly, the duty cycle
representing the measured current is 𝐷 = 5 ×%𝑀𝑊𝑧, allowing for a range of 0A to 20A. The reason
for these extra calculations is that it allows measuring of the full expected range of voltage and current
with maximum resolution, as the PLC can only produce a duty cycle between 0 and 100% in steps of
1%, so only 101 steps are available.

The setpoint which is received from the DRTS and sent to the EVSE is converted in a very similar
way as above, the only difference being that it is read from an analog input with a value from 0-1000
representing 0.00V to 10.00V. This value is divided by 50 before it is written to the EVSE, such that
0.00V would represent a 0A setpoint and 10.00V would represent a 20A setpoint.
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5.4. Circulating Power
As an intermediate step to the full setup, a partial setup was built to test the proper operation of the
DRTS, power amplifier and SM15K power supplies. The amount of power being circulated in the system
was gradually increased in order to check if the system remained stable, which it did.

5.4.1. Layout

OPAL-RT
OP5700

3x
California Instruments

AST1501

Reference
Waveform VA,VB,VC

SM15K Bidirectional
DC Power Supply

SM15K Bidirectional
DC Power Supply

Grid

VDC_Link

Circulating
Current

Input
Current

Figure 5.5: Schematic overview of experimental setup

Figure 5.5 shows an overview of the experimental setup. The DRTS generates three low-voltage sine
waves of adjustable amplitude and with 120 degree phase difference. This is amplified by the power
amplifier to generate a controllable grid voltage. Two back-to-back DC power supplies are plugged in to
this, with a DC link in between. One power supply acts as a AC/DC converter and the other as a DC/AC
converter. The voltage of the DC link is set to a fixed value so by manipulating the current drawn by the
second power supply, the amount of recirculated power can be controlled. Two current clamps attached
to a high-speed oscilloscope provide measurements of the input and circulating currents, which can be
seen in figure 5.7.

Figure 5.6: Annotated picture of experimental setup. The annotation colors used correspond to the colors of figure 3.2.

5.4.2. Measurements
Figure 5.7 shows the measurements taken by the current clamps shown in figure 5.5. The top plot
shows that, as is to be expected, that circulating current increases as the circulating power is increased.
The bottom plot shows that the input current increases when the circulating power is increased, but its
change is relatively limited. It is noticeable that even with no current circulating (i.e. the power supplies
are set to 0A) there is still a significant current flowing. At PCirc = 2.5 kW, this current is approximately
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90 degrees out of phase with the voltages, suggesting that this is purely reactive current, likely due to
large input filters on the SM15K power supplies. This is confirmed by the results in table 5.2, which
shows the apparent, active and reactive power along with the power factor as measured by the amplifier
itself. Even with the power supplies off, there is a significant reactive power drawn so this suggest that
it must be caused by passive components inside the power supplies. Do note that the power factor
mentioned in this table is only the power factor of the input power. The circulating power has a much
higher power factor of 0.99 at 2.5 kW and 1.00 at 10 kW.

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
-20

-10

0

10

20

C
u
rr

e
n
t 
[A

]

Circulating Current (Phase C)

P
Circulating

 = 0 kW

P
Circulating

 = 2.5 kW

P
Circulating

 = 5 kW

P
Circulating

 = 7.5 kW

P
Circulating

 = 10 kW

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

Time [s]

-10

-5

0

5

10

C
u
rr

e
n
t 
[A

]

Input Current (Phase C)

P
Circulating

 = 0 kW

P
Circulating

 = 2.5 kW

P
Circulating

 = 5 kW

P
Circulating

 = 7.5 kW

P
Circulating

 = 10 kW

Figure 5.7: Circulating and input current on phase C with various circulating powers

Table 5.2: Input power provided by power amplifier

S [kVA] P[kW] Q [kVAR] PF

Supplies Off 1.49 0.00 1.49 0.00

Supplies On 1.47 0.19 1.46 0.13

DC Link on 1.45 0.36 1.40 0.25

PCirc = 2.5 kW 1.72 0.42 1.67 0.24

PCirc = 5 kW 2.01 0.51 1.95 0.26

PCirc = 7.5 kW 2.34 0.64 2.26 0.27

PCirc = 10 kW 2.55 0.79 2.43 0.31

Figure 5.8 is a graphical representation of some of the information in table 5.2, showing the active input
power as a function of recirculating power. This active power is being supplied by the power amplifier
and essentially represents the losses of the system. As the circulating power increases, so does the
input power. This makes sense as the increased circulating current through the system means there
are increased losses in the various components such as cables and power electronics.
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Figure 5.8: Measured input power as a function of recirculating power

5.5. Simulink Model
The Simulink model runs on the DRTS. It controls all of the simulation parameters, stores important
measurement data and integrates the different processes within the setup into one coherent system.
Screenshots of the model can be found in appendix B.

As discussed in section 3.2, a Simulink model on the DRTS can be split up into subsystems of three
different categories;

• The console (or user interface) which the user can use to interact with themodel while it is running.

• The master which contains critical logic as well as all I/Os that communicate with external hard-
ware.

• (Optional) One or more slaves which can also contain critical logic. Each slave runs on its own
CPU core and can perform calculations concurrently to the master’s calculations. If desired,
slaves can run at a larger timestep than the master.

In the Simulink model designed for this project, one subsystem of each type is used. The reason
for using a slave subsystem is that the DRTS available in the lab is licensed to use a maximum of 2
cores, so one core can be used by the master and the other by a slave so that calculations can be
executed concurrently and with different timesteps. This is important because the system needs to be
able to generate three 50 Hz sine waves, as described in section 3.3. To accurately generate these
sine waves with acceptable resolution, the master must run at a timestep 𝑇 that is small enough,
such that >> 50𝐻𝑧. This is in order to reduce the ’staircase’ effect of a digitized signal, as seen
in figure 5.9. However, the DRTS is also running the Newton Raphson power flow analysis which is a
relatively time-consuming process. To be able to complete the power flow analysis within the timestep
and without overruns, even a simple grid such as the one in section 3.3 requires a timestep 𝑇 in
the order of at least 1 ms. For more complex grids, a larger timestep would be needed. By separating
the model into a master and a slave, it enables the possibility to make a ’multi-rate’ model and run the
master at a much smaller timestep than the slave. The 𝑇 was set to 100 μs and 𝑇 to 10 ms.
This way, the power flow analysis can run with a timestep large enough as to not cause overruns, while
concurrently the sine waves can be generated with high resolution.

Figure 5.9: Graphical representation of a sine wave showing
its digitized staircase form in greater detail [55]
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5.5.1. Top-Level
The top-level of the Simulink model has three subsystems; master, slave and console (user inter-
face). Variables are exchanged between the subsystems using signals. It is important to note that, as
discussed in section 3.2, the master and slave are running on the DRTS target in real-time, so their
communication is internal within the DRTS and therefore synchronous. The console is running on the
host PC and the communication between the console and master/slave happens over TCP/IP so it is
not completely synchronous and real-time behaviour cannot be ensured. The outputs of the console
can be adjusted by the user while the simulation is running; other parameters cannot. The inputs to
the console can be displayed on a scope and viewed on the host PC (with a few seconds delay) while
the simulation is running.

5.5.2. Master
The master subsystem handles all analog and digital I/Os and user inputs coming from the console. Its
key functions include:

• Converting CP duty cycle to an analog setpoint for the AC load

• Generating three sine waves based on the bus voltage calculated by the power flow analysis, to
be used as reference waveforms for the power amplifier

• Emulating the charging behaviour of an EV by stopping the charge when SOC ≥1 and a simple
implementation of Constant-Voltage (CV) charging

Conversion of CP Duty Cycle to Analog Setpoint
The control pilot PWM signal generated by the EVSE needs to be converted to an analog setpoint for
the AC load. This is so that the load can draw the power that would normally be drawn by the EV.

The PWM In is used to read the duty cycle of the DRTS’ digital input pins. Firstly, this input is sanitized;
if the duty cycle is below 9% or above 30%, this is assumed to be an unrealistic value and the load
power is set to 0 for safety reasons.

Next, the duty cycle is multiplied by 60 (the inverse of the calculation described in section 5.3) to change
the duty cycle into the corresponding current setpoint set by the EVSE. This current is multiplied by the
nodal voltage at the node where the EV is located at that point in time to get a power. From this power,
the expected losses are subtracted. The reason for this is that the load used is not a conventional
AC load but two back-to-back bidirectional DC power supplies. Because of this, only the power on the
DC bus can be controlled. Due to the losses of the AC/DC converter inside the power supply, the DC
power is not exactly equal to the AC power. In section 5.4.2, these losses were measured so this data
can be put into a Simulink look-up table so that an estimation of the losses can be made.

Once the expected converter losses have been subtracted, this DC-link power setpoint needs to be
sent to the power supplies. The power supplies’ DC current can be controlled via an analog signal
between 0 V and 5 V, where 0 V represents 0 A and 5 V represents the maximum current (90 A).
Therefore, the desired DC power setpoint is divided by the DC link voltage to get a DC current, and
then multiplied by 5/90 to get the voltage of the analog signal between the DRTS and the power supply.

Generation of Reference Waveforms for Power Amplifier
Another key function of the master subsystem is the generation of three sine waves which are amplified
by the power amplifier in order to form a local grid with controllable voltage. The master subsystem
generates three sine waves with a frequency of 50 Hz and phase of 0, 2𝜋/3 and 4𝜋/3. The amplitude
of these sine waves is determined by the results of the grid simulation. The calculated p.u. voltage is
multiplied by 5.75 (as explained in section 3.3.1) and this becomes the amplitude.
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EV Charging Behaviour

Figure 5.10: Constant current - constant voltage
charging profile of a battery [56]

In order to realistically emulate an EV, it cannot be assumed that an EV will draw exactly the current
that was set by the user or by the smart charging algorithm at any time. Because of this, two features
are implemented. Firstly, if the battery is full (SOC≥1), the EV will stop charging, regardless of what
setpoint it receives. Also, there is a simplified implementation of a battery’s Constant-Voltage charging
stage. A typical battery charging profile can be seen in figure 5.10. Near the end of the charge, when
the battery is almost full, the EV no longer accepts full current and the current reduces as the SOC
increases. A simplified implementation of this effect was realized by linearly reducing the current as a
function of SOC, when the SOC≥0.9. These two features are summarized in equation 5.1.

𝐼 = {
𝐼 if 𝑆𝑂𝐶 < 0.9
𝑚𝑖𝑛(𝐼 , 10 × 𝐼 × (1 − 𝑆𝑂𝐶)) if 0.9 ≤ 𝑆𝑂𝐶 < 1
0 if 𝑆𝑂𝐶 ≥ 1

(5.1)

5.5.3. Slave
The slave subsystem runs at a larger timestep and can therefore do more time-consuming operations
such as reading and writing files, and running the grid simulation. The slave subsystem has the follow-
ing key functions:

• Reading the load and PV profiles from a file

• Calculating SOC

• Running the grid simulation

• Recording all relevant data to a file

Reading Load & PV Profiles
At the nodes within the simulated grid, there can be more than just EVs. Therefore, the possibility
to add a local load or local (PV) generation is added. These powers vary throughout the day so real
historical data is used. This data needs to be read from a file during the real-time simulation.

Before loading the model onto the DRTS, a MATLAB file containing the necessary data with times-
tamps is loaded onto the DRTS. During the simulation, this is read using RTLab’s OpFromFile block in
Simulink.

Calculating SOC
The SOC is calculated as the integral of power, divided by the battery size 𝐵 multiplied by 3600 (to
convert from hours to seconds).

𝑆𝑂𝐶 = 1
3600 × 𝐵 ∫𝑃𝑑𝑡 (5.2)



5.5. Simulink Model 41

The initial condition of the integrator block in Simulink is set to the arrival SOC of the EV and the upper
saturation limit is set to the maximum allowed SOC of the EV.

Running Grid Simulation
The grid simulation is run using the MATLAB Function block, which has as input the load power for
each load within the grid and outputs the p.u. voltage at every node in the grid. Note that the load
power can be either positive (node imports power from the grid) or negative (node exports power to the
grid). More information on the implementation of the grid simulation can be found in section 3.3.2.

Recording Data to a File
During the real-time simulation, all relevant data needs to be recorded and saved to a file so that it can
be used for data analysis afterwards. The signals that need to be recorded are sent to an OpWriteFile
block where it is written to a file during the simulation. Once the simulation is finished, the target
automatically transfers the file to the host computer using TCP/IP.

5.5.4. Console
The console allows the user to interact with the simulation while it is running. It has the following key
functions:

• Monitoring of signals on a scope, including:

– All calculated and measured bus voltages
– All measured currents and setpoints
– SOC of each EV
– Imported power from grid
– Power consumed by each EV
– Local load & PV power

• Possibility to manually set the output voltage of the power amplifier

• Possibility to manually set the charging current of all EVs

• Possibility to change the yearly consumption of the local load at node 5 & 15, and the PV size at
node 5.





6
Uncontrolled Charging

In order to be able to evaluate the effect of controlled charging, it must be compared to uncontrolled
charging. In this case, the smart charging algorithm is not active and the EVs charge at full power as
soon as they arrive.

Figure 6.1 shows the complete physical setup that was used for all uncontrolled and controlled test
cases.

4
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Figure 6.1: Picture of complete experimental setup. The annotation colors correspond to figure 5.1.

6.1. Simulation scenario
Table 6.1 shows the parameters used for this scenario. The exact same parameters will also be used
for the smart charging base case in section 7.1.

The scenario is based on the case of two small businesses where employees park their EVs when they
arrive at work and then depart at the end of the working day. Because of this, the simulation time is
set to be from 9:00 to 17:00; a standard working day. As can be seen in figure 6.2,There are 4 EVs in
total; 3 at node 5 and 1 at node 15. Only EV1 is represented by the PHIL system; the others are virtual.
EV1, EV2, and EV3 have exactly the same parameters so that the difference between a hardware EV
(EV1) and purely software EV (EV2) can be seen, as well as the difference between 2 EVs at different
nodes (EV2 at node 5 and EV4 at node 15). EV3 has different parameters (larger battery, higher charg-
ing current, latter arrival and departure time) in order to see the effect of these different parameters.

43



44 6. Uncontrolled Charging

The two types of EV parameters used are based on the two most common EVs currently registered
in The Netherlands, a Tesla Model 3 and Tesla Model S respectively [57]. These have a battery size
of 50 kWh and 100 kWh and a rated charging current of three-phase 16 A and 24 A respectively [58, 59].

Grid nodes 5, 15 and 19 (in figure 6.2) all have a local load. Node 5 also has a local PV installation.
The profiles for this local load and solar irradiation were based on historical data taken from the Royal
Netherlands Meteorological Institute (KNMI) and the Association for Dutch Energy Data Exchange
(NEDU). Data from 01/06/2018 was arbitrarily chosen as it was a standard working day and there were
significant fluctuations in solar irradiation, so the effect of that on the controlled charging can be stud-
ied. Each node has a current limitation of 50 A, which is a standard connection for small businesses
provided by Dutch DSOs [60]. This limit need not necessarily be a physical component limit of the
grid, it can also be a contractual limit imposed by the DSO and exceeding it may result in a penalty. In
the case of a contractual limit, the DSOmay also place a fuse wich will blow when the limit is exceeded.
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Figure 6.2: Locations of the EVs, local PV generation and local loads

As discussed in section 4.1, the objective function of the smart charging algorithm is based on mini-
mizing cost. Therefore energy prices must be taken into account. The assumption is made that the
EV charging station operates under a variable energy tariff so that the smart charging algorithm can
benefit from these variables prices. The price of buying electricity from the grid is based on historical
data from the Dutch Day-Ahead market on 01/06/2018. The price of selling electricity to the grid is set
to a constant 0.02 €/kWh, which is always below the buying price. The cost of producing PV energy is
set to 0 €/kWh as it is assumed that the PV installation is not owned by a third party so there are no
variable costs associated with PV production. The penalty for not delivering the requested energy is
set to a value that is always higher than the energy buying price, 0.10 €/kWh.

The grid model used for all simulations is the same Dutch rural grid as shown in figure 3.7, based on
data from a Dutch DSO. However, in order to more clearly demonstrate the effect of uncontrolled and
controlled charging on voltage variations in the grid, the line lengths were multiplied by a factor of 4.
This allows for more significant variations in the voltage of each bus so that the effects become more
apparent.



6.1. Simulation scenario 45

Table 6.1: Parameters used for uncontrolled & controlled charging scenarios

General
Time of simulation 9:00 to 17:00
Number of EVs (J) 4
Number of nodes (N) 2
Electricity Buying Price (𝐶 ( )) Day-ahead prices [61], 01/06/2018
Electricity Selling Price (𝐶 ( )) 0.02 €/kWh
Variable PV Cost (𝐶 ) 0 €/kWh
Penalty (𝐶 , ) 0.10 €/kWh
Normalized PV Profile (𝑝 ,

, ) KNMI data [62], 01/06/2018
Normalized Load Profile (𝑝 ,

, ) E2A NEDU Profile[63], 01/06/2018

Node 5
EVs at this node (j) EV1 EV2 EV3
Arrival time (𝑇 ) 9:00 9:00 9:30
Arrival SOC (𝑆 , , ) 40% 40% 40%
Departure time (𝑇 ) 16:30 16:30 17:00
Requested departure SOC (𝑆 , , ) 100% 100% 100%

Battery size (𝐵max, ) 50 kWh 50 kWh 100 kWh
Maximum charging current (𝑖 , ) 3x16 A 3x16 A 3x24 A

Maximum node current (𝑖 ( )
, ,𝑖 ( )

, ) 3x50 A
PV Size (𝑝 , ) 25 kWp
Local Load Yearly Consumption (𝑝 , ) 88.779 MWh

Node 15
EVs at this node (j) EV4
Arrival time (𝑇 ) 9:00
Arrival SOC (𝑆 , , ) 40%
Departure time (𝑇 ) 16:30
Requested departure SOC (𝑆 , , ) 100%

Battery size (𝐵max, ) 50 kWh
Maximum charging current (𝑖 , ) 3x16 A

Maximum node current (𝑖 ( )
, ,𝑖 ( )

, ) 3x50 A
PV Size (𝑝 , ) 0 kWp
Local Load Yearly Consumption (𝑝 , ) 3.556 MWh

Node 19
EVs at this node (j) None

Maximum node current (𝑖 ( )
, ,𝑖 ( )

, ) 3x50 A
PV Size (𝑝 , ) 0 kWp
Local Load Yearly Consumption (𝑝 , ) 5.618 MWh
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6.2. Simulation results
Figure 6.3 shows the results of a PHIL simulation with uncontrolled charging. As stated in table 6.1,
the simulated time period is 8 hours. Since this is a real-time HIL simulation, this means that each
simulation also took 8 hours to complete in reality. During this simulation, the smart charging algorithm
was not activated. Instead, each EV was allowed to charge at its maximum power between its time
of arrival and time of departure, irrespective of energy prices, grid limits, and local load and PV. As a
consequence, all EVs draw most of their energy in the morning, when there is limited PV generation.
The combination of very little power generated by PV and all EVs charging at full power in the morning
means that a lot of energy has to be imported from the grid and the maximum grid import current is
exceeded by 28 A. This also results in a very low bus voltage in the morning, with a minimum of 0.91
p.u. at node 5.

The SOC of EV1, EV2 and EV4 increase at a very similar rate during the charge because their battery
size, arrival time and maximum current are all the same. The only difference is that EV1 and EV2 are at
node 5 while EV4 is at node 4. Because the bus voltage at node 15 is higher than at node 5 during the
charge, EV4 charges slightly faster than the other two. All three EVs are finished charging by 12:45.
EV3 has a larger battery and arrives 30 minutes later, so it is finished charging later, at 14:38. Note that,
near the end of the charge, the EVs reduce their charging power due to the constant-voltage charging
region explained in section 5.5.2. The total energy cost for this scenario is €16.08, or 0.16 €/kWh of
energy delivered to the EVs.

09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Time Jun 01, 2018   

0.9

0.95

1

V
o

lt
a

g
e

 [
p

.u
.]

Bus Voltage

Bus 5

Bus 15

09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Time Jun 01, 2018   

0

20

40

60

80

C
u

rr
e

n
t 

[A
]

Grid Import at Node 5

Grid Import Limit

09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Time Jun 01, 2018   

0

5

10

15

20

25

C
u

rr
e

n
t 

[A
]

Setpoint

EV1

EV2

EV3

EV4

09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Time Jun 01, 2018   

0

10

20

30

40

P
o

w
e

r 
[k

W
]

EV Charging Power

Node5

Node15

09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Time Jun 01, 2018   

40

60

80

100

S
O

C
 [

%
]

State of Charge

EV1

EV2

EV3

EV4

09:00 10:00 11:00 12:00 13:00 14:00 15:00 16:00 17:00

Time Jun 01, 2018   

0

10

20

30

P
o

w
e

r 
[k

W
]

Local Load & PV Power at Node 5

Local Load

PV

Figure 6.3: experimental results of uncontrolled charging



7
Smart Charging

7.1. Case 1: Base case
The same parameters as shown in table 6.1 are used for the smart charging base case. This base case
is to serve as a benchmark for all other cases. Other cases will have only one parameter changed with
respect to the base case, so that cross correlation issues can be avoided and the effect of this change
can clearly be seen by comparing the results to the base case. In all smart charging cases, the smart
charging algorithm described in chapter 4 was implemented.

Figure 7.2 shows an overview of the results of the base case simulation. Firstly, it can be noticed that,
with the exception of a brief two-minute charge at 11:43, all EVs start charging only as of 12:00, despite
the fact that they have already been connected to the EVSE for several hours. There are two reasons
for this; the first can be seen in figure 7.1: the price of buying electricity from the grid is cheaper in
the afternoon. Because of this, the optimizer within the algorithm tries to import power from the grid
(and thus charge the EVs) as late in the day as possible (taking all constraints into account) in order to
minimize cost. The second reason is that before 11:43, the PV production is not higher than the local
load. If the PV had been higher than the local load earlier in the morning, then the EVs would have been
charged with this excess energy because the cost of buying electricity from the grid 𝐶 ( ) is always
greater than the money earned from selling this same power to the grid 𝐶 ( ). The combination of a
high electricity buying price and no excess PV energy there means that no EVs are charged until 11:43.
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Figure 7.1: Day-Ahead market energy price

Another observation is that none of the EVs are fully charged at their time of departure; only to an
SOC of 97.3%, 95.8%, 96.0% and 96.5% respectively. The reason for this is that the smart charging
algorithm does not take into account the EVs’ constant-voltage charging behaviour described in section
5.5.2. Instead, the algorithm assumes that all EVs always charge at their setpoint but this need not
be the case. When the SOC>90%, the EVs will charge with a current lower than their rated current
and thus their SOC will increase at a rate slower than predicted by the algorithm. Additionally, when
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the smart charging algorithm calculates its optimal power profile, it uses only the current bus voltage
and does not take into account that the bus voltage may change in the future. Once the EVs start
charging, the bus voltage drops and thus the power going to the EVs is reduced so their SOC will
increase slower than predicted. This, in combination with the fact that the system waited as long as
possible to commence the charge in order to minimize cost, means that it is not possible to fully charge
the EVs in before their departure time. Since the optimization is rerun every minute, its prediction of the
future SOC is continually updated so at some point, the algorithm would realise it is no longer possible
to fully charge the EVs but it cannot compensate for it since it is already charging at the highest possible
current within the given constraints.
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Figure 7.2: Experimental results of base case

The EV charging power shown in figure 7.2 shows a high amount of fluctuations. These are also seen
in the grid import of node 5 and as a consequence, they also have an effect on the bus voltages.
Part of these fluctuations can be explained by the plots in figure 7.3. The smart charging algorithm’s
optimization is completed at 15:11:03 and the new setpoints are sent at this time. The setpoint of EV1
is changed from 13 A to 0 A, EV2 from 0 A to 16 A and EV3 from 24 A to 22 A, all changed at exactly the
same time. EV4’s setpoint is unchanged. The net result of this change is only a 1 A increase in the total
current of node 5. Yet, there is a brief 14 A increase in imported power. The reason for this is that EV1
is implemented as hardware and therefore has delays in responding to the new setpoint. This can be
seen as EV1’s measured current (purple line) does not instantly respond to its setpoint (blue line) and
it takes about 9 seconds for it to go to 0 A. EV2 and EV3 on the other hand, are virtual and can respond
instantly to changes in their setpoint. Because of this, there is an overlap of 9 seconds where EV2 has
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already increased its charging current but EV1 has not yet fully reduced its current to 0 A. During this
period of overlap, there is a spike in current imported from the grid by node 5 and consequently there
is a dip in bus voltage. It is important to note that the root cause of this phenomenon is the difference
in response times to a change in setpoint of each EV. In this case, it is perhaps not completely realistic
that the virtual EVs have no communication delay, but it is realistic that not all EVs would have the
same amount of delay. This is dependent on the internal workings of the EV’s control system which
will vary by EV model and manufacturer.
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Figure 7.3: Cause of spikes in grid import

As explained, the effect seen in figure 7.3 is due to the fact that EV1 has a delay in responding to
changes in setpoint while the other EVs do not. So what if this delay is removed, will the voltage
fluctuations reduce? To test this hypothesis, the base case simulation was repeated with the same
parameters, but with all EVs implemented as virtual EVs. This means that the simulation is still real-
time, but it is purely software-based and the PHIL part of the setup was not used for this experiment.
EV1’s SOC was calculated based on its setpoint, and not using the measured current. The result of
this can be seen in 7.4.
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Figure 7.4: Grid Import at Node 5, software simulation
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With respect to the hardware-in-the-loop results from figure 7.2, the oscillations have visibly reduced as
the effect shown in figure 7.3 is no longer present due to EV1 no longer having a delay. However, there
are still significant oscillations present and the grid import limit is still exceeded many times, but only for
periods of less than a minute. This is because the smart charging algorithm is responsible for adjusting
the EV power such that the limit is not exceeded. As described in 4, the algorithm has the local load
and PV forecast and its optimization has a constraint that limits that total grid import power to below
the grid import limit of 50 A. However, this optimization is only run once per minute and with timesteps
of one minute. Therefore, the solution of this optimization will only need to satisfy its constraints at
each timestep, and not in between timesteps. However, the PV power has continuous fluctuations so
also between two optimization timesteps it is changing. The effect of this can be seen in figure 7.5.
At 14:30:03, an optimization is completed and the EV setpoints are adjusted accordingly. At this time,
the grid import current is below the limit and thus the constraint is satisfied. However, the PV power is
decreasing and therefore the grid import is increasing. At 14:30:30, the 50 A limit is exceeded. Only
at 14:31:03, the next optimization is completed and the EV power is reduced such that the grid import
current is reduced and the constraint is once again met. This phenomenon continues whenever the PV
power is decreasing and it leads to the grid import being exceeded for short periods of time very often.
Practically speaking, whether or not this is a problem depends on how the 50 A limit is enforced. If, for
example, the DSO has placed a 50 A fuse on the node’s grid connection, then this fuse will allow the
50 A to be exceeded for a short amount of time (depending on its 𝐼 𝑡 rating) without blowing.
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Figure 7.5: Intra-minute exceeding of grid import limit, software simulation

Besides the fluctuations in grid import power and bus voltage, figure 7.2 also shows that the EV charg-
ing current setpoints are changed often. The smart charging algorithm runs a new optimization every
minute so the setpoints can potentially be modified every minute. While running the PHIL experiments,
it was noticed that each time EV1’s setpoint is changed from zero to nonzero or vice-versa, the EVSE’s
relays are opened/closed. As these relays are mechanical components, they can only be cycled a lim-
ited number of times before breaking. Therefore, if the smart charging algorithm changes from a zero
to non-zero setpoint too often throughout the day, this will in the long term decrease the operational
lifetime of the EVSE.

Figure 7.6 shows the calculated and measured bus voltage at node 5. As described in section 3.3,
the bus voltage is calculated by the Newton-Raphson power flow analysis and this value is used to set
the voltage of the power amplifier’s output. The phase voltage of phase 1 is then measured by the
EVSE and sent back to the DRTS to be recorded, as shown in the blue line. Figure 7.6 shows that
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the measured and calculated voltage are very close to each other, showing that the power amplifier
is able to accurately produce waveforms of the desired amplitude. It is noticeable that when EV1 is
charging, the measured voltage drops with respect to the calculated voltage. The reason for this is
that this voltage is measured inside the EVSE. There is approximately 4 meters of cables between the
power amplifier and the EVSE. When EV1 is charging, there is current flowing through these cables.
As the cables are not ideal and have some resistance, the current will cause a voltage drop over the
cables, so the voltage measured by the EVSE will be lower than the voltage produced by the power
amplifier. At a charging current of 16A, the voltage drop was found to be approximately 0.7 V.
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Figure 7.6: Calculated and measured voltage

Figure 7.7 shows the setpoint given by the smart charging algorithm and the current measured by the
EVSE. It can be seen that the current drawn is very close (within 0.15 A) to the setpoint. The setpoint
needs to be sent from the DRTS to the PLC, then to the EVSE where it is converted to a PWM signal,
then sent back to the DRTS to be converted into an analog signal for the load which will then adjust
the current. This current is measured by the EVSE and the measurement is sent via the PLC to the
DRTS to be recorded. All of this results in a delay of approximately 9 seconds between the setpoint and
measured current. Figure 7.7 also shows that, at approximately 15:25, EV1 enters its constant-voltage
charging stage and its maximum current is limited is reduced as its SOC continues to further increase.
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Figure 7.7: Setpoint and measured current

7.2. Case 2: Inaccurate PV Forecast
The scenario used for this case is the same as shown in table 6.1, the only difference being that the
PV profile 𝑝 , used by the smart charging algorithm is different to the one used by the Simulink model.
This simulates the scenario where the smart charging algorithm bases its optimization on a forecast
of solar irradiance which is not completely accurate. This is a realistic scenario because weather phe-
nomena can never be predicted with 100% accuracy. Even intra-hour forecasts can have an average
root-mean-squared error of up to 30% [64].
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To simulate these forecasting inaccuracies, random variations were added to the forecasted PV profile.
This was done by multiplying the forecasted PV power by a different random multiplier every hour. The
random multipliers were generated using a normal distribution with mean 𝜇 = 1 and standard deviation
𝜎 = 0.15. To ensure a fair cost comparison with other cases, the total energy provided by the onsite PV
system during the simulated time frame should be the same as in other cases. Since a mean of 𝜇 = 1
is used, the Law of Large Numbers indicates that, with an infinitely high number of normally-distributed
random multipliers, the total energy should remain unchanged. However, since a finite amount of
multipliers (one per hour, so 8) is used, this does not necessarily hold true. This is corrected for with a
correction factor, as shown in equation 7.1. The forecasted power is then used by the smart charging
algorithm and the actual power is used by the Simulink model. The resulting equation can be seen in
equation 7.2. Both powers can be seen in figure 7.8

𝐶 = ∫𝑝 , 𝑑𝑡
∫(𝑝 , × 𝑁 (𝜇, 𝜎 ))𝑑𝑡

(7.1)

𝑝 , = 𝑝 , × 𝑁 (𝜇, 𝜎 ) × 𝐶 (7.2)
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Figure 7.8: Forecast and actual PV power, used in case 2

The results of this scenario can be seen in figure 7.10. The main difference that can be seen with
respect to the base case is that between 13:00 and 14:00, the grid import limit is exceeded significantly
more in case 2 than in the base case, as can be seen in figure 7.9. This is because, as shown in figure
7.8, the actual PV production is significantly lower than the forecast. The smart charging algorithm
does not use measured data and only takes the forecast into account so it cannot correct for this error.
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Figure 7.9: Comparison of Grid Import for Case 2 and Base Case. A 5 minute moving average
was used to more clearly show the difference.
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Figure 7.10: Experimental results of case 2

7.3. Case 3: Inaccurate Load Forecast

Similarly to the previous case, the parameters used for this case are the same as shown in table 6.1,
with the exception that the local load profile 𝑝 , used by the smart charging algorithm is different to
the one used by the Simulink model. Like in case 2, this simulates the scenario where the local load
forecast used by the smart charging algorithm is not 100% accurate. This is realistic because the local
load of a building can not be predicted perfectly as it is influenced by many factors within that building,
such as the switching on/off of electric heating or large machinery. To simulate this, the forecasted
power is, just like in section 7.2, multiplied by random factors with a normal distribution with mean
𝜇 = 1 and standard deviation 𝜎 = 0.15. A correction factor is then applied such that the total load
energy in the simulated time frame is equal to the other cases. The forecast and actual power can be
seen in figure 7.11.
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Figure 7.11: Forecast and actual local load power, used in case 3

The results of this case can be seen in figure 7.12. Similar effects are observed as in case 2; when the
local load is significantly higher than the forecast (e.g. at 13:45), then the grid import is higher than in
the base case and it goes above the limit. This is directly correlated; a 5 kW deviation from the forecast
results in a 5 kW deviation in the grid import. The current version of the smart charging algorithm does
not compensate for such a deviation at all.
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Figure 7.12: Experimental results of case 3
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7.4. Case 4: EV Current Lower Than Setpoint
As explained in section 2.1.3, the currently most used standard for communication between EV and
EVSE is IEC 61851. This standard allows the EVSE to communicate a current setpoint to the EV’s
on-board charger with a PWM signal. However, this setpoint is actually a maximum current and the EV
is allow to draw less (but not more) than this current. Therefore, it is not unusual for an EV to draw less
current than the given setpoint. Measurements found in literature show that this deviation is usually
around 10% [35]. This can be a problem for smart charging if the smart charging algorithm makes the
assumption that the EV will always charge at the given setpoint.

To test the effect of this phenomenon on the implemented smart charging algorithm, case 4 has the
same parameters as the base case but all EVs charge at a current 10% less than the smart charging
setpoint. The results of this case are shown in figure 7.13 and 7.14. The setpoints given by the smart
charging algorithm in this case are similar to those of the base case. However, the fact that the EVs
charge only at 90% of the setpoint has some negative effects. The most noticeable effect is that the
EVs are not charged fully; even less so than in previous cases. EV3 is only charged to 90% SOC
instead of the requested 100%. This is because the EVs charge more slowly than anticipated by the
algorithm, and since the algorithm starts charging as late as possible to profit from the cheaper energy
prices in the afternoon, there is not enough time left to fully charge the EVs.

Another noticeable consequence is that the grid import is slightly less than in the base case. This
is again due to the fact that the EVs draw less current than what is expected by the algorithm. This
shows a possible area of improvement for the algorithm: if an EV draws less current than expected,
the algorithm can increase the setpoint of other EVs without exceeding the grid import limit.
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Figure 7.13: Experimental results of case 4
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Figure 7.14 shows the setpoint given by the smart charging algorithm and the resulting measured
current of EV1. As can be seen, the measured current is 10% less than the setpoint. Note that the
reduction in current near the end of the charge is due to the EV entering its constant-voltage charging
region, as explained in section 5.5.2.
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Figure 7.14: Setpoint and measured current of EV1

7.5. Case 5: Battery Capacity Fading
As EVs age, the performance of their batteries degrades, both due to the passing of time (’calendar
aging’) and battery cycling. A study of 100 EVs estimates that after 10 years, a typical EV battery
will lose around 31% of its capacity [65]. This ’capacity fading’ phenomenon, in combination with the
limited communication between EV and EVSE provided by the IEC 61851 standard, presents another
possible challenge for smart charging. As the EV’s SOC is not communicated to the EVSE under this
standard, it must be estimated based on measurements and the user’s input of initial SOC and battery
capacity. However, the user may not always know the EV’s exact battery capacity as it will be reduced
from the factory value due to aging. Therefore, the energy demand 𝑑 , parameter in the objective
function (equation 4.1) will be too high.

Case 5 tests the effect of battery capacity fading on the smart charging algorithm’s performance. The
battery capacity is not actually reduced with respect to the base case because this would result in an
unfair comparison with the other cases. Instead, the battery size given to the algorithm is increased to

. = 71 kWh and . = 143 kWh for EV 1,2,4 and EV 3 respectively. It might seem counter-intuitive
to increase the energy instead of decreasing it, but this essentially achieves the same thing; i.e. a
situation where an EV’s battery can store 30% less energy due to aging, but the smart charging algo-
rithm still operates under the assumption that the energy stated in the datasheet is correct. All EVs still
charge from 40% to 100% SOC but the actual energy needed to do this is less in reality than what the
algorithm predicts. The energy that is really needed is still the same as in previous cases, such that a
fair comparison can be made.

The results of this simulation are shown in figure 7.15 and 7.16. Noticeable is that, with respect to
the base case, the EVs start charging much earlier. This is because the algorithm thinks that more
energy needs to be delivered than in reality. As a result, the EVs are also finished charging well before
their departure time, unlike in the previous cases. The disadvantage of this is that the charging occurs
at sub-optimal times; i.e. the total charging cost is higher because charging happens at a time when
energy prices (figure 7.1) are higher than later in the day.
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Figure 7.15: Experimental results of case 5
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Figure 7.16 provides more insight into the effect of the simulated 30% capacity fade. As the smart
charging algorithm thinks that the battery has a higher capacity than it does in reality, this causes a
significant error in the estimated SOC. Without the EV being able to communicate its real SOC, the
algorithm cannot correct for this effect.
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Figure 7.16: Perceived and actual SOC due to capacity fading

7.6. Case 6: Centralized Curtailment
This case has the same parameters as in table 6.1, except that the grid import limit of 50 A has to
be shared among node 5 and node 15, i.e. 𝑖 ( )

, + 𝑖 ( )
, ≤ 50 A. To be able to do this, the smart

charging algorithm used for this case has some added functionality; it determines the grid import limit
of each node based on how much energy its EVs still need. Additionally, there is a lower limit so that
EVs can always still charge at their minimum current of 6 A.

𝑖 , =max
⎛
⎜

⎝

6 + 𝑝 ,
𝑉 ,

, 50 ×
∑ (𝐵 , , + 𝑑 , − 𝐵 , , )

∑ ∑ (𝐵 , , + 𝑑 , − 𝐵 , , )

⎞
⎟

⎠

(7.3)

This simulates the scenario where there is a central entity, for example a DSO, that sets a current limit
for each node within the network in order to e.g. reduce upstream grid congestion. Within each node,
the charging of EVs can still be optimized, as long as the node’s current limit is not exceeded.

The results of this case can be seen in figure 7.17. Different to the previous cases is that the grid
import limit has become variable and it is now also lower because the 50 A limit is now not per node
but needs to be shared among both nodes. The lower grid import limit leads to a higher minimum bus
voltage of 0.93 p.u. as opposed to 0.92 p.u. in the base case. The EVs in this case also start charging
significantly earlier than in the other cases. This is because more time will be needed to deliver the
required energy to the EVs due to the lower grid import limit. Looking at figure 7.1 it can be seen that
buying electricity from the grid is cheaper between 09:00 and 10:00 than between 10:00 and 12:00 so
to minimize costs, the EVs are already partially charged from 09:00 to 10:00.
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Figure 7.17: Experimental results of case 6
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Figure 7.18: Current imported from grid at node 5 & 15, with variable limit

Figure 7.18 shows the current imported from the grid for both node 5 and node 15, as well as their
dynamic limits. As can be seen, the limits do not vary much because the energy needed at node 15 is
much lower than at node 5 so the grid import limit is at its minimum value of 6+ ,

,
(see equation 7.3)

most of the time. Node 15’s limit is only above this minimum value between 09:00 and 09:30, because
at that time EV3 has not arrived yet at node 5 so the energy needed at that node is relatively lower.
Because node 15’s limit is so low, the EV at that node is charging almost the entire day. There is very
little flexibility at this node to minimize costs by time-shifting the charging to a time when energy prices
are cheaper. At node 5, the limit is a lot higher so there is more flexibility to time-shift the charging.
Node 15 is essentially forced to charge at times when energy prices are high, while node 5 is not. This
leads to an unfair division of costs between the nodes. If these nodes are owned by different entities,
this type of centralized curtailment could therefore lead to customer dissatisfaction. Since the 50 A limit
is shared between the two nodes, the costs of curtailment should also be shared, so node 15 would
need to be compensated.

7.7. Case 7: Decentralized Curtailment
Instead of centralized curtailment where a central entity such as a DSO would restrict the maximum
current that can be imported from the grid, it is also possible for each node to independently reduce
its current, for example as a function of bus voltage. For this case, curtailment based on the graph
in figure 7.19 is used. If the bus voltage drops below 0.95 p.u., then the EV charging current will be
reduced linearly until it is at its minimum setpoint of 6 A at 0.92 p.u..
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Figure 7.19: Curtailment of EV charging current as a function of bus voltage

The results of this case are shown in figure 7.20. The voltage of bus 15 barely reaches below 0.95
p.u. so EV4 is not curtailed significantly. However, bus 5 does reach lower voltages so this does lead
to curtailment of EV1, EV2 and EV3. The decentralized curtailment has a positive effect on the bus
voltage of node 5 as the minimum bus voltage is 0.93 p.u. instead of 0.92 p.u. in the base case.
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Figure 7.20: Experimental results of case 7
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Unfortunately the effect of the decentralized curtailment is limited, and it even has some negative effects
on the system as it introduces low frequency voltage oscillations. This can be seen in figure 7.21. At
13:20, an optimization is run and the EV charging power is reduced as the bus voltage is below 0.95 p.u..
As a result of this reduction in EV power, the bus voltage rises again and when the next optimization is
run at 13:21, the bus voltage is above 0.95 p.u. so the EV setpoints are increased to their maximum
again, which in turn leads to a reduction in bus voltage. This yo-yo effect causes oscillations in the
voltage of the system, with a period approximately equal to the optimization timestep of 1 minute.
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Figure 7.21: Yo-yo effect of decentralized curtailment causes voltage oscillations

Two potential solutions for this issue can be considered. Firstly, the curtailment shown in figure 7.19
could be based on a moving average of the voltage, instead of an instantaneous measurement. Alter-
natively, hysteresis could be added to the curtailment curve.
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7.8. Comparison
Table 7.1 shows a comparison of some key results of the different simulations described in chapters
6 and 7. The total cost represents the total cost of the energy imported from the grid for both nodes,
divided by the energy delivered to the EVs. Note that this cost is not only for the charging of the EVs but
for the nodes as a whole; i.e. the local PV generation and local load are also taken into account because
these are also part of the smart charging objective function as described in chapter 4. Because the load
and generated PV energy is equal for all cases, it is possible to compare the costs. The departure SOC
is the SOC of each EV at departure time, which ideally should be 100%. The minimum voltage is the
lowest voltage reached at bus 5 during the simulation. The bus voltage is also analyzed further in figure
7.22. The peak overload is the maximum percentage by which the grid import constraint was exceeded.
Note again that this constraint is not necessarily a limitation of the physical grid but a contractual limit.
However, it could be enforced by, for example, a 50 A fuse. Such a fuse would have a certain 𝐼 𝑡 rating
(or a ’trip curve’ in the case of a circuit breaker) and depending on this, it will allow a small overcurrent
for a short amount of time without tripping. Therefore, when looking at the overload, it is important to
take both the duration and severity of overload into account. So, to give a sense of how long the limit
was exceeded, the overload energy is also given. This is the amount of energy that was imported from
the grid, above the 50A constraint.

Table 7.1: Comparison of simulation results for different cases

Total
Cost

[cent/kWh]

Departure SOC [%] Min
Voltage
[p.u.]

Peak
Overload

[%]

Overload
Energy
[kWh]EV1 EV2 EV3 EV4

Uncontrolled 10.71 100 100 100 100 0.909 56.3 54.1
1: Base Case 9.14 97 96 96 97 0.923 32.4 2.1
2: Inaccurate PV 9.17 98 96 96 96 0.918 39.8 4.2
3: Inaccurate Load 9.17 97 97 96 96 0.915 46.6 4.4
4: Setpoint - 10% 9.29 96 95 90 95 0.929 22.0 0.5
5: Capacity fade 9.79 100 100 100 100 0.924 30.0 1.5
6: Central Curt. 9.49 99 97 96 99 0.931 18.2 0.3
7: Decentral Curt. 9.15 98 97 95 96 0.926 27.2 1.5

Table 7.2 shows the same results as table 7.1, but as relative changes with respect to uncontrolled
charging.

Table 7.2: Relative change w.r.t uncontrolled charging

Total Cost
per kWh

Voltage
Deviation

Peak
Overload

Overload
Energy

Uncontrolled 0.0% 0.0% 0.0% 0.0%
1: Base Case -14.7% -15.3% -42.5% -96.1%
2: Inaccurate PV -14.4% -9.9% -29.3% -92.2%
3: Inaccurate Load -14.4% -6.6% -17.2% -91.9%
4: Setpoint - 10% -13.3% -22.0% -60.9% -99.1%
5: Capacity fade -8.6% -16.5% -46.7% -97.2%
6: Central Curt. -11.4% -24.2% -67.6% -99.4%
7: Decentral Curt. -14.6% -18.6% -51.5% -97.2%
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The uncontrolled case is by far the most expensive. It also exceeds the 50A limit by the highest amount,
56.3%. It exceeds the limit for a long time as the overload energy is far higher than all other cases.
This makes sense because the 50A limit is completely ignored during uncontrolled charging; all EVs
simple charge at their maximum power regardless of the grid situation. As a result, its minimum bus
voltage is also the lowest of all cases.

The base case is clearly an improvement with respect to uncontrolled charging. It results in a 14.7%
cost reduction and 15.3% less voltage deviation from nominal. The maximum overload is reduced by
42.5% but, as the overloads are of much shorter duration, the total overload energy is reduced by
96.1%. The downside of this implementation of smart charging is that the EVs are not fully charged to
the requested SOC of 100% because the algorithm does not take the EVs’ constant-voltage charging
regions into account.

The inaccurate PV and load forecasts have no significant influence on the cost. The main influence of
the forecast inaccuracies is that the 50A constrain is exceeded more. This leads to a lower minimum
bus voltage, higher maximum overload and higher overload energy.

Case 4, where the actual EV current is 10% less than the setpoint, results in the EVs being charged
less than in the previous cases. Especially EV3 is only charged to 90% SOC. This could lead to incon-
venience to the EV’s owner.

The 30% battery capacity fade in case 5 results in the highest cost of all the smart charging cases as
the EVs are not charging during the most cost-efficient periods. An unintended but positive effect is
that the EVs, unlike in the base case, are fully charged because the charging started much earlier.

Lastly, cases 6 and 7 implement centralized and decentralized curtailment. The centralized curtailment
performs well as the minimum bus voltage is the highest of all the case, and the maximum overload
and overload energy are the lowest overall. However, this comes at a cost increase with respect to
the base case; cost reduction is reduced by 3.3%. The decentralized curtailment is unfortunately less
effective as the improvement with respect to the base case is limited.
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Figure 7.22: Probability density of bus 5 voltage

Figure 7.22 compares the probability density of bus 5 voltages during the simulation period of some key
cases. The uncontrolled charging clearly has the most significant impact on the bus voltage with a lower
peak at 0.91 p.u. The base case improves this by shifting the lower peak to 0.94 p.u. Cases 2, 3, 4 and
5 have a similar probability density function to the base case and so are not shown for clarity purposes.
Decentralized curtailment also does not have a significant impact on voltage deviation compared to the
base case. Case 6, with centralized curtailment, improves on the base case by further reducing voltage
deviation. The smart charging algorithm with centralized curtailment is therefore the most effective at
reducing voltage deviations.
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Conclusions & Recommendations

In this thesis project, a Power Hardware-in-the-Loop (PHIL) testbed to experimentally validate the func-
tionality of EV smart charging algorithms was developed. This testbed was then used to evaluate the
performance of a given smart charging algorithm with respect to uncontrolled charging for different sce-
narios. This chapter describes the contributions of the work and concludes the main findings. Based
on these findings, recommendations for improvement of the smart charging algorithm are made, as
well as recommendations for future work.

8.1. Conclusion
The first objective was to mimic EV charging behaviour at a specific distribution grid node within the
high power testbed. This was achieved through an EV-Emulator in combination with an AC load. Com-
munication of the charging current setpoint was done using the IEC 61851 standard as is used in real
EVs. The typical constant-voltage charging behaviour of an EV when its battery is nearly fully charged
was also incorporated into the simulation as part of the Simulink model.

In addition to the implementation of EV charging behaviour, an emulated distribution grid node was also
used. This was achieved with a power amplifier which amplified three sine waves generated by a Digital
Real-Time Simulator (DRTS). The amplitude of these sine waves is determined by a Newton-Raphson
power flow analysis running on the DRTS. The grid model used for this power flow analysis is based
on a real Dutch rural grid with 19 nodes. The node at which the PHIL testbed is located also contains
a local load, a 25 kWp PV installation and 2 virtual EVs. Furthermore, the grid also contains two more
local loads and another virtual EV at different locations. These are all taken into account in the real-time
power flow analysis in order to determine the voltage at the HIL node. The Newton-Raphson power
flow analysis of the distribution grid was validated using DIgSILENT PowerFactory which gave positive
results. The system is able to accurately emulate a 3-phase grid with variable variable voltage which
responds to changes in the power flow in less than a second.

A second objective was to validate the performance of an existing smart charging algorithm in the
real-time environment for different scenarios. The Python algorithm was integrated into the real-time
simulation using RTLab’s API to exchange data between the Python algorithm and the real-time model.
Simulations were run for various scenarios. Firstly a base case was run where the smart charging al-
gorithm was used without modifications. It was found that the algorithm generally works satisfactorily
and is able to reduce the total costs by 14.2%. However, there are areas of improvement. The EVs
were not fully charged to the requested State Of Charge (SOC) of 100%, which means a penalty was
incurred. Additionally, the 50 A constraint on grid import that was set was repeatedly exceeded. Rec-
ommendations for solving this in the future are stated in section 8.2.

Other scenarios were also considered. Inaccuracies in the local load and solar irradiance forecasts
were not corrected by the algorithm and therefore caused the grid import constraint to be exceeded
even more than during the base case. The algorithm’s assumption that EVs always charge at their
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setpoint caused issues in a scenario where the current was set to 10% less than the setpoint as one
EV was only charged to 90% instead of the requested 100%. A scenario with battery capacity fading
due to aging significantly reduced the performance of the smart charging algorithm and reduced cost
savings to 9% instead of 14%.

The last objective was to compare the effect of uncontrolled and controlled charging on the distribution
grid in terms of voltage deviation and grid connection overload. With respect to uncontrolled charging,
it was shown that the implemented controlled charging method reduced the voltage drop by 15% and
the maximum overload by 42%. Scenarios with both centralized and decentralized curtailment were
also simulated to further reduce this. The centralized curtailment was most effective as it was able to
further reduce the voltage drop by 9% and maximum overload by 26%. However, this came at a slightly
increased cost with respect to the base case.

The usage of a hardware-in-the-loop testbed instead of a purely software-based simulation has offered
several benefits for this project. Firstly, it has brought to light some practical problems that may other-
wise not have been noticed. One of these is the fact that, when the algorithm sends a setpoint of 0A,
the EVSE opens its relays to physically disconnect the power to the EV. This happens relatively often
(e.g. 35 times in the base case) and these relays have a limited amount of cycles before failure. In the
long-term, this may cause premature failure of these components within the EVSE. The HIL testbed
also brought to light the fact that communication delays cause the grid import constraint to be exceeded
for brief periods. Lastly, the HIL aspect of the testbed becomes even more valuable as the project will
be further developed in the future. When the smart charging algorithm reaches a more mature stage
of development, its integration into the HIL testbed can serve as a very valuable proof of concept to
external partners. There is also the possibility of, with some upgrades, using the testbed to charge real
EVs. This could provide very valuable real-world data on the charging behaviour of these EVs which
could be used to improve mathematical models.

8.2. Recommendations for Improvement of Smart Charging Algo-
rithm

The smart charging algorithm used in this project is currently still in an early stage of its development.
Based on observations made about the algorithm’s behaviour throughout this project, the author offers
some recommendations for solving potential issues and improving future versions of the algorithm.

• Include the effect of the constant-voltage (CV) charging region in the SOC prediction
The current version of the algorithm assumes that the EV will always charge at the setpoint it is
given. Based on this, it makes predictions of how the SOC will increase over time and there-
fore which charging profile is needed to fulfill the requested energy demand. However, when an
EV’s battery is almost full, it enters the CV charging region and its maximum charging current
decreases with increasing SOC, so it is no longer able to follow the setpoint. Taking this into ac-
count on the SOC prediction would allow the algorithm to allocate enough charging time to fully
charge the EV.

• Trigger a new optimization whenever a constraint is violated
In section 7.1 it was shown that the smart charging algorithm only checks if constraints are met at
every full minute, which means that there are intra-minute violations of the constraints. A separate
process could be used to trigger a new optimization whenever a violation is detected.

• Take communication delays into account when changing setpoints
In section 7.1 it was shown that communication delays can causes short spikes in a node’s power
consumption when changing EVs’ charging current setpoints. This is detrimental to the distribu-
tion grid as it causes voltage fluctuations. While it is not possible to avoid this completely, this
effect could be reduced by predicting the communication delay and taking this into account so
that EVs change their setpoint at the same time.

• Reduce the frequency of setpoint changes
Currently setpoint changes are made almost every minute, but this could be significantly reduced.
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If setpoint changes aremade less frequently, this would also reduce the amount of spikes in power
consumption described above. Additionally, when a setpoint is changed from zero to non-zero
or vice-versa, the EVSE’s relays are physically switched to (dis)connect the power to the EV.
Reducing the frequency of these events would reduce wear on these components.

• Use measurements of the local load power consumption and PV generation
Load and solar irradiance forecasts will never be completely accurate, yet the current version of
the algorithm relies heavily on them. It was shown in 7.2 and 7.3 that inaccuracies in the forecasts
can cause system constraints to be exceeded. By using measurements in combination with the
forecasts, the algorithm could adjust charging profiles when there is a large difference between
the measurements and forecasts. This way, it can be ensured that all constraints are met.

• Use machine learning to predict a specific EV’s charging behavior
In addition to the CV charging region mentioned above, there are also other reasons that an
EV’s charging behaviour may be different than expected. It was shown in sections 7.4 and 7.5
that battery degradation and discrepancies between the setpoint and actual charging current
can cause negative effects on the charging performance. The extent to which these effects are
present is dependent on many factors and unique to each EV, making it challenging to predict.
However, if a certain EV has previously been charged using the smart charging algorithm, these
measurements could be analyzed and used for future predictions of this specific EV’s charging
behaviour. This way, the algorithm will be able to compensate.

• Use a moving average voltage measurement or hysteresis for decentralized curtailment
In section 7.7 it was shown that the current implementation of decentralized curtailment causes
a sort of yo-yo effect which in turn introduces low-frequency voltage oscillations and reduces
the efficacy of this method of curtailment. This effect could be significantly reduced by basing
the curtailment on a moving average of the measured bus voltage, or adding hysteresis to the
curtailment.

8.3. Recommendations for Future Work
The PHIL testbed presented in this thesis report is a first version and will hopefully be further improved
in the future. Some recommendations for future work are offered which were not implemented in this
project due to practical and time constraints.

• Implement changes to smart charging algorithm
The smart charging algorithm which was implemented in this testbed is still under development
and new features are still being added. Section 8.2 also offers some suggestions on possible
improvements for this algorithm. Once the algorithm is further improved, this new version can be
implemented and the experiments rerun.

• Investigate the effect of more EVs and different grids
This project used a relatively simple distribution grid with only 19 nodes and 4 EVs. In the future,
it could be interesting to use the testbed to investigate the effect of uncontrolled and controlled
charging on different types of grids. Additionally, the effect of greater EV penetration could also
be included.

• Investigate the effect of changing optimization parameters
In table 6.1, a series of parameters was presented which formed the basis for the different con-
trolled and uncontrolled charging scenarios. It would be beneficial to rerun the simulations with
different parameters to see how the results are affected by the parameters. For example, a fixed
electricity selling price was used in the simulations so it could be investigated what the effect
would be of a variable selling price. This may result in more PV energy being sold to the grid at
times of high selling prices.

• Implement communication over OCPP
In the proposed testbed, the communication between the smart charging algorithm and the EVSE
happens through the Modbus TCP protocol over the lab’s local Ethernet network. However, this
is not completely realistic as commercial EVSEs usually use the Open Charge Point Protocol for
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communication. To make the testbed behaviour closer to reality, OCPP communication could be
implemented instead of Modbus TCP.

• Use real EVs
The main strength of HIL simulations is that the benefits of software simulation can be combined
with the actual response of real hardware. In this project, a real EVSE is used but the EV is
emulated using a controllable load. Care has been taken to ensure that the load is controlled in
such a way that its behaviour closely resembles an EV’s charging behaviour. However, inevitably
there are still some simplifications involved and the behaviour of a real EV is likely not 100%
matched. With some small modifications (a more powerful power amplifier), this same testbed
could be used to charge real EVs. By acquiring data on the charging behaviour of real EVs,
mathematical EV models can be made more accurate and the testbed can be validated.



A
Appendix A: EVSE Modbus Mapping

Table
The following pages are extracted from [54]. This document is produced by Alfen N.V. and accompanies
the Alfen EVE Single Pro-Line EVSE. The tables show the different register locations of all variables
that can be accessed using the Modbus protocol.
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3 Modbus Register table 

3.1 Product identification registers 
The product identification registers can be reached using slave address 200. 
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Name 100 116 17 R STRING n.a. "ALF_1000" 

Manufacturer 117 121 5 R STRING n.a. "Alfen NV" 

Modbus table version 122 122 1 R SIGNED16 n.a. 1 

Firmware version 123 139 17 R STRING n.a. "3.4.0-2990" 

Platform type 140 156 17 R STRING n.a. "NG910" 

Station serial number 157 167 11 R STRING n.a. "00000R000" 

Date year 168 168 1 R SIGNED16 1yr 2019 

Date month 169 169 1 R SIGNED16 1mon 03 

Date day 170 170 1 R SIGNED16 1d 11 

Time hour 171 171 1 R SIGNED16 1hr 12 

Time minute 172 172 1 R SIGNED16 1min 01 

Time second 173 173 1 R SIGNED16 1s 04 

Uptime 174 177 4 R UNSIGNED6
4 

0.001s 100 

Time zone 178 178 1 R SIGNED16 1min Time zone offset to 
UTC in minutes  
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3.2 Station status registers 
The station status registers can be reached using slave address 200. 
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Station Active Max 
Current 

1100 1101 2 R FLOAT32 1A The actual max current 

Temperature 1102 1103 2 R FLOAT32 1°C Board temperature, does 
not reflect environment 
temperature 

OCPP state 1104 1104 1 R UNSIGNED16 N.A. To verify whether back 
office is connected 

Nr of sockets 1105 1105 1 R UNSIGNED16 N.A. Number of sockets 
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3.3 SCN registers 
The SCN registers can be reached using slave address 200. 
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SCN name 1400 1403 4 R STRING n.a. 
 

SCN Sockets 1404 1404 1 R UNSIGNED16 1A Number of configured 
sockets 

SCN Total 
Consumption Phase L1 

1405 1406 2 R FLOAT32 1A 
 

SCN Total 
Consumption Phase L2 

1407 1408 2 R FLOAT32 1A  

SCN Total 
Consumption Phase L3 

1409 1410 2 R FLOAT32 1A  

SCN Actual Max 
Current Phase L1 

1411 1412 2 R FLOAT32 1A  

SCN Actual Max 
Current Phase L2 

1413 1414 2 R FLOAT32 1A  

SCN Actual Max 
Current Phase L3 

1415 1416 2 R FLOAT32 1A  

SCN Max Current per 
Phase L1 

1417 1418 2 R/W FLOAT32 1A  

SCN Max Current per 
Phase L2 

1419 1420 2 R/W FLOAT32 1A  

SCN Max Current per 
Phase L3 

1421 1422 2 R/W FLOAT32 1A  

Remaining valid time 
Max Current Phase L1 

1423 1424 2 R UNSIGNED32 1s Max current valid time 

Remaining valid time 
Max Current Phase L2 

1425 1426 2 R UNSIGNED32 1s Max current valid time 

Remaining valid time 
Max Current Phase L3 

1427 1428 2 R UNSIGNED32 1s Max current valid time 

SCN Safe current 1429 1430 2 R FLOAT32 1A Configured SCN safe 
current 

SCN Modbus Slave 
Max Current enable 

1431 1431 1 R UNSIGNED16 n.a. 1:Enabled, 0: Disabled. 
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3.4 Socket measurement registers 
The socket measurements show information regarding the energy meter that is connected to the only 

socket in case of a single socket charging station, or the left socket in case of a dual socket charging 

station and can be reached using slave address 1. In case of a dual socket station, the right socket 

related energy measurements can be reached using slave address 2. 
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Energy measurements 

Meter state 300 300 1 R UNSIGNED16 n.a. Bitmask with state:  
Initialised: 0x01 
Updated: 0x02 
Warning: 0x04 
Error: 0x08 

Meter last value 
timestamp 

301 304 4 R UNSIGNED64 0.001s Milliseconds since last 
received measurement 

Meter type 305 305 1 R UNSIGNED16 n.a. 0:RTU, 1:TCP/IP, 
2:UDP, 3:P1, 4:other 

Voltage Phase V(L1-N) 306 307 2 R FLOAT32 1V   

Voltage Phase V(L2-N) 308 309 2 R FLOAT32 1V   

Voltage Phase V(L3-N) 310 311 2 R FLOAT32 1V   

Voltage Phase V(L1-L2) 312 313 2 R FLOAT32 1V   

Voltage Phase V(L2-L3) 314 315 2 R FLOAT32 1V   

Voltage Phase V(L3-L1) 316 317 2 R FLOAT32 1V   

Current N 318 319 2 R FLOAT32 1A   

Current Phase L1 320 321 2 R FLOAT32 1A   

Current Phase L2 322 323 2 R FLOAT32 1A   

Current Phase L3 324 325 2 R FLOAT32 1A   

Current Sum 326 327 2 R FLOAT32 1A   

Power Factor Phase L1 328 329 2 R FLOAT32 N.A.   

Power Factor Phase L2 330 331 2 R FLOAT32 N.A.   

Power Factor Phase L3 332 333 2 R FLOAT32 N.A.   

Power Factor Sum 334 335 2 R FLOAT32 N.A.   

Frequency 336 337 2 R FLOAT32 1Hz   

Real Power Phase L1 338 339 2 R FLOAT32 1W   

Real Power Phase L2 340 341 2 R FLOAT32 1W   

Real Power Phase L3 342 343 2 R FLOAT32 1W   

Real Power Sum 344 345 2 R FLOAT32 1W   

Apparent Power Phase 
L1 

346 347 2 R FLOAT32 1VA   

Apparent Power Phase 
L2 

348 349 2 R FLOAT32 1VA   

Apparent Power Phase 
L3 

350 351 2 R FLOAT32 1VA   

Apparent Power Sum 352 353 2 R FLOAT32 1VA   
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Reactive Power Phase 
L1 

354 355 2 R FLOAT32 1VAr   

Reactive Power Phase 
L2 

356 357 2 R FLOAT32 1VAr   

Reactive Power Phase 
L3 

358 359 2 R FLOAT32 1VAr   

Reactive Power Sum 360 361 2 R FLOAT32 1VAr   

Real Energy Delivered 
Phase L1 

362 365 4 R FLOAT64 1Wh   

Real Energy Delivered 
Phase L2 

366 369 4 R FLOAT64 1Wh   

Real Energy Delivered 
Phase L3 

370 373 4 R FLOAT64 1Wh   

Real Energy Delivered 
Sum 

374 377 4 R FLOAT64 1Wh   

Real Energy Consumed 
Phase L1 

378 381 4 R FLOAT64 1Wh   

Real Energy Consumed 
Phase L2 

382 385 4 R FLOAT64 1Wh   

Real Energy Consumed 
Phase L3 

386 389 4 R FLOAT64 1Wh   

Real Energy Consumed 
Sum 

390 393 4 R FLOAT64 1Wh   

Apparent Energy 
Phase L1 

394 397 4 R FLOAT64 1VAh   

Apparent Energy 
Phase L2 

398 401 4 R FLOAT64 1VAh   

Apparent Energy 
Phase L3 

402 405 4 R FLOAT64 1VAh   

Apparent Energy Sum 406 409 4 R FLOAT64 1VAh   

Reactive Energy Phase 
L1 

410 413 4 R FLOAT64 1VArh   

Reactive Energy Phase 
L2 

414 417 4 R FLOAT64 1VArh   

Reactive Energy Phase 
L3 

418 421 4 R FLOAT64 1VArh   

Reactive Energy Sum 422 425 4 R FLOAT64 1VArh   

 
Status and transaction registers 

Availability 1200 1200 1 R UNSIGNED16 n.a. 1: Operative, 0: 
inoperative 

Mode 3 state 1201 1205 5 R STRING n.a. 61851 states 

Actual Applied Max 
Current 

1206 1207 2 R FLOAT32 1A Actual Applied overall 
Max Current for socket 

Modbus Slave Max 
Current valid time 

1208 1209 2 R UNSIGNED32 1s Remaining time before 
fall back to safe current 

Modbus Slave Max 
Current 

1210 1211 2 R/W FLOAT32 1A 
 

Active Load Balancing 
Safe Current 

1212 1213 2 R FLOAT32 1A Active Load Balancing 
safe current 

Modbus Slave received 
setpoint accounted for 

1214 1214 1 R UNSIGNED16 n.a. 1:Yes, 0: No 

Charge using  1 or 3 
phases 

1215 1215 1 R/W UNSIGNED16 phases 1: 1 phase, 3: 3 phase 
charging 

 
Note: Register 1214 ‘Modbus Slave received setpoint accounted for’ indicates whether the received Max 
Current (registers 1210-1211), also called a setpoint, is taken into account to determine the Actual 



B
Appendix B: Simulink Model

This appendix includes screenshots of all subsystems in the Simulink model which runs in real-time
on the DRTS. Figure B.1 shows the top-level layout of the three subsystems; Master, Slave and User
Interface. Figures B.2, B.3, B.4, B.5, and B.6 show the Master subsystem and all its subsubsystems.
Figures B.7, B.8, B.9, and B.10 show the Slave subsystems and all its subsubsystems. Lastly, figure
B.11 shows the User Interface (console).
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