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Appendix A | Overview events and expert interviews

Events

29/10/18 Crowd-sourc ng presentat on

01/10/18 & 02/10/18 IBM educaton days Tran
your own vsua recognton
system
10/10/18 & 11/10/18 Web Al Summ t
D verse presentat ons concern ng
new Al deve opments
Al eth cs presentat ons
W%rkshop — Wh ch va ues to embed
nAl

11/10/18 Thnk event IBM Eth cs and Al

11/10/18 IBM Al eth cs meet ng w th F. Ross
(goba ethcs ead)

23/10/18 Tegen cht meetup “mens en mach ne”

11118 5 n 5 techno og es IBM and strategy
2/1118 Al Code fa mess meetup
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15/11/18 Jaarcongres ECP — Ethcs n Al

18/12/18 Present ng at IBM Nether ands Data &
Al Eth cs commun ty

9/01/19 RDW meet ng

01/02/19 Pub c C os ng Event of the Lorentz
Workshop “The Future of AI”

07/02/19 Present ng at IBM Nether ands Data &
Al Eth cs commun ty

07/03/19 IBM Nether ands Data & Al Ethcs
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Appendix | Design for fairness in Al

IBM values, purpose & ambition

From the start IBM was initiated to save, process,
tack down, analyze and pass on information. This is
traceable in most of the products and services with-
in IBM, from calculators to their Al service Watson.
The overall purpose of IBM is “to be essential to
our clients and the world”.

It is divided in three values (dedication to client’s
success, innovation that matter for our company
and the world, trust and personal responsibility in
all relationship), which are described in the flowing
paragraph and nine different practices

Concept Insights

Language Message
Translation Resonance

Question & Relationship
Answer Extraction

Conversation Retrieve & Rank

Natural Language
Classifier

Personality Sentiment
Insights Analysis

Speech to Text

Text to Speech

IBM is a b2b company, therefore the services
they provide are to business clients. Artificial
intelligence is called by IBM also augmented
intelligence or cognitive solutions. IBM’s ambition is
to be The Al company for large enterprises.

The three main IBM Values:

01 Dedication to every clients’ success. I1BM
aims to build long lasting client relationships and
demonstrate personal dedication to every client.
02 Innovation that matter for our company
and the world. This represents IBM’s believe in
enhancing business society and human conditions
by the use of intelligence, reason and science. IBM
aims to be the first in technology, business but also
in responsible policy. Therefore, it is not afraid to
take, sometimes the unpopular ideas.

03 Trust and personal responsibility in
all relationships. This focuses on building
sustainable trusted relationships, by following
words by actions.

Tone Analyzer

Usage insights
AnswerGeneration
Vidao Augmantation

Criteria Classification
Knowledge Canvas Taxoromy
Factoid Pipeline Face Detection
Keyword Extraction
Cohort Analytics Am’w Extraction
Text Extraction A&A Qualification
Entity Extraction Faed Datection
Visual Image Link Transaction
Language Detection
Statistical Dialog
Concept Tagging

Knowledge Studio
Image Topping FusionQ&A
RiskStratification
Trade-off Policy Identification
7 \ Aﬂﬂl?ﬂl’-‘b Emction Analysis
Easy Adaption Case Evaluation
Decision Support
Decision Optimization
Visual Insights -

Appendix C | Introduction to Al

Introduction to the Al field

The term artificial intelligence (Al) is brought up by
John McCarthy and others in 1956. The first idea of
the field arose shortly after the inventions of elec-
tronic digital computing. Al knew so called “ Al win-
ters” in which it lost interest of businesses. Burgess
(2017) explains primarily caused by the disappoint-
ing results of high investments and expectations
shown in the figure.

However, since 2009 the discussion of Al has in-
creased sharply (Fast & Horvitz, 2017) leading to
an increasing popularity. In 2016 Al is mentioned in
twice as many articles, almost four times as many
as in 2014 (Bughin et all. 2017). Now, the invest-
ments and research are rising, and it is even ex-
pected to have approximately $ 200 billion in cu-
mulative spending from 2017 to 2021 in an array of
sectors (Moses, Devan, Khan, 2018). The current
popularity, after the two previous Al winters can be
related to four aspects.

01 Data accessibility To train algorithms,there is a
need for tremendous amounts of data, which nowa-
days is available. Sources differ but an approximate
expectation is that by 2020 there will be 44 trillion
gigabytes of data created annually.

02 Diminishing cost strorage The cost is the di-
minishing of storage of data. It becomes fast and
the size of the machine to store it diminishes as
well. This allows to actually store the data.

03 Faster processors. Not only we can store the
data, but also faster process it. This increases the
usefulness of Al systems, in development and use
of its applications.

04 Ubiquitous connectivity Connectivity which is
fast enough to not completely rely on the devices
processor and therefore allows faster real-time pro-
cessing and faster training of the Al

These four advancements allowed for the

new fast Al development and consequently initiated
the current hype about Al (Burgess, 2017). Howev-
er, Al keeps up being complex and difficult to study
as experts have varied understandings of Al (Fast &
Horvitz, 2017).

The World of Al

The world landscape of Al development shows a di-
versity of strategies towards Al. For an understand-
ing of the world landscape of Al Ethics and EU’s
position, | have studied the worldwide strategies as
input and support for determining IBM’s Al ethics
strategic direction.

Al winter | Al winter |1
1974-1980 1987-1993
Funding Failure of

withdraw due
lack of results

expert systems
to meet expec-
tations

Currently the US has the most Al startups and invest-
ments in this field. Followed by the fast expanding
China and Israel. China announced their ambition in
the world of Al technology, application and research,
by having one of the most complete plans for their
national Al strategy. They aim to become the world’s
dominant player in the Al field by 2030. Chinese gov-
ernment has the ability to implement policies that are
impossible in western cultures, due their different
data policies and different notions form privacy. At
the same time the US is increasing its Al know-how
and investment are fast-growing.

The EU is challenged to take a different strategy
to be able to compete with these two countries,
as the EU does not have the US resources nor
the controlling power of Chinas governments
(Rossi, personal communication 10 October 2018).
Francesca Rossi, the global ethical lead of IBM, pro-
poses not copying the Chinas or American strategies
but tackling it from a different perspective, in order to
become the world leader in ethical responsible Al.
This is expected to be a more sustainable strategy
on the long run.

The EU commission recently announced to concen-
trate on three main pillars (Dutton, 2018).

1. Boost the EUs technological and industrial ca-
pacity for Al uptake both in public and private sec-
tors. (The investment in Al from €500 million in 2017
to €1.5 billion by the end of 2020)

2. Prepare EU citizens for the social economic
changes it brings with

3. Establish an ethical as well as legal framework
by the new EU Al Alliance that aims to establish Al
ethics guidelines to focus on challenges for exam-
ple transparency, safety and fairness. Therefore, |
identify opportunities for IBM in supporting Europe’s
strategy, towards a more ethical approach to Al. As

(&)1

|V Ul ssaulre; o} ubisaq | xipuaddy



Appendix | Design for fairness in Al

IBM has the resources and much knowledge in this
field, they could gather a strong position in the EU by
supporting the European Union in executing their more
ethical and responsible strategy.

World of Al and the EU

To compete with the US and China, the EU needs
a more ethical strategy. | identify opportunities for
IBM in supporting Europe’s strategy, towards a
more ethical approach for Al. As IBM has the re-
sources and much knowledge in this field, they
could gather a strong position in the EU by sup-
porting the European Union in executing their more
ethical and responsible strategy.

The EU Ethical Approach

An analysis of the worldwide strategies of Al is
presented. Based on this | identify opportunities
for IBM in supporting Europe’s strategy, towards
a more ethical approach to Al wich it aims to take.
As IBM has the resources and much knowledge in
this field, they could gather a strong position in the
EU by supporting the European Union in executing
their more ethical and responsible strategy.

w | %

us EU

Much Al know-how &
investments

Need for a strong
diverse strategy

Big companies based The ethical approach to
inUS Al

“Data is from the “Data is from the
industry” people”

Glohal distributlon of Al startups

Thinking humanly

“ The exciting new effort to make

think.. ines with
minds, in the full and literal sense.”
(Haugeland, 1085)

“ [The automation of] activities that
we associate with human thinking,
activities such as decision-making,
problem solving, learning...”
(Beliman, 1978)

Acting humanly

“The art of creating machines that
that requi

intelligence with performed by

people.”

(Kurzweil, 1900)

“ The study of how to make
computers do things at which, at the
moment, people are better.”

(Rich and Knight, 1091)

Thinking Rationally

“ The study of mental facutlies
through the use of computational
models.”

(Charniak and MoDermott, 1085)

“The study of the computations that
make it possible to perceive, reason
and act.”

(Winston, 1092)

Acting Rationally

“ Computational Intelligence is the
study of the design of intelligent

agents.

(Poole et al , 1008)

“ Al.. is concerned with intlligent
behavior in artifacts.”

(Nilsson, 1008)

Appendix D | Creative trend research

MORALITY ANXIETY

RECODED

REBELLION

Anxlety is on the rise, and
instead of suppression,
generation Z puts their
words to action

Moral fromeworks os reli-
glon and family are dimi-
nishing. Consumers are
on the search for new
moral codes for the digital

A race for attention and Country boundaries
over curation is creating
filter bubbles tal era opened up the

GLOBAL NEW
CITIZENS CONSCIOUS

Social responsibility has
Become of the most impor-
fant strategies in business

FILTER

change meaning, the digi-

world. How to deal with

differences in regulations

/\

AUGMENTING
HUMANS

Machines and humans
working together,
exploring new opportuni- more companies make
ties together instead of platforms  and open
replacing source systems to
amplify the uptake of Al

DEMOCRA-

TIZING Al

Al is a difficult discipline
needing a infrastructure ,

MICRO TRENDS MACRO TRENDS

A 3y =
y
Cats % L% §
2l S
BRAND
NICHE Al DESIGNIT REDEMPTION
ALL
There is an explosion of Design is getting into Often big brands are the
spacific, highly niche arti- many disciplines as a problem for the more ethi-
ficial intelligence systems method for  problem cal future, start-ups seem
solving, human centered the way to go.
perspective are taken
seriously

Trends

A creative trend research is conducted by me and
shown in the figure. This creative trend research is
based on Al events in the Netherlands visited during
the course of the graduation and online trend research
(Protein, Trendwatching, LSN Global, Deloitte, Mck-
insey trend reports). The synthesis is divided into a
trend hierarchy of macro trends, micro trends and ac-
tual strategic and design directions with relevance for
this thesis. The topline identified macro trends are:
morality recoded, anxiety rebellion, focus filter, global
citizens and the new conscious. (The relevant topline
micro trends at the company level are augmenting
humans, democratizing Al, Niche Al, Design it all and
Brand redemption.

The use of the trend driven innovation framework
(Mason, Mattin et al., 2015). ) provides a differenti-
ating strategic direction, which not only helps distin-
guishing IBM from its competitors, but as well align
with the human needs and the expectation for a fairer

Al. This framework shows the sweet spot for the pro-
posed strategic direction for IBM.

Currently IBM, as well as their competitors release
technical toolkits to identify and mediate bias in algo-
rithms. Almost all severe competitors of IBM released
this type of toolkit in 2018. These toolkits leave out
the human aspect of Al, the human values and ap-
proach just a few sources of unfairness.

At the same time at Al events (such as the world
Al summit Amsterdam 2018) and in Al strategies of
companies such as Google and Microsoft, very in-
spiring principles toward more ethical Al develop-
ment are described. Hence, the translation towards
the day to day work of the Al team is lacking. Based
on this trend driven innovation framework analyses,
is extracted that a more human approach in the Al
development process would benefit instead of a
more technical one. A more bottom up approach from
the people actually making the systems seems more
suited. Also, aligning Al for the benefit of society and
human needs is one perspective taken in this thesis

N
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Appendix | Design for fairness in Al

Appendix E | Competitor analyses

with the use of design methodologies and principles.
There is a need integrating societies perspective
thinking about the people society and context not
only from nice principles and talks but real bottom
up help for the people who are making it.

Overall, it provides strategy and design directions
for my project that distinguishes IBM’s approach
from its competitors on the long term and aligns
with human and societies values.

Al Ethical strategy

As IBM is a wide spread company with compet-
itors in many branches, of interest for the scope
is the ethical strategy of the competitors in the Al
field (De Leon, 2018; Stoller,2018).

Ethical strategy

Opportunity area

®-
’ Google

B2C B2B
. Amazon
. Oracle ‘ .
. Facebook
. Clsco

No ethics mentioned

PPN rwN=

Amazon
Apple
Clsco
Facebook
GE
Google
IBM

Intel

. Microsoft
0. Oracle

Appendix F | Fairness strategies

Example procedural fairness and outcome fair-
ness

Specific groups of refugees got shelter in the Neth-
erlands when their home country was unsafe. This
could be for example over a course of 17 years.
The children of these refugees are raised in the
Netherlands. By the time they need to take their
final high school exam, the country of origin is la-
beled as safe to return by the Dutch authority. This
means due regulation; the family needs to go back
o the home country, not giving the opportunity to
the kids to finish high school. This leads to much
debate, and is labeled as “unfair’, although the
rules and the process are executed “fairly” (Van
den Berg, 2018).

In similar fashion, in legislation distinctions are
made. For the translation of fairness into Al,
it might mean one needs to look at manners to
quantify it. For example, in legislation attempts
are given to define what is not fair, for example
anti-discrimination laws prohibit unfair treatment
based on sensitive attributes (as race) (Equal Em-
ployment Opportunities, 1964).

These types of laws evaluate fairness of decisions
processing two aspects: disparate treatment and
disparate impact (Barocas & Selbst, 2016). There
is a case of disparate treatment when decisions
are based on an individual/group sensitive attri-
bute (i.e. gender, race). It suffers from disparate
impact when the outcomes hurt people with cer-
tain sensitive attributes. This is in line with the dis-
cussed process and outcome of fairness.

If there would be two very homogeneous groups
and predictions would be made with the groups
separately, then accuracy of the model might be in
line with the fairness of it (Hardt, 2014). However,
when they are in one group the classifiers from,
for example, an Expectation-Maximization algo-
rithm, it means that minorities are considered in
unfair manners as deviations from the norm, when
one aims to increase accuracy of classification it
leads to under-appreciation of minorities. This is
considered as an under-appreciated source of un-
fairness (Hardt, 2014).

3.5 Strategies for fairer Al

This section elaborates on the current approaches
towards fairer Al (most of them released in 2018)
The approaches are analyzed and the overlapping
strategies extracted. This leads to the following
four identified strategies in the field. Nevertheless,
after the literature review, fairly little work is found
on actual implementation on a day to day basis of
fairness in Al development.

Due the ethically misaligned products on the mar-
ket, people saw new business opportunities. Audit
for Al is performed by some companies over the
world (Hempel, 2018; Ghani, 2018). Hence, this
acts as an afterthought, rather than at the begin-
ning of the process. While in ethics literature pre-
vented action early in the process is supported.
Additionally it bears extra costs by changing the
model at the end instead of the start.

« IBM fairness toolkit - code
« Google what if toolkit — code

Although multiple technical fairness” toolkits ex-
ist, these two are open source. Google’s released
it as a new feature of their TensorBoards web ap-
plication. It gives its users the power to analyze a
machine learning model, without coding. It creates
an interactive Ul which visually shows results of
editing the model and diverse classification thresh-
olds which account for numerical fairness criteria
(Wexler, 2018). Fairness360, IBM’s open-sources
toolkit of metrics is also released this year to check
for undesired biases in both data sets as well as
the models themselves. Additionally, new algo-
rithms are provided to ease the biases in one’s
model (Varnshney, 2018), These toolkits serve as
starting point of working on implementable solu-
tions for fairness in Al.

Albeit, there is an inclination in diverse disciplines
to solve their challenges within its discipline. Just
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Appendix | Design for fairness in Al

because something has (partly) a technical cause,
does not necessarily need a technical solution
(Boddington, 2017). In Al it is called Artificialin-
telligencication. The toolkits tackle the problem
from a technology perspective and do not take
context specific fairness and many of the identified
unfairness sources into account.

Within the discipline of data science a few first
support tools for fairer Al are created. (Mason &
Loukides, 2018). These take the form of gener-
al checklists. These are generally applicable but
loose richness in the extremely relevant and sub-
tle context specific values and attributes.

Fairness toolkit by Probosics University of Oxford
(Lane, 2018) is a physical toolkit analyzed for this
thesis. It is created from a research design per-
spective to increase awareness and raise dia-
logue concerning bias, trust and fairness in algo-
rithms. An interesting aspect is the closing of the
gap between the understanding of the users and
the actual algorithms. Thus, it is a very promising
attempt to create awareness. Nevertheless, the
day to day application of ethics in Al which is de-
sired, is not tackled by this toolkit. Additionally, as
far known this toolkit is limited tested.

e .
Fuiinims
Dsls Bas Miadei s
weed Chprang pad o Dmim M
W Mrigman Ban Mgt Clepihing
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Fairness360, IBM’s open-sources toolkit of metrics (Var-

nshney, 2018)

Appendix G | Specific value tensions in Al development

Accuracy | the degree to which the result the mod-
el conforms to the correct value or a standard.
Fairness: is a fair algorithm is an algorithm

whose outputs do not discriminate

between different classes of people (Balayn, 2018)
and is not perceived as unfair

in the context of use.

As mentioned in the fairness
section, Al systems can be unfair. Currently, the
performance of algorithms is evaluated by com-
paring the algorithms outputs (the dish) and the
expected outputs on a data set, representing this
in a metric such as error. Albeit, these types of
metrics are not taking the systems fairness into ac-
count (Chouldechova et al., 2017). Comparing two
algorithms (appliances) using a general matrix for
accuracy, even when output is very similar to each
other, the fairness of the outputs can be extremely
distinctive (Chouldechova et al., 2017).

“statistical patterns that apply to the major- ity
may be invalid within a minority group.” When
making systems for the majority, these systems
are “ more accurate” (Hardt, 2014 ). In context
where the use of sensitive attributes may be
permitted, it is important to understand the impli-
cations that this choice has for fairness (Hardt,
2014; Chouldechova et al., 2017 )

In some cases, accuracy of the model is very
important and the fairness aspect less (ex. in med-
icine for example the discrimination could be made
between man and women towards different treat-
ments). In other cases it might be a more difficult
trade-off (ex. a case of insurance companies pre-
dicting fraud one wants to be accurate bit simul-
taneously not discriminate between races). Thus
there is a necessity for resolving this value-tension
context specific, in order to create more fair Al sys-
tems.

Explainability | The capability of the model to be
understood, the model being interpretable and

make the way it works and makes decisions un-
derstandable.

Performance | an action/process how well some-
body/something carries out work or an activity. In
this case the model, so for example how accurate,
fast it preforms the tasks if that is demanded.

In Al systems these two
are usually at odds with each other Many of the
best-performing models (viz. deep neural net-
works) are black box in nature (Dhurandhar, 2018).
When deep learning, “ learns” it identifies patterns
from the data and information it has access to. It
uses for example neural networks and can quickly
resemble a tangled mess of connections that are
nearly impossible for analysts to disassemble and
fully understand. In some cases, when decisions
are made with real-world impact, an explanation is
demanded for a fair perception and assessment if
the model does not take into account sensitive at-
tributes (such as: race, gender).

Statistical bias is a feature in statistics, in which
results (the predicted quantitative parameter) dif-
fer from the expected value. In other words, “The
inability of machine learning techniques to capture
the true

relationship is bias” (Desarda, 2018).

Variance, in statistics, is the expectation of the
squared deviation of a random variable from its
mean (Desarda, 2018). In other words, it measures
how far a set of (random) numbers are spread out
from their average value. Most of the time a data
scientist strives for a low bias overall. But a model
with high variance pays much attention to the train-
ing data. It has difficulties in generalizing based on
new data. Thus, these models have a high error on
test data while performing good on training data.
This is a challenge as when increasing the bias
decreases the variance and the other way around.
It is difficult to find a balance between the two, to
minimize the total error.

Examples of low-bias machine learning algorithms: Decision Trees,
k-Nearest Neighbors and Support Vector Machines.
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Appendix | Design for fairness in Al

Examples of high-bias machine learning algorithms: Linear Regres-

sion, Linear Discriminant Analysis and Logistic Regression

Examples of low-variance machine learning algorithms: Linear Re-

gression, Linear Discriminant Analysis and Logistic Regression.
Examples of high-variance machine learning algorithms:

visual of a deep
neural network
- connections

bias vs variance

irve ared
the Squiggly Line i1 tha training set
calcutating their sums of squares.

When the model tries to reduce biasit tends to overfit the
data. Left fig have high bias & right fig have low bias.

Appendix H | Philosophy of technology

Philosophy of technology

The roots of philosophy of science go back to the
ancient Greeks and Romans as Aristotle and Plato.
Philosophy is a training to perspectival flexibility. It
challenges people to critically to look at apparently
obvious ideas and actions. It does not give any
answers however one can find a type of language of
thoughts which might resonate. Essentially philosophy
helps people in the capability understanding others, to
question one’s own views and be open for new ones
(Kamphuis, 2018). Therefore, some philosophical views
will briefly be described concerning ethics in philosophy
and technology philosophy, for a greater understanding
of the further reasoning in this thesis. It is not meant to
give a complete overview of the existing literature but
shed a light on the insights one can take with them into
the Al development.

The last decades have seen a great technological
development (Gonzalez, 2015; van den Hoven, 2017;
Horviz, 2017). This impacted our thinking in diverse
ways as well as our society and the way of living, as
technology can be all-pervasive and ubiquitous (Van den
Hoven, 2012). This is giving the feeling that humans are
living in natural environments because of which humans
tend to forget the fact that almost everything around us
is artificially produced (Kool & Agrawal, 2016; van den
Hoven, 2017). It is easy to dismiss form our mind that
practically all products are used today are artificial and
humans have difficulty to see how these artifacts shape
our life’s.

Some views of technology philosophy will be touched
upon to broaden perspectives on technology in terms
of this thesis. Specifically looking at the literature of
philosophy of technology one of the main questions is
the impact of technology upon the human race (Kool &
Agrawal, 2016). This question became more prominent
in the 20th century with the well-known technology
philosophers: Martin Heidegger, Arnold Gehlen,
Lewis Mumford, Jacques Ellul and Albert Borgmann,
Don lhde, Bernard Stiegler, and Bruno Latour. Some
interesting and relevant viewpoints will be touched upon
to broaden our view on how Al might impact humanity
and vice versa. The lens of the research questions in
mind is used.

Not only humans influence the technology when
creating it, similarity, when the technology is released
into the market, it influences our values and morals.
Central to this thought, are the created relationships
between the world and the human, by technology.
When a technology is used, it functions as a medium
between its user and the context (Verbeek, 20014). Don
Idhe was one of the first to describe it in a systematic
manner. In the figure the different relationships one can
have according to the mediation theory of lhde with
elaboration by Verbeek are shown. This framework
allows us to mediate between concrete technology
with humans’ actions inter-operations and experiences.
In relationship to Al it is interesting to analyze which
relationships it can influence or create, which might
be relevant to take into account when designing new
Al. It offers a framework to systematically account for
the technology impacts in our lives. Firstly, people
creating new technologies should be aware. Second,
the developers can actively use this theory to make
moral technologies in a moral beneficial way. On the
other hand, it raises questions how far the creators of
the technologies should go in moralizing technology
and how to balance with social values and autonomy
(Van den Hoven, Vermaas, & Van de Poel, 2015 p.236).
Verbeek (2014) argues that these relationships also
give humans overconfidence in technology and in other
cases it makes humans scared of the new technology
(see figure). These two streams are very clearly
seen with the relationship with Al, some companies
and people perceive it being scared of a future with
Al, sketching dystopian visions. Contrastingly, other
companies and people are overconfidently talking
about Al technologies, creating the earlier mentioned
hype with over expectations. Verbeek mentions that
the moral should guide our technological development,
walking the path hand in hand, for a beneficial,
sustainable path.

“We shape our dwellings and then our dwellings shape
us.”- Winston Churchill said in a speech in the House of Commons
on October 28, 1944(3)

This statements resemble that not only humans
create artifacts but also the artifacts, when in context
and use, influence our behavior, our ways of thinking,
norms morals and values. And with the technological
advancement in the last decade we entered a new
phase of digital shaping of society (van den Hoven,
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2017). Correspondingly, it is appointed that technology
is value-laden instead of value-free (Gonzalez, 2015).
In technology ethics the designer choice, embeds
(consciously/unconsciously) his/her values in the
technology created. Then it transfers the values of
humans (imperfectly) to the designed technologies
(Fleischmann, 2013). From this perspectives values
can be seen as properties of systems.

Thereupon technology is morally laden, due the people
making it (Verbeek, 2011). In this respect one could
say that technology is directly connected to ethical
values and therefore ethics. This means also towards
Al systems; this view can be applied. This leads to the
perspective that Al systems are value-laden, starting to
digitally shape our society. Unconscious embedding of
values and morals in Al systems, might lead to undesired
consequences for our societies. Thus, Al teams should
become aware of this and aim to prevent the undesired
outcomes. Contrastingly, researchers argue that people
should not be moralized but technology should be.
Latur believes that artifacts can help to shape human
behavior. Artifact have so called “scripts”, prescriptions
how to act, the same as one would do with acting in
a movie (Latour 1992). These forms of scripts can be
seen as a type of moralization and can reinforce moral
decision making. Latour’s view shows us that not only
people can answer the question of morality of how to
act, but artifacts can too (Verbeek, 2005). This leads to
questions if Al agents can make moral decisions for us?
And can a moral Al system be made?

Gonzalez discusses based on the work of Shrader-
Frechette, three different levels of analysis of ethics
in technology: general, specific and related to agents
(Gonzalez., 2015). The general analysis type is relevant
for any technology type. The specific analysis, takes a
specific technology in a specific domain and the ethical
problems that occur. The technological agent related
level of analysis takes into account the ethical values
used by them as criteria of what is worthy, as well as
what ought to be done, taking analysis beyond the
current morals to offer a future ethical proposal.

Additionally, there are two other distinctions of analyses
of ethics of technology: endogenous ethics and
exogenous ethics (Gonzalez., 2015). Endogenous
ethics analyzes knowledge, human undertaking,
artifact and product. This perspective is focused on
aims, processes and results in technology. Albeit,

exogenous ethics is focused on contextual aspects of
the human activity in a social milieu, taking into account
socially assumed or institutionally ethical values. The
dimension of technology are persons/groups aiming
to transform society/artifacts of social purposes. This
might be acceptable in a specific milieu or not. From
a more dynamic perspective, one takes the historical
context into account. This means there are next to the
ethical judgement itself also distinctive ways to analyze
ethics of technology, leading to different outcomes.
Currently for Al development | seems there is a lack
of exogenous ethics both in training and development.
The Al development process might benefit of both,
nevertheless exogenous ethics seem missing.

To concluding from the philosophical theories, one can
say that the designers and engineers (un) consciously
design with their values and morals, thus the technology
they are developing reflects that. Therefore, they should
be morally responsible engineers and incorporate
ethical wisdom (Burg & Gorp, 2005; Van de Poel &
Van Gorp, 2006; van den Hoven, 2017; Shilton, 2018).
Additionally, different ways to analyze ethics in Al are
elaborated upon and allows to see the bigger current
gaps within the Al field, the exogenous perspective.
In line, he mediation theory might support a more
systematic manner to access the impact of technology
on humans lives. Nevertheless, philosophy leaves us
with new questions rather than answers. In the following
section will ethics will be elaborated upon, how to make
ethical decisions and what kind of capabilities does a
company need.

Achterhuis, teaches us that people should not be moral-
ized but technology should be, when he further argues
upon the idea of Bruno Latour. Latur believes that arti-
facts can help to shape human behavior. Artifact have
so called “scripts”, prescriptions how to act, the same
as one would do with acting in a movie (Latour 1992).
These forms of scripts can be seen as a type of mor-
alization and can reinforce moral decision making. La-
tour’s view shows us that not only people can answer
the question of morality of how to act, but artifacts can
too (Verbeek, 2005). This leads to questions if Al agents
can make moral decisions for us? And can a moral Al
system be made?

Gonzalez discusses based on the work of Shrader-Fre-
chette, three different levels of analysis of ethics in tech-
nology: general, specific and related to agents (Gon-
zalez., 2015). The general analysis is relevant for any
technology type. The specific analysis, takes a specific
technology in a specific domain and the ethical prob-
lems that occur. The technological agent related level of
analysis takes into account the ethical values used by
them as criteria of what is worthy, as well as what ought
to be done, taking analysis beyond the current morals to
offer a future ethical proposal.

Additionally, there are two other distinctions of analy-
ses of ethics of technology: endogenous ethics and ex-
ogenous ethics (Gonzalez., 2015). Endogenous ethics
analyzes knowledge, human undertaking, artifact and
product. This perspective is focused on aims, process-
es and results in technology. Albeit, exogenous ethics
is focused on contextual aspects of the human activity
in a social milieu, taking into account socially assumed
or institutionally ethical values. The dimension of tech-
nology are persons/groups aiming to transform society/
artifacts of social purposes. This might be acceptable in
a specific milieu or not. From a more dynamic perspec-
tive, one takes the historical context into account. This
means there are next to the ethical judgement itself also
distinctive ways to analyze ethics of technology, lead-
ing to different outcomes. Currently for Al development
| seems there is a lack of exogenous ethics both in
training and development. The Al development process
might benefit of both, nevertheless exogenous ethics
seem missing.

The well-known Spanish philosopher Ortega, argues
that technical artifacts can be conceptualized as “agen-
tive amplifiers”, creating opportunities that would have
been impossible without them (Oosterlaken & Hoven,
2012). He argues technology is “contributing to people’s
capabilities to lead flourishing human lives.” It is cru-
cial to point out that humans can do without technology,
however humans would be cold and hungry etc. Every
new artifact a homo sapiens made was introduced with
the goal to make the world a better place to live for him/
her (less cold etc.). Otega argues: “the terminus ad
quem of technology is there the good life”. According to
Basalla, this suggests that the array of technologies is
representing the distinctive visions of a good live (Ba-
salla, 1989). A difference pointed out by Oosterlaken
(2009), between technical artifacts and other varieties
is that it is integrated in a use plan. This includes the
require actions performed by the user to reach a certain
goal. Also, Jeroen van den Hoven argues that techni-
cal artifacts and devices he sees as agentive amplifiers.
This influences the technology assessment, namely to
evaluate in the quality of contribution to flourish human
lives. Thus, looking from this perspective, the assess-
ment of Al systems could be in very distinctive manners.
One with the view of Otrega in mind would lead to the
assessment if it is contributing to the flourishment of hu-
man lives?

P.P. Verbeek (2014), points out another relevant aspect
at the intersection of humans and technology. Not only
humans influence the technology when making it. When
the technology is released into the market it influences
simultaneously our values and morals. It is based on the
mediation theory of Don |hde. Central to this thought,
are the created relationships between the world and the
human, by technology. When a technology is used, it
functions as a medium between its user and the con-
text (Verbeek, 20014). The different relationships one
can have according to the mediation theory of Ihde with
elaboration by Verbeek are shown. This framework al-
lows us to mediate between concrete technology with
humans’ actions interoperations and experiences. In re-
lationship to Al it is interesting to analyze which relation-
ships it can influence or create, which might be relevant
to take into account when designing new Al. It offers a
framework to systematically account for the technology
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impacts in our lives. Firstly, people creating new technologies should be aware. Second, the developers can
actively use this theory to make moral technologies in a moral beneficial way. On the other hand, it raises
questions how far the creators of the technologies should go in moralizing technology and how to balance with
social values and autonomy (Van den Hoven, Vermaas, & Van de Poel, 2015 p.236).
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Appendix | | Ethics tools & method review

In the figure the different analyzed theories are mapped
against a standard process to see when they are most
valuable and for which goal of the ethical decision-mak-
ing process they are focused. When designing ethical
support for the Al team this analysis will fuel the link
to the process as in some phases it appears there is a
stronger support needed for a structured argumentation
while in other parts new perspectives and new critiques
are supported.

Figure shows the analyzed tools mapped to the ethical
decision making process.
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Ethics tools in detail

One of the most well-known approaches for ethical deci-
sion making is the stakeholder analysis. Business Man-
agement ethics suggests including all relevant stake-
holders as well as include them in the decision-making
process (Goodpaster, 1991). The foundation of this tool
is to identify the relevant stakeholders, empathize with
them and include their opinions and consideration into
the process. Also, stakeholders input can be used for
understanding of the moral issues in a field (Frost,1995).
This tool is often a part of further discussed methods
and processes for more ethical decision making and is
advised in early stages of the process. Also, templates
to guide this mapping exist to assist the process, focus-
ing on visualizing and distinguishing the different types
of influences, relationships etc. Thus, the incorporation
of stakeholders (opinions) in the development of Al
might shed a new, ethical, light on its consequences.
The current state of this incorporation within IBM will be
researched due empirical study.

The aim of the ethical cycle is to assist a structured
way to address moral problems, iteratively. It is based
on the opinion that moral challenges are complex and
fuzzy, therefore cannot be described beforehand (Whit-
beck, 1998). In other words, the outcomes are mostly
provisional. It takes the standpoint that applied ethical
theory is also relevant to identify and formulate the mor-
al challenges however also judging them, using them
as a heuristic tool. Van der Poel mentions that a good
moral question meets three conditions: (1) it must clear-
ly state what the problem is, (2) it must state for whom
it is a problem and, finally, (3) the moral nature of the
problem needs to be articulated. In the problem analy-
sis phase, it is important to map the stakeholders and
their interest, the moral values and the relevant facts.
In the third step, creativity is of great importance to
broaden the solution space. In the fourth step of ethical
judgement the formal or informal manners described in
the earlier section are chosen and applied. The goal of
last step, reflection is to come to a well-argued choice,
it is a process of getting to a mutual balanced decision.
Criticism is supported by van de Poel (2007) on two
levels, on the ethical framework used as well as the
concrete situation and action. This method shows the

importance of clearly describing and communicating
the challenges of a moral problem (for example in Al)
to be able to solve it. In line with previous tool it incor-
porates stakeholders’ interests. The quality of the out-
come is highly depended on the creativity used during
the process. Therefore, in this thesis is argued that a
designer perspective will beneficially support a more
ethical Al development. Additionally, reflection on the
decision and the teamwork are of great importance for
the quality of the outcome.

The founder of the ethical matrix Mepham in 1994, pro-
posed it as a methodological way to the development
of principles, fueled by common morality. The aspira-
tion of the tool is to assist users in the identification
of ethical issues with the rise of new technologies, ar-
riving at intellectually defensible decisions (Mepham &
Kaiser et al., 2006). As most all of the mentioned tools,
it does not lead to one particular answer after using it.
It starts with ethical deliberation “ i.e., a process which
entails the careful consideration and discussion of the
ethical implications of an issue” (Mepham et al., 2006).
Incorporated are different stakeholders with their par-
ticular perspectives as well as the different concerns
the technology has, will be analysed (i.e. ethical princi-
ples). The principles are chosen with the different per-
spectives of the stakeholders. The approach considers
the principles with hierarchy, some should be decided
upon with more importance than others, based on ev-
idence (i.e. scientific/economic data, assessments of
consequences assessments of intrinsic values, tacit,
folk or practical knowledge). Then the assessments of
the impacts are put into the ethical matrix, leading to
roadmap of ethical judgements made (qualitative or
quantitative). In the third evaluation phase, consists of
the current situation and the future desired one.

Specifically, for engineering several ethical tools, ap-
proaches, methods are developed. With the lens of the
research question in mind some of this will be shortly
described.

+Critical Capability Approach of Technology (CCAT)
*Design for values approach

*Value sensitive design

-Constructive/real-time technology assessment (CTA)
+Ethical system development life cycle

*Socio-Technical integration research (STIR)

-Critical technical practices/reflective design/critical
making

«Contextual value methodologies

*Value advocate

*Value levers

Real-time technology assessment builds on construc-
tive technology assessment but performs the assess-
ment cooperatively with design teams during technol-
ogy development (Guston and Sarewitsz, 2002). The
basis of real-time TA compared to TA is that it meets
ethical problem during the process instead of just as-
sessing the impact after the technology is already in
use (Rip et al. 1955). Real-time TA demands embed-
ded social scientist or policy experts for four tasks: re-
search historical case studies on analogous technolo-
gies, identify stakeholders, empirically document the
attributes and perceptions of stakeholders and analyze
and assess technical decisions in light of stakeholder
needs and values (Guston and Sarewtiz,2002). It aims
to put the project in social historical context and it aims
to include more aspects and more actors in an early
stage which Schot and RIP argue to realize better tech-
nology in a better society (Schot & Rip 1997). Which is
unique in alterations of this approach later on, is that
also technology developers are addressed instead of
the government. This allows to make the technology as-
sessment proactive and anticipatory (Van den hoven,
2015). In Al development this might increase the as-
sessment quality as well as democratize the process
more. Currently few people understand the Al develop-
ment process. Bridging both ethicists into and Al into
ethics might support

STIR uses a structured decision protocol to help hu-
manists embedded in technology design teams to con-
duct collaborative inquiry (Fisher et al., 2013). Ethical
reflections, sustainability and democratic governance
are at its foundation. STIR researchers guide design
through semi-structured interview protocol intended
to bring to light decisions about opportunities, techni-
cal considerations, alternatives and outcomes (Fisher,
2007). At heart of this approach is to ask designers to
describe their decisions, not changing them. This in-

creases reflexivity about what they decide.

The framework midstream modulation is based on
STIR. It is a framework for intervention-oriented ac-
tivities to improve and make clear the “responsive
capacity” of laboratories concerning the bigger soci-
etal dimensions (Fisher et al. 2006). It aims to sup-
port research participance to critically reflect on their
work with the broader socio-ethical context. (Shuur-
biers,2011). To reach this first order reflective learning
(“improvement of the technology and the improved
achievement of one’s own interests in the network.”)
and second order reflective learning (“requires a
person to reflect on his or her background theories
and value system”) are improved with the use of this
framework (Van de Poel and Zwart 2009, p. 7). En-
gagement tools for feedback, discussion and explora-
tion of the decisions are used to reach this.

In contrast with VSD, critical technical practice, reflec-
tive design and critical making, critically question the
whole enterprise of a technological trajectory instead
of empathizing design for specific values (Shilton,
2018). The founder of critical technical practise is Agre
(1997), who points out that space for critical reflection
is beneficial for the following reasons. It supports tech-
nical fields to evaluate their research, allows space for
moral and ethical discussions, and encourage integra-
tion of knowledge form other fields. Specifically, to Al
to push the boundaries of what counts as learning or
knowledge. Critical technical practice requires ques-
tioning the metaphors, forms of representation and
discourse of an entire field (Agre, 1997).

Reflective design asks what theoretical and method-
ological commitments values and assumptions under-
lie in HCI as a field (Dourish et al., 2014) or are appro-
priated during the process of designing (Sengers et
al., 2006). The aim is to, by both designers and users,
to identify and subvert limitations and to center values
or assumptions previously left at the margins of de-
sign. Techniques as interpretive flexibility and technol-
ogy as a probe Sengers et al. explore “ un-designed”
for spaces and values, such as social experiences at
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an art museum.

Instead of critique making a part of design, critical mak-
ing uses design to conduct critique. It construes the ma-
terial work of design itself as a practice that can help
us question fields, disciplines and technological trajec-
tories. Ratto (2011) argues we should experience tech-
nology itself instead of only describe it which might lead
to mischaracterization of technology. It uses the gener-
ativity of engaging with material production to improve
technology critiques. This can take form in a workshop.

Much literature points out that giving a team member the
responsibility explicitly of ethics and values during the
technology development process, has benefits for a eth-
ical results (Fisher and Mahajan, 2010; Manders-Huits
and Zimmer, 2012; van Wynsberghe and Robbins,2014;
Shilton and Anderson, 2017). A values advocate is a
team member translating values for technical work
(Shilton, 2018). The currently identified benefits are:
can bring deep knowledge of interdisciplinary literature
of ethics. Second, it can provide an outsider perspec-
tive and break group biases, creative thinking. Incom-
plete understanding of the technology can bring up new
questions and make developers thing of the technology
and problem in a different way (Mun et al., 2014). Lastly,
value consciousness an explicit responsibility of the de-
sign, in helps to build values reflection into the scope of
work and the success metrics of a team (Shilton,2018).
However, there are also downfalls. It might be difficult
to fight for a presence in the design team and also to
convince others why it is important (Manders-Huits and
Zimmer, 2012), legitimacy makes their job difficult. Sec-
ond, responsibility on a single person may put a stron-
ger emphasis on putting his/her values in the design
process, therefore ethical pluralism is advised (Borning
and Muller, 2012). Third, in real life commercial setting
it is not always feasible to hire an extra person full-time.

This ethical decision model is developed for design
following Sartrean line of thought. It is founded on that
ethical decisions are not found through the use of for-
mal ethical judgment theories, but it puts its focus on
the designer’s responsibility and freedom, as well as
the practical limitations of the situation. In Sartrean

ethics, freedom is an important ethical value (d’Anjou,
2011). The model consists of five phases of which the
first one is about accepting one’s complete freedom and
its responsibility. Reflection concerning the prior design
choices, after which is reflected upon the external de-
mands. Fourthly, it reflects on the practical limitations,
and lastly acting upon one’s choice reflecting the con-
scious freedom and responsibility (d’Anjou, 2011). Thus,
the main focus is awareness and reflection.
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lit is clear support for more value-aligned Al develop-
ment is needed. Next to new regulations for more ethical
Al, also tools, methods or any other forms of support are
thought about and researched to provide a well-founded
basis of the current research and practice field and iden-
tify where it needs more support.

In Al creation we need to take into account also (social)
values moral consideration, with the priorities of values
by the different stakeholders in diverse multicultural
context while still explaining reasoning and guarantee
transparency (Dignum, 2018).

The following tools and methods are found in literature:
*Value elicitation (Van den Hoven, Vermaas, & Van de
Poel, 2015).

*Value sketches (Woelfer et al. 2011)

*Value dams and flows (Miller et al. 2007).

*Value scenario (Nathan et al. 2007 )

*Value levers (Shilton, 2018)

*Envisioning cards (Friedman & Hedry 2012)
*Value-Sensitive Action-Reflection Model (Yoo et al.
2013).

Value sensitive design (Friedman,et al., 2008 till Friend-
man and Hendry, 2012)

*Values at play (Flanagan , Howe, Nissenbaum 2005)
*Design for values (Van den Hoven, Vermaas, & Van de
Poel, 2015).

*Value Personas (Davis, 2012).

*Society in the loop (Radhwan, 2017)

This list contains diverse approaches towards the prob-
lem of value-aligning from more generative to engineer-
ing based ones. However, the current tools, methods
and approaches little to no evaluation of the toolkits be-
yond academic setting (Miller et al. 2007; Shilton, 2018)
or bear still much critique. Additionally, is discussed the
field is still at the beginning of systematically thinking
about design and values (Flanagan et al. 2005). As well
as few practical methods address value tensions among
diverse values (Miller et al. 2007).

For the scope of this thesis will be looked at five meth-
ods that have a stronger link toward resolving value
tension, tradeoffs or focus on the translation phase of
these values which are on a fuzzy abstract level towards
practical day to day work of the Al development team.
Therefore, a light is shed on the following approaches/
tools/methods as well as they will be described through
the above described lens.

(Van den Hoven, Vermaas, & Van de Poel, 2015); (The
Value-Sensitive Software Development Framework)

Design for values offers a perspective to create tech-
nology in line with the moral values of the users and
society and it is more an over-coupling term of several
approaches.. In this thesis is specifically looked into de-
sign for values in ICT.

The method is based on three main claims. Namely, val-
ues are embedded in technology, through the embed-
ding of these values in technology values space action
of users to be. As well that explicit thinking concerning
values which are built into the system is morally signifi-
cant. Lastly, that value consideration needs to be early
in the process where it will have the biggest impact.
One of the first steps of this method is the translation of
these values into a more formal language. Therefore,
three levels of abstraction of values are made to support
the translation, the abstract level (highly abstract stat-
utes of a system, not yet contextual), the concrete level
(specific model components in terms of concrete func-
tionality) and the implementation level (system compo-
nents as the basis for implementation) (Van den Hoven,
Vermaas, & Van de Poel, 2015, p 838)

Design for values consists of three main activities name-
ly: election of values, development between business
and modeling views (domain specific) and the execu-
tion one which is the result of the modeling. Based on
the book an abstract visualization is made of this meth-
od as well as a filled in example of how this method
should be used in real life (Van den Hoven, Vermaas &
Van de Poel, 2015).

This method shows us different abstraction levels of
values to implementation, which in value alignment is
experienced a severe challenge. This distinction of lev-
els might help value alignment in Al development. The
explicit use of values in software development has ben-
efits for traceability of effects and allows for shorter de-
velopment cycles (Van den Hoven, Vermaas & Van de
Poel, 2015).

Additionally, making the different views explicit: of a val-
ue view, modeling view and business view can assist
bringing the multidisciplinary of the Al field. Also, the dif-
ferent approaches toward design for values, for exam-
ple more designer driven or user driven help to clarify
the processes of Al development.

Nevertheless, in this method procedures for the design
are lacking and even though vertical translation in the

is deeply researched, the relations between the views
is lacking.

Value sensitive design (VSD) is one of the most widely
used described methods in this thesis. The basis of the
approach is a tripartite methodology which combines
conceptual, empirical investigations and technological
ones (Friedman et al., 2002), and is a based approach
to the design of technology that incorporates human
values principled and comprehensibly during the design
process (Friedman et al., 2013). Itis fueled by the belief
that product that humans engage with, influence the ex-
periences as well as the ability to meet our aspirations.
Shorty the three parts of the VSD framework will be dis-
cussed. First, the conceptual investigation. In this phase,
direct and indirect stakeholders are identified, as well as
who’s and which values are affected. Additionally, how
value trade-offs should be addressed. For example (au-
tonomy vs security). The meaning of specific values is
researched in philosophical literature (for example the
meaning of trust). Which later on will give a basis of
comparison for the team. As conceptual investigation
cannot go further there is a need for empirical investiga-
tion of the human context in which the technology will be
used ( Friedman et al., 2013). Almost all types of quan-
titative or qualitative research methods can be applied
in this phase to gather insights. Example question given
by Friedman et al is “ How do stakeholders apprehend
individual values in the interactive context? How do they
prioritize competing values in design trade-offs?”. Last
the technical investigation comes which has two forms.
One focuses on how existing properties of technology
support or block human values. The other one, focuses
involve proactive design of systems that were found in
the conceptual phase. The distinction between the sec-
ond and the third phase is the technical analysis really
focuses on the technology whereas the empirical one
focuses on the humans affected by technology.
Originally VSD has a list of “core” values with origin in
moral philosophy (Friedman and Khan, 2003, p.1187).
However, this got much critique as values play differ-
ently in diverse cultures and universality of values is
extremely problematic (Borning & Muller, 2012). Addi-
tionally, is argued that researchers overclaim knowledge
and authority in this method over the informants and a
lack of attention is given into the subtle differences of
designer’s own values and the stakeholders ones (Born-
ing & Muller, 2012). Lastly is argued that most VSD work

is focusses on already built technologies and systems
instead of building new systems (Flanagan et al. 2005).
Nevertheless, concluding from this widely spread meth-
od it can be said that the three complementary view-
points might be of value in value-alignment in Al. The
view of direct and indirect stakeholders is relevant to
prevent unwanted consequences and address desired
values. Also, to research the deeper meaning of values
in philosophy and that it is beneficial to research value
trade-offs empirically can be extracted from this meth-
od. Additionally, the combination of a proactive stance
(designing for values) as well as an interactional per-
spective (values in design and its co-constative quali-
ty) is an interesting perspective to take into account in
this thesis (Shilton, 2018). Due the critiques and many
research in the VSD field the decision is made to look
at a combination of “core” values and situational ones.

This tool can be used to understand stakeholders value
tensions after the values already have been elicited.
Basically, the method is based on three aspects. First,
features that are experiences as problematic are avoid-
ed. Second, design in for desired stakeholder’s values.
Third, in a systematic manner address the value-orient-
ed design tradeoffs.

Value dams are “technical features or organization-
al policies that are strongly opposed by even a small
set of stakeholders” (Miller et al. 2007 ). This contains
a strong ethical aspect, to recognize the desires and
harms of the minority. Value flows are “technical fea-
tures or organizational policies that, for value reasons,
a large percentage of stakeholders would like to see
included in the overall system, even if the features or
policies are not absolutely necessary for successful ap-
propriation “ (Miller et al. 2007 ). This explicit use of val-
ue conflicts and desires results in solving conflicts earli-
er in the process. As well as due being aware and being
explicit about values and the conflicts, during the case
studies new crucially important values arose and were
discussed. This tool shows us a way to translate values
into functorialities as well make sure that conflicts are
discussed. It makes stakeholder value conflicts explicit
which is quite unique. However, it does not necessarily
account for the designers’ own values. Additionally, it
is little tested, and the case study mentions a need for
involvement of more indirect stakeholders as well.

This is a hybrid methodology that aims to discover rele-
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vant values for a particular project and resolve the val-
ue-trade off, in this case specifically for game design.
Due the explicit description of trade-offs this method
will be shorty described. Flanagan et al. describe four
stages of this process. Firstly, the values discovery in
which relevant values from diverse sources are includ-
ed. Namely: project goals and making hypotheses,
earlier work, designer values, user values and other
stakeholder values. It is remarkable from this method,
that they explicitly use the designer’s values, as often
that is lacking in methods. Secondly, is identifying val-
ues-based conflicts and checking the functional com-
ponents of it, in context of particular design choices.
In this method, conflicts occur when not all specified
values are implementable at the same time. Third is
implementation and prototyping in which close atten-
tion is paid to the value conflict generated per function-
al component. This is an iterative process involving the
earlier value sources, for ongoing feedback. Lastly, is
values verification, in which with the initial list the val-
ues are compared with the result, desired values are
embedded and undesired not. This process teaches
us the different levels of values that can be integrated
as well as the perspective of looking at value-based
conflict in an iterative, functional and context specific
perspective, making this trade off explicit. This appears
to be a way to practically resolve value conflicts, how-
ever this method is only used in research context as
far as found.

Envisioning cards are a versatile toolkit that aims to dis-
cuss human values early in the design process as well
as to put technological development in a wider socio-
technical context and addressing it with a longer-term
vision. It is based on the earlier discussed VSD. The
cards have four so called “envisioning-criteria” namely
stakeholders, time, values and pervasiveness, which
are displayed on one side of the cards. With stakehold-
ers is meant direct and indirect ones and consider im-
plication for people one would not think of in the first
place. Time is meant to stretch the timespan for which
is looked at. Values is looked at the impact of technolo-
gies on human values. Pervasiveness looks at the new
interactions that the rise of the new technology evokes.
In this perspective is advised to look at for example
geographic (google maps in urban areas), cultural (text
messaging with blind people), demographic and many
other factors. The other side of the card describes a fo-

cused design activity, with the words: think, identify, ask
or sketch. It is meant to support “ diversity, complexity
and subtlety of human affairs, as well as the intercon-
nections among people and technologies” (Friedman
and Hendry 2012). The tool is mostly used for educa-
tional purposes however is open to be used for inspi-
ration, critique or heuristic evaluation and pointed out
from the case studies that it catalyzes designers both
humanistic as well as technical imaginations as well it
is seen as a form of ethical reflection. The extracted
insights form the toolkit are the 4 used “envisioning cri-
teria” as well as the focused design activities used to
make it easier to communicate abstract thoughts/opin-
ions and make humans aware of the effects that their
technology might have. To switch perspective and think
about other opportunities it is handy. A point of critique
from my personal perspective is the lack of the explicit
making of one’s own values, then still unconsciously
unwanted values might be implemented in systems.
Additionally, it does not give more concrete handles
how to deal with discussion or the value-conflicts.

From the analyzed methods and tools several insights
can be drawn. Firstly, most of the methods focus at the
beginning of the process, as they argued it will have a
bigger effect on the outcome and process. Secondly,
almost all methods account for both indirect and direct
stakeholder values and consequences. Next to this it
seems also a critique in many methods when it does
not account for the designer’s own values, as this can
lead to unconscious value implementation or unde-
sired value-tension later in the process. Thus, in this
thesis it is important to take it into account for a more
value aligned Al development.

Thirdly, as values can be rather abstract, most meth-
ods aim to translate these values or communicate
these values in more concrete manners, however the
manners are different. They differ, such as discussion,
sketching, structured decomposition on diverse ab-
straction levels or conceptual and empirical research
for deep understanding of the values both conceptual
and in context. Therefore, it seems save to say the de-
composition of values, doing research about them in
context as well as the communication of them is crucial
for a desired value-alignment, however the manner to
do this can be one fitting to the IBM teams.

Fourthly, value-conflicts/tensions, seem to be ad-
dressed better when discussed explicitly and ad-

dressed explicitly as well. The value dams and flows
method, sees every value conflict a functional con-
straint/opportunity, which is an interesting perspective
on the problem. Also, the explicit empirical research
about value-hierarchies is an interesting way to address
value conflicts and might be an interesting way to pro-
ceed with value-alignment in Al.

Nevertheless, practically all methods have been tested
limitedly in practice or in specific industries. Therefore, it
might be extra interesting to look at development of sup-
port for companies together with the company, in this
case IBM. Additionally, no method has been found that
focuses on both value election of both designers and
all other stakeholders, organization as well as resolving
conflict between these in diverse industries.
Concluding, both core values of IBM and contextual val-
ues differing (per industry, client, team, individual) will be
taken into account for design for a more value aligned Al
in this thesis. The organizational perspective will be tak-
en into account as this might be lacking in current tools
and methods. Both for direct and indirect stakeholders’
values will needed to be taken into account and explicit
use of the values, their communication and decomposi-
tion to support the Al development team to design more
value aligned Al applications. As well this thesis aims to
add to the research field of value alignment in engineer-
ing, with the development of support with the (strategic)
organizational perspective. Also, it aims to look at the
value tension/conflicts from the different identified value
levels and sources with a design perspective and the
conflicts that can arise on the diverse levels as currently
there seems to be a research area untouched upon.
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Appendix K | Analyses interview and tool

Lack of technological knowledge of the team and
the ethical implications it brings with it

“To be honest, | completely do not care how the model
works, | find the output much more important” - Inter-
viewee (Business owner)

“haha | see there is a lot of ethics stuff | am not consid-
ering’- interviewee (Data scientist)

— A need for team alignment on technical capa-
bilities & ethical pitfalls

Lack of moral motivation

“I choose Advanced analytics because it is

currently the wild west, there is practically no regulation
S0 we can make models the way we want” - Interviewee
(data scientist)

“if we are allowed to use it we should use it, it is part
of the game haha.. “ - interviewee about personal data
(Manager )

— Increase intrinsic motivation for ethical deci-
sions in projects of the team and especially the DS

Lack incorporation of stakeholders and actual (so-
cietal) consequences

“For engineers, we can really easily be absorbed by
technical challenges and forget about everything else,
that is why engineers contributed to much terrible stuff,
as the example of Volkswagen Emission Scandal. From
engineering point of view, beautiful but actually a di-
saster. Engineers might need some check points in the
mean time to make sure we are not too, ambitious to
solve the technical issue.”- Interviewee (data scientist)
— Integration of the consequences of the mod-
els predictions have in the ideation

A lot of, roles and tasks are the responsibility of the
data scientist and therefore a lot of pressure. Also
the feature engineering and modeling decisions are
made by the data scientist.

“ Most of the decisions in the data preparation and
modeling phase | make myself. | look at what works or
does not work to improve the accuracy of the model”

- Interviewee (data scientist)

“In the beginning | am often more asking and listening,

trying to understand the problem, than | am the one in
the data readiness assessment | am the one who asks
if the data is ready, than in the feature engineering | am
the main person modeling it the data enrichment and
deployment and the last two | am supporting IT but they
are making the call” - Interviewee (data scientist)

“my role? ahhaha it would be everything” - interviewee
(Data scientist)

——» Remove pressure from the data scientist &
Highlight the importance of decisions in the model-
ing and feature engineering phase

Value tensions or values are not consciously ad-
dressed

“...and also for us as technical guys to be aware of val-
ues, and the higher impact, | don't think we ever think-
ing in this way” - Interviewee (Data scientist)

— Explicitly discuss & solve value tensions for
desired outputs

Much unexpected challenges occur during the pro-
cess

“We did the rework and delivered it, but then they told
that there are no models in place, so no increase, that
is again a surprise, we kind of have to do everything
from scratch” - Interviewee (Data Scientist)

“ A big surprise was that the data baes was empty” -
interviewee (Data Scientist)

— Support for dealing with (ethical) surprises

Miscommunication between the different disci-
plines

“You create layers and layers of complexity, when one
asks a question on a high level it is difficult to explain
it without the complexity” - interviewee (Data Scientist)
— Support for communication

Stakeholders

Most of the interviewees only took into account the core
team and some of the internal people in the company
that would use the system in the end. Just two people
put the end customer as an indirect stakeholder. As ap-
peared from the ethics literature, for more ethical out-
comes it is important to integrate the stakeholders opin-
ions both direct and indirect into account.

Values
Most data scientists choose mostly technical values

for themselves and the model (such as: robustness ).
The data science consultants from IBM also choose
the IBM values (such as serving client). The business
owner chose much more business related values and
wrote down new ones (such as entrepreneurship).

Overall it appeared that the data scientists really were
appreciating their freedom in their work and did not
want much control. Thus, a new value tension was dis-
covered:

Responsibility/accountability vs autonomy freedom. On
one hand most, data scientists and the manager did not
take the responsibility for the ethical implication but on
the other hand did not want to be controlled, empathiz-
ing with their freedom

Simplification vs Uniqueness/Veracity is also a value
tension that appeared during the interview. This one is
similar to the bias variance trade-off one found in liter-
ature. On one hand one does not want to oversimplify
the world too much with the model. While on the other
hand using it is also not good to

Probity (fairness) and accuracy; this one was not taken
into account at all. The KPI's were all related towards
accuracy so that is also the metrics it was tested for.

“ Freedom from bias is a big thing ahah | am not sure
they do it...” - Interviewee (Data scientist)

Socially desired vs historical data was also no attention
paid to.

Explainability vs performance, appeared from the inter-
views and in some use cases it had a higher priority
then in others. In the automation case, an illustrative
quote is described:

“ Explainability is nice but not the highest priority, but |
don’t have enough time to spend” - interviewee (Data
Scientist)

Input for provotypes

The following value tensions are tested with the pro-

votypes, chosen with the lens of the research in mind

(design for fairness):

« Socially desired value vs historical data

+ Simplification vs Uniqueness Veractiy

- Responsibility/accountability vs autonomy
freedom

+  Probity vs accuracy

+ Expainability vs performance
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Stakeholders
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Interview guide
Values
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MEET THE

Tanja
Data scientist
(Consultant)

MEET THE
Al TEAM

Al TEAM

Personas

Demographic

Single

Amsterdam

3 years of work experience
Data Science at VU

Behaviors & characteristics
Curious, likes to explore the new and
is optimistic

Strong technical perspective
Stubborn & Clever

Likes to work on specific tasks
without being disturbed

Prefers numbers

©® 606

Needs & Goals

Aims to lead the ideas to actual indus-
trialization.

Seeks recognition in a rather new field
Designs the features as well as the
modeling. In the entire process aims to
bridge the business, clients, [T
perspectives

Drawbacks
Ofiten a bit naive, less thinking about the

concequences and the time it takes In
pracilice.

Not (much) trained in bridging
perspectives but it is part of the job

Responsibility, trustworthiness,
autonomy/freedom

or does
the accuracy of

the model

006000

Personas

Niko

Business/internal client

Demographic

Married and 2 children
Berkel en Roderijs

19 years of working
experience

Marketing background

Behaviors & characteristics
Social, fast, functional wants
to see immidiate benefits

Entrepreneurship, continous improvement

“... then the data scientist, with all respect “ the
nerd” just tells the possibilities, and we of course do
not understand anything, from our side we want to
know what it means for us and what kind of impact
wil it have on the different departments”

Needs & Goals

Clear communication, likes
social contact and meetings
Aims for fast results and

: erformance
Wants so see continous P
improvement Drawbacks
Gives direction where to go Can be focussed on performance O ‘ @ ,,
alot

Bas
Mana ger DS “If we are allowed to use it we should use it.
T et Then it is up to the regulator to say you should

not use the type of features, it is part of a game

@ haha.”

Responsibility, Needs & Goals
trustworthiness Convince the business departments
) Seeks for commitment
Deongraphu_: Aims to go for industrialization
Married & 1 kid
Traar{em ¢ K . Drawbacks
(=) 4 < " .
2 YOars ol Wolk experience Technological perspective might override other
Business administration wealise

Behaviors & characteristics
Does not like change too much
Prefers order of uncertainty

An agreement is an agreement
Strong technical perspective

N/

6600600
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PROJECT IMPORTANT
DECISION MOMENTS

Data scientist Research Participant 1 Individual

Data scientist IBM fesearch Participant 2 Individual

Indlustriatize
ML weodel +
Graph

Manager Research Participant 3

Exploration Modéing Pilot tnclustialization  Post procsssing
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+ Literature
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“I choose Advanced analytics
because it is currently the wild west,
there is practically no regulation so we
can make models the way we want”
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Flgure 6.12 | Visualizaiton of the challenge of ethical stategy and princples uptake in Al
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FAIR
PRICES.

Coffee place 2025

11 What is your first reaction? How
would this scene continue?

2| Would you like to work on making
a system like this? Why yes/not?

3l Do you consider this as fair and
accurate prices? Why yes/not?

4] What values might be important
to each person or group that would
be affected? Try to think of at least 2

51 If the values are different, how
would you resolve those values
contrasts? (think about the different
stakeholders)

D.P.Simons 2019

FAIR
FACTS.

Airport control 2030

11 What is your first reaction?

1 coffee

/,.‘

<

3

1 coffee

Accurately based on
your friends salary,
education level and
location her fair coffee
price is $ 1,11

2| Would you like to work on making a system like

this? Why yes/not?

3l Do you consider this as a fair use of the statistical

fact? Why yes/not?

4] What values important to you might be affected?
Try to think of at least 2.

51 If the values are different for the different
stakeholders, how should you resolve those values

contrasts in this scene?

D.P.Simons 2019

S8
™

sodAl0n0l14 | 7 Xipuaddy

Accurately based on
your own salary,
education level and
location your fair coffee
price is $ 5,45

-
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RESPONSIBLE
SPENDING.

Paying in 2027

11 What is your first reaction? How would
this scene continue?

2l Would you like to work on making a
system like this? Why yes/not?

3l Do you believe the bank should take this
responsibility? Why yes/not?

4] What values important to you might be
affected? Try to think of at least 2.

51 If the values are different for the different
stakeholders, how should you resolve those
values contrasts?

D.P.Simons 2019

OPTIMIZED
PERFORMANCE.

Your Dmﬁ. Y = )30

11 What is your first reaction?

2| Would you like to work on making a system like
this? Why yes/not?

31 What values important to you might be affected?
Try to think of at least 2.

41 If the values are different for the different stake-

holders, how should you resolve those value
contrasts?

D.P.Simons 2019
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“This is an impulsive
spending, you cannot
use your bank card
anymore today”

Based on your historic data on spending, you are placed in the ‘risky” category. There-
fore, currently you are preforming an impulsive purchase. Due the high risk of your
profile getting into debt you cannot make any payments today.

WARNING

You scored lower on

Your employer measures your performance by many factors such as your bathroom break. It is
using sensors in helmets to scan workers’ brainwaves and detect fatigue, stress and even emo-
tions such as anger to optimize your work performance. This week you have been performing
worse than the one before so you get an official warning.
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Appendix M | Analysis of the provotypes

5.3.2 Goals of the provotype

The provotypes have following three goals.
Discover which values the interviewees prefer over
others and reach a more latent level, discovering
(un)conscious values

Thus, for the first aspect | proposed to ask a question
concerning a scenario, such as to finish a scenario in
a manner they would like? Or/and what value would be
most important for them in a such a scenario?
Secondly, the way the value tensions are resolved
by the current Al team is unknown for this project and
in research in general. To gain a richer understanding
concerning these value trade-offs and how these are
currently resolved in Al development, is targeted by the
provotypes. In this manner also, distinction between val-
ues trade-offs important for the whole team or just for
one certain role.

For the second aspect | propose the type of scenario’s
concerning their reaction and how they would resolve
the situation in order to discover the way they resolve
the val\ue tensions. Also, | asked them to make a hi-
erarchy of scenarios they prefer the most till the least.
Thirdly, | will test the extracted process from the in-
terviews. For the third aspect | will send the extracted
process and ask for remarks and feedback, testing my
analyses of the tension points and decisions moments

The provotypes

The provotypes are provocative demonstrators of things
or services that show an extreme form of the value-ten-
sion discovered from the interview and/or literature. Not
all were shown to al participants a switch was made be-
tween the responsible spending and responsible free-
dom per participant. The provotypes were personalized
in name usage and small details to increase the empa-
thy with the scenarios.

+  Socially desired value vs historical data

«  Simplification vs Uniqueness Veractiy

+  Responsibility/accountability vs autonomy freedom
+  Probity(fairness) vs accuracy

+  Expainability vs performance

Results and findings

The answers of the provotypes are all read, ana-
lyzed, summarized and compared to the answers
between the different participants. | performed this
analysis with the lens of the research questions and
goals in mind.

For the first goal of the provotypes, extracting/con-
firming values from the interviews and new ones, the
results were surprising. Some participants stayed
within the scope of technical values or service related
ones (such as customer loyalty), where other partic-
ipants stretched their imagination and named more
human and personal values (such as adventurous).
Overall, the data scientists, as expected, had a more
technical perspective on the diverse scenarios. Here
is an illustrative answer of one of them as a response
towards the airport woman fast lane example:

“Again, quite possible. But it cannot be just based
on gender alone. If we can match images to a da-
tabase and can immediately detect ‘less risk’ pas-
sengers compared to moderate/high risk, we can
create separate lane for less risk customers. Similar
to ‘'NOTHING to DECLARE’ customs lines in airports.
“ - Data Scientist

“The problem here is that the outcome is O (not
criminal) or 1 (criminal). Thus, it is not a question to
be stricter or not but it is a question of ‘Who will be
checked'’. At a more general level, | would be okay
to work in a world where the first filter is provided
by statistics indeed as long as it can be explained
to users. The fact that it discriminates Man/Women
is not really a problem (as long as it would also dis-
criminate other features whether these features were
significant).” - Manager

These quotes show a strong technical manner of
thinking and less the ethical lens.

It seems to be education concerning ethical fea-
tures and the social impact resulting from these
systems needs to be integrated and made clear
in their processes. Nevertheless, participants also
showed also the trade-off between technically very
interesting and desired systems (optimized perfor-
mance):

“No. even if “technically speaking”, the project is re-
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ally interesting and probably one of the most system
ever build, | would not want to be part of that be-
cause there are too many bad things which could
happen with that kind of system.” - Data scientist
(interesting work vs socially desired)

This shows a reflection of the implications of certain
systems may have is made by some of the partici-
pants. The scenarios make the context and the con-
sequences much more relatable, which is seen in the
provotypes results compared to the interviews.
Scenarios seem to be a good manner to relate to
the actual end user as in this case it is the partic-
ipant who is the end user.

Additionally, | noticed that some participants dislike
the situations in which they are part of the group
which is treated less preferable. An illustrative exam-

ple:

“No, because | think | am being screwed again and
| do not want to develop something | have no faith
in.” DS

From this example is extracted that when a scenar-
io is more personal and relatable, the participants
seem to dislike the situation/value it more. There-
fore, making the final design more personal,
might stimulate ethical reflection. However, in
the answers of the skiing example provotype, most
participants agreed with the idea although they really
like skiing of the slopes. Still they agreed upon taking
their own responsibility as a skier. This shows that
they make the trade-of between personal benefit
as well as societal benefit, choosing in this case
societies benefit. However, it was clearly stated
that in this case that the transparency and the
awareness are highly important in this case to
not limit one’s freedom and make it clear that the
skiing person takes his/her own risk, the right of
the awareness of own responsibility.

“ Good signal. And looking at the social costs that
come with it, for example an avalanche, it is good
that you get one more time a reminder. It is similar to
a warning with trajectory control. To be honest | re-
ally like skiing off-piste. My own consideration would
be a risk consideration.” - Business owner

One value that appeared to be important to most
of the participants was privacy, and the right of
privacy. When systems become too intruding this
was not well accepted and even labeled as unfair.
Concluding, privacy is experienced as fair and the vi-
olation of privacy as unfair.

Managerial/business positions answered more in an
organizational fashion and less in an individual one.
Also, the responsibility was transferred to other par-
ties in society.

“ The market context is equal. This would support
fraud. | think the current system of the taxes salary
depended is more effective.” - Business owner

Relating to the second research goal of the provo-
types, | extracted new or more nuanced value ten-
sions. This was done by comparing the different
values they mentioned in the scenarios, extracting
values from the sentences as well as clustering of
the similarities and differences between them. From
the analyses of answers, the following value tensions
are derived, diverse from the ones identified before:

freedom/privacy & safety/control, simplification/
optimization & authenticity, individual good &
collective good.

Also, different aspects of fairness appeared from
the provotypes, equality is a recurring word used by
the participants. This is one of the perspectives to
consider fairness. In the provotypes most of the par-
ticipants did not believe this perspective was fair, as
they are affected negatively, their group or because
it takes extreme forms closer to communism. Also,
its mentioned in for example economic equality we
already have tax differences so the rest should not
account for it (putting the responsibility for economic
equality towards the government). The “deserved”
perspective on fairness reoccurs to be the more
preferred one (described in the fairness chapter).

“ Wealth. In my opinion if we would start living our
lives this way wealth would be no existent as you
cannot become wealthier than the next person.
Equality. This would bring everyone on the same lev-
el of wealth thus creating equality but probably at
cost of productivity” - Data Scientist

The question how value tensions were resolved was ex-
perienced as difficult by the participants. Some did not
answer this question. Some changed the data that was
used for the model to make it acceptable, others put
the responsibility on more political levels or put cer-
tain restrictions on a system for them to work with it.

“[ would not mind working on such a system as long as the bound-
aries of coverage are transparent and clearly communicated to
everyone.” - Data Scientist (Skiing example)

One participant changed the autonomy of the sys-
tem to make it more acceptable changing from
autonomous to supportive decision making. In
other examples the explainability, transparency or
awareness of the responsibility are added to make
the system fairer. These examples of changing fea-
tures of the Al system to make it more acceptable
can serve as input for the solutions space of re-
solving value tensions.
Remarkable is that from the previous identified value
tensions, the fairness vs accuracy did not reoccur, also
historical data value vs socially desired did not come
back in the answers. The performance of the models
was not really mentioned in general as one of the ten-
sions that might occur. | believe the reason for this is
that they were mostly answering the provotypes be-
ing the end user and less as the maker of the mod-
el. From the interviews and literature, the tensions are
highlighted as very relevant relating to the models fair-
ness. Therefore, | take them into account and perhaps
more explanation and education is needed to with the
Al teams to relate to these value tensions.
3 Relating to the third research goal, testing the ex-
tracted process, decision moments and tensions no
feedback was given. Therefore, | see this process as
validated and as a good representation of th

teams.
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Case

Global Insurance company - Dutch establishment

Team: 1 data scientist, 1 IT person, 1 business owner, 1 Machine learning team manager,
Head of team and data analyst.

Cllent: the business department

People using the system: Pricing team (Internal department insurance company)
End-customer: who pays for the policy

Duratlon project : 6 months

Project.goal: Improve pricing for the premium customers for car insurance and increase
proft

Firstly, the deciding on the premium getting from the customers involves building mathemati-
cal models and there could be other machine learning models

End dellverable: for all the policies that are given we give the price form the model and,
sometimes just the probabil ty score that they will laps etc. this kind of deliverables

Data accessible: all data an insurance company has about a person buying a car and the
state of the car when bought.

Current state:
“If we are allowed to use the data we should use it it is part of the game”

Al Dish

Ethical and technological alignment & understandi
Ingredients h‘%.:i
- Data from humans Non-Human data Where from? Sensitive ingredients?
Fom—— Ifused checks in the process are meeded
Bylaw
@000
o S00
Who is in the kitchen? ©
( Tole?
Data scientist
IT developer
Manager
Business cumer
- ) L
Appliances\?/ Recipe @
( sed? N\ s
Why this choice & made?
Type of model
Why?
individuals ive aspects
bemery © © ©
Negative aspects
®ijm' Negative aspects
organizatin ® ® ®
the model
J
For who? Dish &
' N p
Goal
Who will be using the model
Who will reading the results of the model
Who will be updaring the model Implications
Who il b impocte by the modls resls m m m r\l

1st iteration Al Dish

| Extremely injust & immoral & predjudiced & unfair'

1 | Write down the project goal concisely

2 | Come up with really evil unfair approaches and ideas for the model - Release your worst side & the evil in you

3 | Describe why these ideas are unfair.
4 | Extract the attributes for the unfair reasons

Prgject goal:

How can we create the
most immoral and
predjudiced system?

Evil Al canvas for probity 1st iteration

A

| Threshold

1 | Which are really unacceptable? And why?
2 | Are there ideas that would be still acceptable? and why?
3 | If not try to ideate around ideas that contain that aspect.

. Acceptable

What is extrapolating accuracy?
Can we think of aspects that boost accuracy?

Not acceptable

Why is it annoying or not working? What is withholding or blocking accuracy?
The ingredients? Or the recipe? The What can we think of to block accuracy?
dish itself? Due the restaurant? Inaccurate, imprecise & unreliable

Design for faimess in Al 20191.3

Threshold canvas for accuracy 1st iteration

For who?

Who is most affected by these
ideas? Which parts of society?
Or specific individuals?
Organizations?

Attributes:

Whuy is it so immoral, predju-
diced and unfair?

Because of the ingredients?
Or the recipe?

The dish itself?

Due the restaurant?

Requirements

Functional constraints

Ixisting systems




Il Angels Advocate

1 | How to avoid these unfair ideas/attributes? Try to think of principles, features, attributes you want the model to have to avoid these.

Probity (ftil;r) Values:
............................................ Principles:
Procedures &
Immoral Sfeatures:
Transform to positive
values, attributes, features

Evil attributes Desired attributes

2 | Write the evil attributes down 3 | How can you avoid these extremes? Write
it down.
4 | Group them into values princples and
/ ! procedures & features
1st iteration design concept

Ill Overpass

1 | Pick the ideas which spark your imagination of both scenarios and put them on the sheet together with the attributes
2 | How can you avoid these extremes? Write it down in the middle
3 | Are there conflicting ideas? Try to discuss these what is in this projects context more important?

Vahies How would these look in the actual model Requirements
and service together?
Principles Functional constraints
_> ‘_
Procedures Existing systems

1st iteration design concept

Al Dish

Testing 1 with designers

The metaphor and explanation was experienced as
very helpful to relate to the topic. The advice is given
to continue further with the metaphor further in the
workshop. For example, in the clustering for attributes
in the evil exercise this is advised. When answering
the question, why is this unfair? It would be easier to
answer with, it is unfair because of the ingredients or
unfair because of the recipe.

“The Al dish, works really well and really appeals, it
works immediately”

- Participant

Testing 2 with computer scientists

The Al dish worked well for the aimed goals. Even
though it was a short workshop during the workshop
also reflection moments relating to the Al dish happed.
After the session informal interviews with the partici-
pants and the designer assisting the facilitation were
held. Some insights are represented by quotes from
these interviews and translated into call for actions.

Reflection on data:

M: “It is in the data, but | do not use the sensitive
ingredients...._but wait maybe the algorithm still can
pick it up”

Z: “yeah In that case | think it contains sensitive in-
gredients” - participants (computer science)

Visually strengthen the reflection:

“The Al dish metaphor was nice, it would be helpful
to put examples with the text, so people understand
it clearer. It would be nice to have it more visual, that
when you look back to it you immediately see what
you need, visually you can work this out. Maybe it
could be in a logical structure, the people/team first
later the other ones.”

- second facilitator (designer)

Example answers as guidance:

“Really love it, really good. It brings everyone on the
same page. Only the dish

itself was not clear maybe you can write it is the out-
put. | also liked it is structured.” - participant (com-
puter science)

Actions based on the

second session

Overall really liked, related to and appreciated
(validated)

Make it more visual so one can clearly see
from a distance what is what part

Put numbers on the boxes for order (clearer for
the tech-oriented people)

Keep the structured manner while making it
more visual

Different word for utilities

Put example answers to guide people

These points of feedback will be integrated in the
next iteration of the tool. The next step is validation
with professionally working Al team within IBM.
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— 1 |Write the stages
= of the pathway:

Enduser
Actions

Heartless- -

o ne

Stinginess

On a spring afternoon in 2014, Brisha was running late to pick up her god-sister from
sehoolwhen she spotted an unlocked kid's blve Huffy bieycle and asilver Razor scooter.
Borden and a friend grabbed the bike and scooter and tried to ride them down the
street in the Fort Lauderdale suburb of Coral Springs. Just as the 18-year-old girls were
realizing they were too big jor the tiny conveyances — which belonged to a 6-year-old
boy — a woman came running after them saying, “That’s my kid's stuff.” Borden and
her friend immediately dropped the bike and scooter and walked away. But it was too
late they had already called the police. Borden and her fricnd were arrested and

e ; charged with burglary and petty theft for the items, which were valued at atotal of
d? When something goes wrong who will fix it $8o.
Compare their crime with a similar one: The previous summer, 41-year-old Vernon
Prater was picked up for shoplifting $86.35 worth of tools from a nearby Home Depot
store. Prater was the more scasoned criminal. He had already beea convicted of armed
robbery and attempted armed robbery, for which he served five years in prison.
Yet something odd happened when Borden and Prater were booked into jail: A compu-
ter program spat out a score predicting the likelihood of each committing a future
crime. Borden — whois black — was rated a high risk. Prater — who is white — was
rated a low risk.

[

support
processes

1st iteration design concept

First iteration evil cards (test 1) Second iteration evil cards (test 2)

VI Surprise

1 | Pick an surprise card, what would happen with the models scenraio/service? What implications will it have for who?
2 | Does the service need some adjustments to be prepared?

Surprise Implications How to solve?

The end users?

Place the unexpected Society?
scenario card here Organization?
Employees?

1st iteration design concept
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Appendix O | First workshop iteration analyses

Testing session 1

The analyses of the session and the informal
feedback interviews is subdivided by the sepa-
rate canvases and presented in the following
sections.

Evil Al:

The translation from the goal to really evil ideas
is not completely clear. The designers did not
use the Evil Al cards. | propose to have some-
thing more provocative in between the exercis-
es, something that stimulates bad thinking. For
some, the value such as inaccuracy was not
completely clear. | already was thinking to shortly
describe the values briefly on a card so everyone
would have the same understanding.

One participant mentioned to really like releasing
the worst side of himself.

J: “ Evil thinking provides funny ideas”

All the designers were thinking from the end con-
sumers perspective instead of the internal client,
this is remarkable(not surprising), compared to
the computer scientist’ interviews earlier. This
gives a really different perspective in the evil
ideas as they were all unfair for the end-custom-
er.

Also asking a few times during this phase of the
workshop: "why is this unfair or inaccurate?” re-
ally helps the participants to reflect deeper and
come up with the attributes.

Overpass:

The overpass has 2 different steps. During the
session appeared it makes the exercise less
clear and | better can divide the two steps sep-
arately. First give an exercise to change the evil
things to desired attributes. Second to bridge the
two different value attributes into principles or
features that will go together.

L. “Ithink so too, because on one hand you have
the unfair and the other one the inaccurate, then
you need to firstly have an extra step to change
them into positive and then afterward bridging
them”

Value pathway:

The value path way was experienced as quite dif-
ficult. Participants mentioned it was a lot to think
about at once. Although they also mentioned that
if it is your project and you know more about the
topic it is easier. They proposed to make clearer
steps of what to think first, then second etc.

L: “ I cannot imagine what will happen along the

1

way

Surprise cards:

The surprise was experienced as very good and
interesting and mentioned as a good tool for val-
idation, critical thinking and depth in the idea by
representing surprises from real life cases.

M: “ I think it gives much more depth, because
this is just a journey, the perfect journey. | think
the surprise cards give more depth”

Overall reflection:

Overall they really liked the topic, to think about it
and the visual style of the workshop with a clear
flow. The participants mentioned, non-designers
might need more stimuli to step out of their nor-
mal thinking habits. For example, an energizer
practicing association and disassociations could
help.

Testing session 2

Evil:

Refection

Z: “ The common thing here we treat people what
they do not know”

Z: “ Here are we more talking about the applica-
tion i.s.o. the system itself”

The ingredients and categorization:

M: “we can have a really dis-balanced data set,
the data set Is disbalanced on age | just saw”
Z: “ | really like this session it really brings proj-
ects together”

Threshold:
Not clear text:
“What do you mean with the first what?”

Referring back to the Al dish:

M: “ haha so | would say the ingredients haha,
S0 yeah the data, is important”

G: “Hahah | think then also the recipe then?”

Angel’s:

Reflection and translation into implementation
M: “ What | learned in one of my ethics courses
even if people consented than it still can be a
problem if they do not get it”

Z: “ Ah oke, then maybe we have even a button
saying that the meeting is not going well”

M: “ but if people consent and they know what
they are consenting to, that is really fair”

Overpass:

Reflection

Z: “.. (consent) it is the purpose of this for this
thing to come up”

M: “yes and that should also right”

A bit too fuzzy/difficult:
Z: "1 am going to give back to Dasha as, are a
little bit too vague to my taste”

Both goals a bit overlapping
Z: “but did not we put these already in the angels
one”

Extra guidance needed: after | asked some
questions and gave some examples more ideas
in new and diverse directions came up.

Surprise

“I really like the surprise and the reflective act in
it. It makes you identify the gaps and blind spots
and make the system more robust. Also, that you
went through the process and then need to go
back in an iterative manner is really nice such as
in real life. And if people do not want to go back
to half an hour ago this will happen in real life
but then with weeks or months. It might be nice
to have everything on a wall and then you can
make it an iterative process.”

Actions based on 2nd session

Evil:

« Overall liked and appreciated

+ Change the structure of the evil part, already
include evil ingredients, evil recipe. Although
it was on the sheet it was not currently under-
stood in that manner

+ Keep the evil cards but change the words to
one similar group

+ Attributes and features are in data terms the
same, find new words or explain these.

Angels advocate:
+ Not really understood as it was both ways
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Appendix P | Value tensions idea overview

« |terate on this idea more and see how it can
be changed, or unnecessary

Xljpuaday

Threshold:

+ Is related to as relevant but currently not too
clear, therefore change the structure with
numbers and formulate the goals clearer

le} 1oy ubisaq

« Formulate it in a manner in which the partici- Value ten3|0ns |
pants will write aspects they have an influence Analyses of value tensions and manners how to solve them Teated 22
on. v

Value tensions on the same level Value tensions on 2 different levels

Overpass: Individual vs
« Too difficult and needs ideation around it

Freedom/Privacy vs Historical data value

Explainability vs

Accuracy vs
Performance

collective Safety/Control Probity vs Socially desired

- . Extreme Evil
Surprise: %%:;3“1""&?” both values e e e e ot el cpied
+ Really appreciated e e e b
Sketch the data set
-+ Good reflective exercise 4 Wi the ooy g eormanc qceuray spect, ke e b A7 these different?
. i . . i Angels advoeate rufes that &m work bemeficially
« | had the idea to do it with dices and make it Transiatethe aitributestewards possitive ones,what features fo
ange 1o avo S€ UV soenanos
a game.
= Tmnsl:r:d rx:':r‘rtfbum fosards possitive ones, what features to - .
Overpass : change fo avoid these evil ’“"“"':; ; i Come back to realtiy
Overall: e K e e e ., || g e e e ‘
«  With the first presentation win the trust and i | gr= ) %
i 1 i Bdy the md ik i ; nd i
respect of the data scientists, with knowledge o s A e
they do not know yet
« Putall the sheets on a wall in a line so easy go [ Vaus pathway
. | Mapping the discussed features into the service, this allows to think from the users perspective as well as in the implementation level
back to reflection Yy
+  Clear structure on the sheets, put numbers ! P
\ Unexpected scenarios : SN ) . : :
etc' N Are unexpected scenario’s that ean happen along rhe develop or in depk d the impl and howe you weould solve it. Reflect if you need to change anyrhing for the service.

+ Clear definitions of all words used as in differ-
ent disciplines

+ An example which resembles the input and
output of all the sheets

+ For the real session more, time is needed

« Multidisciplinary team is needed for a richer
output

+ Energizer when people do not know each oth-
er

Ask maybe tips with someone who is a more
experienced creative facilitator to spark cre-
ativity

Remove sheets that are not essential from the
flow as it is a bit much.

The facilitator should ask the right questions
and guide the users and have an active role
during the session

In this figure the chosen value tensions with the shape workshop structure are visualized.
Different type of values will need a different fashion to solve tensions between them due its
nature. For example, a value such as accuracy has different dimensions then a value such as
collective benefit. Thus, these are addressed differently.



Nudging for

fairness

Goal: Actual checks & implementation of the

shape workshop

Support during the Al process for a more fair Al

System

Need

Currently there is a lack of actual implementation of
ethics in the day to day work of the Al team. The analy-
ses of the interviews and generative tool show that the
data scientist often works by him/herself in the feature
engineering and modeling phases of the project. Many
ethical important decisions are made in these phases
by one person. This thesis puts forward that during
these phases actual support for the implementation of
output of the shape workshop is needed in these iden-
tified moments.

Theoretical background

A nudge described by Leonard et al., (2008) “A nudge,
as we will use the term, is any aspect of the choice
architecture that alters people’s behavior in a predict-
able way without forbidding any options or significant-
ly changing their economic incentives. To count as a
mere nudge, the intervention must be easy and cheap
to avoid. Nudges are not mandates. Putting fruit at eye
level counts as a nudge. Banning junk food does not.
The need for the nudge is the most pressing when
choices have delayed effects, are infrequent, difficult,
with poor feedback and ones for which the relationship
between choice and experience is ambiguous (Leon-
ard et al., 2008).

The consequences of created Al systems are often the
long term (compared to pressing deadlines and finan-
cial KPI's). They have poor feedback. The effects are
delayed (at the end of the development process) and
the relationship between the choice made in de mod-
eling phase and the actual systems output is not clear.
Thus, this thesis puts forward that the translation of the

”

Al

Feature engineering &

modeling

Team
For

Tanja

Data scientist

shape workshop towards the feature engineering and
modeling phase is a good candidate for nudging.

Design

The work of van Lieren et al. (2018), proposes nine
strategies of behavioral override that serve as input for
support for the ethical consultant role. These create
moments of reflection and more conscious decision
making (Van Lieren et al, 2018).

These are altered and tailored towards Al develop-
ment for a fairer Al with small examples.

it is the task of the ethical coach to analyze the
shape workshop and create the suiting nudge/
behavioral override strategy for that specific Al
team. It is supported to integrate reflection mo-
ments towards the Al dish and the value pathway
at scrum meetings/stand ups in the current Al de-
velopment process. See the next page for the
first iteration of the ethics fulfilment cheat sheet.

Adding small extra tasks in process to alter repet-
itive tasks is a strategy to make the Al team think
once more about the choice. Examples of this
are changing small things in an assignment every
time one does it or implement extra ones with a
small effort.

By adding small extra decision moments in the
process of the Al team, it supports them to think
and reflect ethically about the project. These
could be integrated in the sessions that the teams
currently also have. The ethical aspect can be a
reoccurring part on the agenda. The Al dish and
the value pathway could be continuously hanging
in the space in which the Al team works in order
to easily reflect upon it.

In the Al development process, the loses and
gains per decision can be made clearer by for
ex-ample asking the data scientist to write down
the choices he/she made with the loss and
ad-vantage of it. This can be discussed in the
current meetings that they have.

If more ethical measures for projects assess-
ments as well as individual assessments will be
developed, then these could be compared life in
order to stimulate more ethical choices. Another
direction is to compare how often one asks an
ethical question and make it a game.

Partially the output of the shape workshop is an
action plan with commitment. An idea would be
to translate this into personalized for the project
context, Hippocratic oath.

Implement checklists for checking Al models on
algorithmic biases, incomplete training data and
redundant encoding. Also, checklist can be imple-
mented for relevant features decided upon during
the shape workshop. It would be the role of the
ethical consultant to summarize it in an easy to
remember list. Also, to remind the Al team of the
list and

Look back to the Al dish and value pathway
during scrum meetings, what are the changes
that the team decided upon afterwards and what
consequences will this have on the fairness of the
model?

Use the Al team’s personal data for feedback on
altering the Al system.

Small notifications and alerts made by the ethical
consultant could support the Al team to re-mem-
ber ethical decision moments and to check for
sources of unfairness such as algorithmic bias.
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Ethics
Fulfillment
Cheat sheet

Support for different
types of Iimplementa-
tion of the shape work-
shop for the ethical con-
sultant.

4 N
Add small friction

\ J

4 )
Increase decision
moments in the
process

\ J

4 )
Highlight losses
and therefore active
choice

\_ J

4 ™
Rank Personally

\_ J

4 N

Create commitment

with action plan

\_ J
( A
Create checklists to

easy remember
information

\_ J

4 N
Create real time
feedback & real time
concequences

\_ J

4 )
Create personalized
feedback

\_ J

4 3
Create reminders &
Alerts

\_ J

To check for

Data preparation,

ideation & under-

standing :
Algorithmic bias
Incomplete data set
Incomplete training
data
Subjective mea-
surement of data
Carefully choosing
target variables

Modeling & feature
engineering
+ Redundant encod-

ing

Reinforcement
feedback loops
Self-fulfilling predic-
tions

Evaluation &

deployment
Inconclusive evi-
dence
Untransparency
Reinforcement of
prediction
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Appendix R | Interview guide

Interview guide English

This interview is concerning a thesis with Tu Delft and IBM, about the topic ethics in Al, more specific val-
ue-alignment and fairness. All information from this interview will be anonymized and the interview itself will
be not shared with others. | would like to ask to record the interview for analyzing purposes only.

1 Process & Project — 15 min
I would like to ask you to be brief in answering the following questions.

1.1 Could you tell me briefly the assignment of this project?
1.1.1 What is the aimed deliverable of this project?

1.2 Could you describe me your role in this project?
1.2.1 For which activities do you feel responsible? Is it the same as is expected from you?

1.3 Could you map with who you are working on this project? (team) exercise 1
1.3.1 What are the roles?
1.3.2 Who reports to who? (hierarchy?)

1.4 Could you describe and map the process this project? Exercise 2.1
1.4.1 Could you use the stickers to map the relevant decision moments?
1.4.2 Who was involved in these decisions?
1.4.3 Could you use the stickers for important moments for you personally?
1.4.4 Could you map some challenging moments for you during the project?

1.5 Could you map the diverse tensions during the project? Exercise 2.2

2 Values - 15 min

2.1 Did you encounter any surprises during this project? Exercise 3.1

2.2 Could you pick values (if any) that are relevant for you personally in this project? Exercise 3.2
2.2.1Could you pick values (if any) that are relevant for the end-user in this project?

2.2.2 Could you pick values (if any) that are relevant for the client in this project?

2.2.3 Could you pick values that are consciously imbedded in the model?

3 Fairness — 10 min

3.1 Do you have any guidelines concerning the use of protected/unprotected features of data?

3.2 Could you explain me, based on which data categorization is made?
3.2.1 When in this process do you choose it?

3.3 How do you choose the measurement variables?

3.3.1 When in this process do you choose them?
3.3.2 Do you experience tension between the real-world complexity and the translation to the model? If yes
where in the process?

3.4 Do you check for redundant encoding?
3.4.1 If so, then when?

3.5 Which real-life decisions will be based on this system?

3.6 How do you test this system?

3.7 What data was involved? (Please map) exercise 4
3.7.1 Who was the provider of the data?(Please map) exercise 4

3.8 What machine learning techniques do you use?

Extra

4.1 Do you sometimes use support like methods or tools during the process?
4.1.1 Why do you (not)?
4.1.2 What would be a convincing reason for you to
use a tool/method in your project?

4.2 Do/did you experience any ethical challenges in this project?
4.1.1 If so do you try to resolve these? If so then how?
1.4.2 Do you reflect on your project?
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Appendix S | The diverese challenges of value alignment

Challenges of value alignment

The value alignment problem is a challenging one
(Ydkowsky, 2016). The following challenges are
grouped per value alignment stage, to clarify the
challenge which is addressed in this thesis. Iden-
tifying values will be given the most attention due
the scope of this thesis. Firstly, the challenges of
value-alignment will be described, after which will
be touched upon some of the existing tools and
methods that aim to tackle these.

Describing values

(in philosophy and psychology literature)

From a philosophical perspective values inform
the foundation of ethical decision making. Values
are also what we believe in and people believe in
many things, in their mom, in the pope or prime
minister for example. People find it hard to de-
scribe the values we have (Borning and Muller
2012; Van den Hoven, Vermaas, Van de Poel,
2015. p 84). As earlier mentioned, values can dif-
fer, for example, per individual, team, company,
industry, country, culture etc. It is already experi-
enced as complex to explicitly describe values to
one’s peers and evidently, teaching or program-
ming these into code and an Al system occurs
as a significant challenge. However, making the
values explicit in the process, it argued to be cru-
cial for innovation (Van den Hoven, Vermaas, Van
de Poel, 2015)

Whose values

One of the difficulties of value alignment lies in
whose values need to be programmed into the Al
system: those of the end users; the Al teams, etc.
(Kasenberg, and Scheutz 2017; Estrada, 2018;
IEEE, 2018; Roos et al, 2018). There is not one
set of universal values that can be programmed
into the system. (IEEE, 2018; Arnold, Kasenberg,
and Scheutz 2017; Estrada, 2018: Roos et al,
2018). And some argue that for proper alignment,

participation in human moral communities is re-
quired (IEEE, 2018). The fields of philosophy,
ethics and psychology have put much research
effort in determining ways how discover whose
values need to be integrated. However, the field
is still divided. Some argue for a set of “core” val-
ues in this case moral values (Friedman, 2012),
while others argue for situational and contextual
values due the differences per context, culture
(Borning & Muller, 2012). No clear strategy or
solution for whose values to integrate in tech-
nological systems seems to be agreed upon in
research.

Value tension

How to decide which values to integrate when
there are conflicting values? Should moral
values (e.g., a right to privacy) be of greater im-
portance than non-moral ones (e.g., aesthetic)?
(Friedman et al. 2013) Usually, when contexts
are described clearly and in detail, no single val-
ue and its following action meets all obligations
and desires. These situations are often referred
to as moral dilemmas/overload (Van den Hoven,
2012). Human beings can resolve these by ac-
cepting trade-offs or see norms/values in more
hierarchical relationships (IEEE, 2018), howev-
er for machines this is a complex task. So how
should be address the value trade-offs in design
and its implementation? An example of a value
trade-off in a system: is an open calendaring sys-
tem which supports group activities, awareness
and presence over one’s individual privacy.

In other words, not only which/whose values
need to be integrated into an Al system, but how
in a certain context, people prioritize norms/val-
ues as well. Thus, there is a need to do empirical
research towards hierarchical relations and trade
offs in certain industries and communities.

IEEE research institute pointed out, fixed hierar-
chical relations of values often do not fit. Thus,
context specific value tradeoffs would be more
suited. To achieve this user input will play a cru-
cial factor to understand the subtle context spe-

cific differences that will fuel the value trade-off
hierarchies in Al-systems. Also, in their paper is
described that these value tradeoffs performed
by an Al system should be transparent in order
to give explanation and clarity about these to
the involved stakeholders. Not addressing value
tension in an explicit way can lead to a lack of
appropriation by disadvantaged groups or even
more drastic consequences such as system sab-
otage (Flanagan et al. 2005).

Within value tension, a specific challenge from
computer science is increasing the value align-
ment challenge complexity, described by —=—both
Stuart Russel and Eliezer Yudkowsky called:
edge instantiation. Often Al systems aim is op-
timization, when optimizing something hard
enough, one ends up in an undesired solution
space. When a system optimizes a function as
much as possible with an objective K depend-
ing on how much n is being optimized, this often
leads to setting the remaining variables to very
extreme values, this can lead to very undesirable
outcomes (Russell and Norvig, 2016), such as
the paperclip example.

Updating for future changing values and
norms

Values, norms and morals are not static. They
change in reaction to social progress, novel le-
gal measures and other developments (Verbeek,
2012; IEEE, 2018). An example of this is the
change of moral decision making is one with the
rise of the echoscope concerning pregnant wom-
en. Firstly, due the visual view of the embryo and
its hart, it strengthens the connections one has
as a parent with the baby (as one has a visual im-
age of the “human”). Secondly, it allowed to see
things as autism before the baby is born. Leaving
the moral decision to process with it the pregnan-
cy with the parents, whereas before one was not
able to make the decision as a parent (there are
cases when the child sued their parents for not
performing an abortion). This changed the moral
decision space and therefore also some values
we have in our lives as if a life is worthy to live.

How to account for these changing values in Al
systems is a question that more and more re-
searchers are aiming to tackle (Rossi, 2018).
Humans have the quality to update new values
and norms, they do observation and are sensi-
tive to collective change of norms and natural-
ly respond to feedback. For Al systems this is a
complex task, which until now remains a ques-
tion. IEEE recommends having a transparent
way the system can change and alter norms, for
traceability reasons, and to control how it learns
when aiming to further research this area (IEEE,
2018). Creative strategic foresight might shed
a new perspective on this challenge and new
spaces for opportunity development.

Unforeseen instantiation

It is very difficult and slow to search for all pos-
sible possibilities that can happen with Al and
embedding the values, and therefore complex to
account for all the situation an Al needs to react
according to certain values. (Yudkowsky, 2016).

Translation of value into design

It is challenging to translate some vaguer values
as “ fairness” into a code as the Al system does
not know what it means. Therefore, it needs to
be explicitly programmed and that is currently a
challenge many Al teams are facing. (Soares &
Fallenstein, 2014). This area how to get from val-
ues into design is understudied in literature (Van
den Hoven, Vermaas, & Van de Poel, 2015).

Context disaster

A crucial aspect in Al development is the con-
text in which it is used. It can happen that one
tests an Al application during development and it
shows great results. However, when the context
changes in which the Al works the results might
change. Something which can be very beneficial
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in situation 1 is not beneficial in situation two,
however the program is the same (Yudkowsky,
2016). Therefore, the way values and Al’s work
are tested needs to be adjusted per context.

Nick Bostrom describes therefore “safety test ob-
jection” to Al catastrophe scenarios:“ Safety test
objection: An Al could be empirically tested in a
constrained environment before being released
into the wild. Provided this testing is done in a
rigorous manner, it should ensure that the Al is
“friendly” to us, i.e. poses no existential risk.”

Nearest unblock strategy

Another complexity concerning evaluation of val-
ues is when Al’s capacity will exceed. For now,
the values and the code and perseverance of
“ wrong” behavior, however when Al will have
more capacity or become “ more intelligent” then
this type of encoding values or preserving it with
a code overlay might not work anymore. (Yud-
kowsky, 2016).

No one standard matrix or checklist

Due to the two above mentioned challenges lead
towards another, that is hard, if it is even possi-
ble, to make one universal checklist for Al value
evaluation. Per specific application and context,
it is different.

To conclude from the above-mentioned challeng-
es is that goals that are simply to specify (and
programmed/learned to an Al system) cannot
account for contextual ramification of the real
world human values and goals. (Yudkowsky,
2011). Humans want many different things, in
specific ways, context specific(Soares, 2015).
Nevertheless, research and practice put effort
into addressing these challenges with a variety
of support offered for practitioners which will be
discussed in the following section.

Appendix T | Approved project brief

DESIGN
FOR 0¥

IDE Master Graduation

Project team, Procedural checks and personal Project brief

This document contains the agreements made between student and supervisory team about the student’s IDE Master
Graduation Project. This document can also include the involvement of an external organisation, however, it does not cover any
legal employment relationship that the student and the client (might) agree upon. Next to that, this document facilitates the
required procedural checks. In this document:
+  The student defines the team, what he/she is going to do/deliver and how that will come about.

SSC E&SA (Shared Service Center, Education & Student Affairs) reports on the student’s registration and study progress.

IDE's Board of Examiners confirms if the student is allowed to start the Graduation Project.

@)  USE ADOBE ACROBAT READER TO OPEN, EDIT AND SAVE THIS DOCUMENT

Jownload agam and reop t software, such as Preview (Mac) or a webbrowse

STUDENT DATA & MASTER PROGRAMME
Save this form according the format “IDE Master Graduation Project Brief_familyname_firstname_studentnumber_dd-mm-yyyy".
Complete all blue parts of the form and include the approved Project Brief in your Graduation Report as Appendix 1 ! @

family name Simons i Your master programme (only select the options that apply to you):

B IDE master(s): ( ) IPD) ()ofi) (A seD)

2 non-IDE master

initials D.P. __ givenname Daria

student number

street & no. individual programme: _ (give date of approval)
zipcode & city honours programme (j]onours Programme Master B )
country specialisation / annotation ( ),ME@%[‘ - - )
phone ()ﬁ Tech. in Sustainable DesTgr; ) )

email () Entrepeneurship )

SUPERVISORY TEAM **

Fill in the required data for the supervisory team members. Please check the instructions on the right !

Chair should request the 1D

**chair FElisa Giaccardi  dept/secton. HICD ’T"'”” \}gj;:éd';l;:'.:f;.’;}‘:;J.';‘,Jf,:.ﬁ:::;.i
**mentor Lianne Simonse  dept./section. PIM_ @ motivationletierand oy ‘
“mentor Zoltan Szlavik . . o Second mentor only

oty Amsterdam country. Netherlands "”.'!:\'Mvrm J i";"’i

comments

(optional)
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Procedural Checks - IDE Master Graduation

APPROVAL PROJECT BRIEF

To be filled in by the chair of the supervisory tearn

chair Elisa Giaccardi datz

e 3
TUDelft

-

CHECK STUDY PROGRESS

To be filled in by the SSC E&SA (Shared Service C

ter, Education & Student Affairs), af

ter approval of the project brief by the Chair

The study progress will be checked for a 2nd time just before the green light meeting

Master electives no. of EC accumulated in total

into account, can be part of the exam programme

List of electives obtained before the third
semester without approval of the BoE

LIS e

0f which, taking the conditional requirements 3 l

year master courses ['I;"t"y‘fé‘.'f

EC missing 1*' year master courses are:

name D $ WS\@

date (A - ” ll@

signature

FORMAL APPROVAL GRADUATION PROJECT
[o be filled in by the Board of srsof IDETUD

Next, please assess, (dis)

¢ [oes the project fit within the (MSc)-programme of
the student {taking into account, if described, the
activities done next to the obligatory MSc specific
courses)?

* |s the level of the project challenging enough for a
MSc IDE graduating student?

¢ |s the project expected to be doable within 100
working days/20 weeks ?

¢ [Does the composition of the supervisory team
comply with the regulations and fit the assignment ?

|
A" UTRN LY
name (‘—\ X\ WO datz

ck the supervisory team and study the parts of the brief marked **

y using the c How

L @

APPROVED JJ ) NOT APPROVED )

APPROVED J_ ) NOTAPPROVED )
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comments
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