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Executive Summary

In the search for understanding the formation and evolution of a solar system, terrestrial planets and any ex-
oplanetary systems, the understanding of the evolution and formation of giant planet’s play a crucial role. For
this various studies of the atmosphere, gravitational fields, magnetic field of a planet is necessary. The pri-
mary goal here is in studying atmospheres, their physical and chemical processes governed by gases, clouds,
and hazes are crucial for this understanding. This research focuses on developing a new technique to char-
acterize aerosol particles using a nephelometer for any planetary atmosphere.

In this current research, a new technique is developed to visualize internal polarization field within an
atmosphere from the incident solar flux. Here the internal field is evaluated for Saturn’s and Venus’s atmo-
sphere. The current research is conducted in two parts, in the first part, an atmosphere radiative transfer
model for Saturn and Venus is developed, following the radiative transfer model the internal polarization
field is evaluated using Monte-Carlo technique. The second part of the research is to demonstrate the feasi-
bility of the new instrument technique developed in first part with the aid of space system engineering. In the
second part, the nephelometer instrument system throughput is analyzed, following which an SNR budget
is evaluated to study the feasibility of new measurement technique with a nephelometer in Saturn’s atmo-
sphere.

From several fly-by and remote observation of Saturn, gives us a top-cloud topographical understanding
of its atmospheric composition. There exists uncertainty with the composition of Saturn, as there is no in-situ
data available yet. From several theoretical and experimental approach, three major layers are predicted in
Saturn’s atmosphere. These data are used for developing the current radiative transfer model. The radiative
transfer model is developed from the molecular and aerosol optical thicknesses derived as a function of pres-
sure and temperature. The optical thicknesses are obtained from complex refractive indexes of the particles
predicted in the Saturn’s atmosphere. Monte-Carlo technique is developed to evaluate the internal polar-
ization field. For this a scatter probability phase function is developed that governs the photons movement
within the atmosphere based on the optical thicknesses of the atmosphere. A similar approach is followed by
Venus’s model development.

In a measurement technique, the major contribution of losses is from the instrument itself. In the second
part of the research, a system throughput analysis is done to evaluate the feasibility of the new technique
developed in the current research for measuring the polarization field in a low flux density atmosphere. For
this, an optical throughput is evaluated using a theoretical approach with a comparative trade-off study, fol-
lowing which the electrical throughput is evaluated theoretically and as well a comparative study is done with
the commercially available detectors. With the aid of advancements in CCD technology that can measure at
very low photon flux densities (0.5e−/photon/pixel), the improvement in signal to noise ratio is evaluated for
Saturn’s atmosphere.

The forward model developed in the current research can be used to evaluate the internal polarization
field of any planetary atmosphere. For which the composition, molecular and aerosol optical thicknesses
are known and can be defined. The re-usability of the model is demonstrated in the current research, and
the internal field for Saturn’s and Venus’s atmosphere is evaluated using the same forward model. From the
SNR analysis, the direct measurement technique developed in this research, for Saturn’s atmosphere demon-
strates a possibility to derive the vertical structure up to 2[bar] pressure and for Venus’s atmosphere at all
altitudes as the available solar flux at this planet is 200 times more than that of Saturn.
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1
Introduction

If opportunity doesn’t knock, build a door

Milton Berle

1



2 1. Introduction

Introduction
In the search for understanding the formation and evolution of a solar system, terrestrial planet’s and any exo-
planetary systems, the understanding of the evolution and formation of giant planet’s play a crucial role. The
giant planet’s are formed by collapsing of the giant gas and dust disc that was left after the Sun was formed.
Key aspects to study for these giant planet’s include composition and processes that occur within the atmo-
sphere, their gravitational fields, magnetosphere, their ring systems if present, and system of moons. Here the
primary goal is to study the atmospheres and their physical and chemical processes. The physical and chem-
ical processes are governed by the composition of the atmosphere itself, such as gases, clouds, and hazes. To
understand these compositions several scientific measurements have to be conducted both remote and/or
in-situ. A nephelometer is one such measurement technique, that can characterize clouds and haze aerosol
particles in any planetary atmosphere. This research focuses on developing a new technique to character-
ize aerosol particles using a nephelometer. For this development, a new forward model is developed that
contains a planetary atmosphere model based on a scattering phase function and evaluates the polariza-
tion information that the instrument measures along the descent path of the probe as a function of the local
horizontal plane.

1.1. Planetary atmosphere
A planetary atmosphere refers to gases that surround a planet. To understand a planetary atmosphere in-
volves various aspects such as atmospheric temperature, pressure, structure and chemical composition and
the various dynamic or chemical process within the atmosphere. The study of the planetary atmospheres
within our solar system can be broadly classified into two categories based on the planet’s distance to the
sun. The planet’s that are near to sun are called as terrestrial planet’s and the planet’s that are much further
away usually outside the Earth’s orbit are called as the giant planet’s. The first group include planet’s such as
Mercury, Venus, Earth, and Mars, while the second group include Jupiter, Saturn, Uranus, and Neptune.

The terrestrial planet’s were formed 4.6 billion years ago. These planet’s were formed from the solar neb-
ula which is a giant disk of gas and dust. The solar nebula also contained rocky solids, ice, and the gas, these
aggregated and collapsed under gravity to form larger solid bodies as a course of time and formed the four
terrestrial planet’s. The larger rocky bodies accumulated smaller planetesimals bodies. The atmospheres
were formed from the heating during accumulation, outgassing and vaporizing volatile substances at a lower
temperature. The terrestrial planet’s have volatile substances such as water, carbon, and nitrogen from the
smaller planetesimal bodies. The atmospheric gases were released by large amounts into space mostly from
the high ultraviolet flux from the younger Sun. The Sun’s flux and intensity has changed over time and the
atmosphere has evolved and changed due to oxidation, the total atmosphere mass and the gaseous amount
has changed over time.

The formation of giant planet’s is similar to that beginning of the terrestrial planet’s. The formation of
the giant planet’s is not finished even after 4.6 billion years, they have not evolved as much as the terrestrial
planet’s, and the knowledge of the evolution of terrestrial planet’s especially Earth is well understood from
several scientific studies. The evolution of the giant planet’s is very minimal in understanding. The gas giants
Jupiter and Saturn were formed from the icy solids and the nebulae gas around the icy solids. Whereas the
Uranus and Neptune are mostly formed of icy solids they grew too slow to accumulate or capture the nebulae
gas. The giant planet’s are of ice solids and no strong gravitational fields.

The formation of all these planet’s followed a similar process, while some gases did escape the planet’s
while others were retained, these depend on the temperature and the surface gravity of those planet’s. The
flux or heat from the sun and the planet’s distance to the sun affected what was retained. The formation of
heat as the bodies collided and accumulated smaller bodies influenced the chemical reactions such as out-
gassing and vaporizing of volatile elements. These elements depended on the rock-forming minerals, these
in-turn determines the composition of gases released in these process. The suns ultraviolet radiation in-
tensity at these planet’s determined what was retained and the influence decreased as the planet’s distance
increases. This makes it very interesting to study the atmosphere of the giant planet’s to understand the plan-
etary formation better than by studying the terrestrial planet’s. The gas giants retained much of the lighter
gases released during formation as the sun’s ultraviolet radiation intensity decreases at the giant planet’s
which usually drive of the light gases. This principle is true with respect to Mercury the closest planet to
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the sun that has no atmosphere.

1.1.1. Clouds and Hazes
As the planetary atmospheres evolved the nature of these atmospheres is determined from other properties
such clouds and hazes. The clouds and hazes present in the atmosphere have a variety of influences on the
planet’s atmosphere. The sun’s flux that reaches these planetary atmospheres, part is reflected back to space,
part is absorbed and a part is scattered by these clouds and hazes. The amounts reflected, scattered or ab-
sorbed are based on the composition of these clouds or hazes. The solar radiation distribution within the
planetary atmosphere is also determined by the absorption and reflection by the gas particles. The radia-
tion that reaches the surface after partial absorption and reflection heats up the surface and emits infrared
radiation at longer wavelengths than the incoming radiation. This surface emission is partially absorbed
or reflected that is determined by the atmosphere composition. The rotational motion of the planet’s also
influence the atmospheric processes. These factors highlight the need to study the planetary atmosphere,
especially, the influence of clouds and hazes on different chemical, thermo-dynamical cycles, and radiative
balance of the atmosphere.

The clouds and hazes are mostly composed of aerosols. Aerosols are suspended particles in a planetary
atmosphere. These aerosols could be naturally occurring as generated from the volcanic eruptions, dust
winds, sea salt. On Earth, they could also be human-made aerosols, such as ashes from burning forests, coal,
oil and black carbon. These aerosols can absorb and scatter light. The aerosol composition increases or de-
creases the brightness of the clouds as perceived by the eyes. The aerosols affect the planet’s climate both
directly and indirectly as demonstrated in Figure 1.1. Directly by absorbing or by reflecting the Solar radiance
into space. Indirectly by altering the properties of the clouds by decreasing the cloud precipitation efficiency
(smaller particle size), as these aerosols act as cloud condensation nuclei (Twomey 1977, Kaufman et al. 2005)
and by changing their optical thicknesses (albedo). There is also a semi-direct method where clouds burn-
off aerosols by absorbing more heat. These direct and indirect influences of the aerosol particles affect the
climate, hurricane genesis, biogeochemistry, radiation budgets and other dynamic processes of planetary at-
mospheres. The study of the aerosol is hence crucial to understand the complete chemical and dynamical
process of a planetary atmosphere.

Figure 1.1: Aerosol direct, semi-direct and indirect affects on the planetary atmosphere climate. [9]

1.2. Remote versus In-situ observations
The planetary atmosphere studies require various observation to be done along the spatial and temporal
changes. For this, it is required to conduct both remote and in-situ observation to have a complete picture.
That is remote observation gives an analysis on a global scale and the in-situ measurement takes place at sin-
gle or multiple locations. The advantages of an in-situ measurement are that the sampling rate is directed by
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the accessibility as the measurement can be done below and in the clouds, whereas the remote observations
sampling rate is governed by the repeatability of the satellite cycles.

Aerosol characterization can be dated back to 1929, to a ground-based observation on earth of the di-
rect/diffused sunlight conducted by Ångström, A. The paper outlines the spectral dependency of the ex-
tinction coefficient (absorption spectra) and the aerosol size using an empirical representation [10]. Later
the aerosol particle size distribution was retrieved using spectral extinction coefficients and numerical tech-
niques. Soon many studies led to the retrieval using spectral attenuation and scattering properties of aerosol
particles to determine the size distribution. [Twomey and Howell, 1967[70] [69]; Yamamoto and Tanaka[77],
1969; Dave, 1971 [23]; Grassl, 1971[29]; Herman et al., 1971 [35]; King et al., 1978 [38]; Shaw 1979[62] and
Nakajima et al.1983 [47]] are few of the studies conducted on retrieving the aerosol properties. All of these
studies were conducted on the assumption of the aerosol as a spherical homogeneous particle and with a
prior assumption of the refractive index.

There are several remote and a single in-situ observation performed on atmospheres of giant planet’s
to characterize their aerosol properties. These include the observations from the ground, space-borne tele-
scopes and satellite fly-by’s. In-situ observation of Jupiter’s atmosphere is by the Galileo entry probe (Dec
7th , 1995) the probe descended down to ∼ 22 bars and the temperature at this pressure in Jupiter is 429 K,
which is about 126 km below the one bar. The other remote or fly-by observation was done by the New Hori-
zons mission that was destined to orbit Pluto and its moons, by Cassini, Pioneer, and by Voyager spacecraft.
Whereas there are no in-situ observations conducted yet on the other gas giant Saturn. There are several fly-
by’s and remote observations conducted by Cassini spacecraft. There is an in-situ observation done on Titan,
the biggest moon of Saturn, by Huygens probe (Jan 14th , 2005) carried onboard the Cassini spacecraft. The
Huygens probe entered Titan’s atmosphere at 6 km/s. It had a controlled descent that took 2.5 hours down
to the surface and the probe sent data during its descent and also extended to send data for 74 minutes after
landing. This mission aided in understanding the atmospheric structure, optical thicknesses, composition,
and winds of Titan. In general, the remote observations are conducted in all possible wavelength regions,
namely, ultraviolet, visible and infrared regions. However, they are limited to observations of only the top lay-
ers of atmosphere down to few bars of pressure, depending on the optical thicknesses of hazes/clouds. The
penetration of radio signal (radio occultation methods) is higher and can be extended to even lower layer and
deeper pressure of few hundreds. To complete the big picture it is necessary to perform in-situ measurements
also in the Saturn’s atmosphere. Hera is an M-class mission that is planned to carry a single entry probe for
in-situ observations in Saturn’s atmosphere.

1.3. Nephelometer
There are several in-situ observation techniques for characterizing aerosol in a planetary atmosphere. Neph-
elometers are instruments that measure the density, size distribution, and refractive index of the suspended
particles by measuring the aerosol light scattering properties. For terrestrial planet’s, especially Earth, sev-
eral in-situ measurements included nephelometer on-board, this includes, airborne, ground-based measure-
ments. The Pioneer Venus’s probes included two nephelometer experiments one placed on the large probe
(sounder probe, day side), and the other on the smaller probe (night side probe). The nephelometer instru-
ment requirements varied little for both the large and small probes, given the different criteria for the probe
launch position into the atmosphere. For the giant planet’s, a nephelometer experiment was part of the pay-
load of the Gali l eo entry probe. All these missions measured only the scattered flux intensity to derive the
microphysical properties of the aerosol.

A nephelometer schematic developed by NOAA is shown in Figure 1.2. This schematic can be used as an
example to understand the principle of a nephelometer that measures scattered flux to derive the microphys-
ical properties of the aerosol. The scattering properties are determined by measuring the scattered light from
aerosols. The working principle is that instrument measures the scattered flux of light over a distance, the
extinction of light occurs due to scattering and absorption of light by the particles present in the composi-
tions. The nephelometer presented in Figure 1.2 measures the scattered light at three different wavelengths
red (700 nm), green (550 nm), and blue (450 nm).
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Figure 1.2: TSI 3563 Nephelometer schematic courtesy of TSI Incorporated. [3]

bext = babs +bsca =
l n

(
I
I0

)
x

(1.1)

where,
x = length of light path
I = Intensity of light after certain distance x
I0 = Initial intensity of light
babs is the absorption coefficient, and can be further expressed as,
babs = ba

abs +bm
abs

ba
abs = aerosol absorption coefficient, bm

abs = gas absorption coefficient
bsca is the scattering coefficient, and can be further expressed as,
bsca = ba

sca +bm
sca

ba
sca = aerosol scattering coefficient, and bm

sca = gas scattering coefficient

The nephelometer here measures bscat and bm
sca and subtracts them to get the aerosol scattering coeffi-

cient ba
sca . For measuring the bm

sca the initial air sample is filtered to measure the scattering by gas particles.
For the total absorption coefficient, the gas absorption coefficient bm

abs is neglected. The equation derived by
Middleton (1958) and Butcher and Charlson (1972) that governs the instrument presented in the schematic
is used to evaluate the bscat and further computation gives babs :

B = I0

y
∗ bscat

2I
(1.2)

where,
y = vertical distance from light source to the sensor
B = flux of light detected by the sensor

1.3.1. Pioneer Venus’s probe
The Pioneer Venus’s probe measures the vertical profile of Venus’s clouds and hazes at the four different lo-
cations chosen for the probe entry from an altitude of 63km to Venus’s surface. Each of the four probes
included a backscattering measurement nephelometer [54]. The nephelometer measurement reveals three
cloud structures and identified in Figure 1.4 as upper, middle and lower clouds layers from the synthesis
report for Venus’s clouds [39]. The upper clouds layer is located in between 56-68 [km], the middle layers
are located from 49-56 [km], and lower clouds layers are located below 49 [km]. The data from four probes
are analyzed and the extinction coefficient for the cloud layers along the vertical structure measured at 175◦
(backscatter angle) is presented in Figure 1.4.

From the of the Pioneer Venus’s nephelometer and Venera 9 results Figure 1.4. The upper cloud regions
are characterized by a weak back-scattering signal. The middle clouds display stronger signal than the upper
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(a) Schematics of nephelometer instrument

(b) The Pioneer Venus Nephelometer instrument

Figure 1.3: Pioneer Venus’s Probes- Nephelometer instrument[57]

Figure 1.4: Scattering extinction coefficient for four region at 175◦ angle . [54]

clouds. In the lower layers, the clouds are much more layered, this can be seen with the extinction cross-
sections in Figure 1.4 where a distinct peak appears at each of the layered clouds between 44-49[km].

The particle size distribution is obtained from the measured data of Large probe Cloud Particle Spectrom-
eter (LCPS) onboard the sounder probe. The above extinction cross-sections from the scattering method are
used for the particles between 0.5−5µm and imaging method used for larger particle sizes of 5−500µm. The
best-fit curve method is used to evaluate the aerosol composition by altering the refractive index (n) to get the
best fit and determine the composition. The Venus cloud has a total optical thickness of 25-35 at the visible
wavelength range. The upper cloud layer has a bimodal size distribution, and middle and lower cloud layers
have trimodal size distribution [39]. The mode1 has an aerosol size in the range 0.1− 0.5µm and a best-fit
refractive index of 1.40-1.46 which is consistent with H2SO4. Using the intensity profile doesn’t exclude the
probability for other fits and permits many other species that could fit the refractive index profile. The mode2
has a size distribution of 1.8−2.8µm, and a refractive index also in the range 1.40-1.46. For mode3 the size
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distribution is 6−9µm, and the real refractive index is unknown and probably in the range of 1.5-1.7.

1.3.2. Galileo entry probe
In-situ observation of Jupiter’s atmosphere one of the giant planet’s is by the Galileo entry probe (Dec 7th ,
1995) the probe descended down to ∼ 22 bars and the temperature at this pressure in Jupiter is 429 K. The
results from the Nephelometer experiment are summarized here from [56]. This paper presented the results
of the vertical cloud structure of the 5µm "hot spot " region and is well documented for 0.46-12 bar. Three
distinct cloud regions were identified, the first region starts from 0.46-0.55 bar, a feeble portion of the pre-
dicted ammonia haze was determined and the cross section for the ammonia haze as a function of particle
density N0 is presented in Figure 1.6a and Figure 1.6b. The second region of clouds was from the 0.76-1.34
bar a dense particle structure was present and identified as the ammonium hydrosulfide cloud with the ex-
tinction cross-sections as shown in in Figure 1.6c and Figure 1.6d. There was a thin vertical layer determined
at 1.65 bar a layer of cloud isolated from the earlier region and also the possibility of water condensation was
predicted. The third region is from 1.9-4.5 bar has uncertainty in the structure and displayed weak identifica-
tion features and an imprecise conclusion was drawn as the measured signal (scattered light) was very weak,
as seen from the extinction cross-section Figure 1.6e and Figure 1.6f. The fig. 1.5 shows the determination of
the particle size determination and the refractive index deduced from the extinction coefficient.

Figure 1.5: Size distribution and refractive index using nephelometer data of Galileo probe for the three cloud layers of Jupiter, layer1
A1-A4, layer2 B1-B4, layer3 C1-C4 [56].

The Galileo probe included a multi-angle measurement of the scattered light, the scatter angles mea-
sured here are 5.82, 16.01, 40.00, and 70.00 deg for forward scatter and 178 deg for the backscatter angle. A
schematic of the optical subsystem is shown in the Figure 1.7, as seen from the figure the optical setup has
two channels the forward and backward scattering channel. The scattering volume is defined by the field
of view of the detector and the source field intersection. The instrument uses pulsed solid-state laser light
sources, and solid state scattered light detectors. The forward scattering detection is done using conical mir-
rors that extend outwards radially, the light scattered in the forward direction is reflected by these conical
mirrors to be collected by the forward scattering channel detectors. In case of the backscatter, the source and
the optical axis are placed parallel, the light scattered near the backscattering wide angle close to 180 deg is
collected and measured. The backscatter measurement angle is fixed, the forward scatter can be measured
at different angles, by fine-tuning the conical mirror position and changing the intersection with the scatter
area as seen in Figure 1.7b. The deployable arm has heaters wires that run till the mirror, to obtain a constant
temperature during the descent of the probe. The two scattering units or channels have grid-heated glass
windows to protect the detector from thermal effects.

1.4. Polarization Nephelometer
A conventional nephelometer measures the intensity of light scattered by aerosol particles Equation (1.2), in
general, the detector is placed at 90◦ to the light source. The scattered light is used to determine the extinc-
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(a) Raw scatter channel readings at 0.42-0.58 bar
(b) cross sections at 0.42-0.58 bar, normalized to zero
p=0.510 bar

(c) Raw scatter channel readings at 0.7-1.8 bar
(d) cross sections at 0.7-1.8 bar, normalized to zero p=1.345
bar

(e) Raw scatter channel readings at 1.9-4.5 bar
(f) cross sections at 1.9-4.5 bar, normalized to zero p=3.603
bar

Figure 1.6: Scattering channel cross sections F (θ) = N0(dΣ/dΩ)θ m−1sr−1 ,here N0 is the density of particles and dΣ is the differential
scattering cross-section for scattering from the incident beam into solid angle element /dΩ at scattering angle θ. for each channel
measured at different regions derived from the scattering flux at the detector [56]

tion coefficients of the particle composition (gas+aerosol). In this method for finding the optical properties
of the gas particles, a filtered air sample is measured initially as described in Section 1.3. The particle density
is measured as a function of the reflected light, this reflected amount of light into a detector is based on the
shape, size and refractive index of the particle composition. Then the particulate composition is derived from
the intensity and spectral absorption lines and band by a best-fit method. This method is limited, when using
the scattered intensity many compatible compositions fit the intensity profile. This method needs additional
radiometric and spectroscopic measurements, to narrow down the composition that fits the measurement.

To overcome the ambiguity by just measurement of particle scattered intensity profile, polarization prop-
erty of the light could be used. The spectral intensity such as color and thermal emission depends on the
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(a) The Galileo Nephelometer instrument

(b) Schematics of Galileo nephelometer instrument (forward
scatter)

(c) Schematics of Galileo nephelometer instrument (back
scatter)

Figure 1.7: Galileo Probe- Nephelometer instrument[55]

materials. The polarization is greatly influenced by the particle composition, shape, and roughness. It is
shown that the polarization is applied for obtaining enhanced contrast. The application of polarization are
many, for example, the study of composition of Venus’s atmosphere by Hansen & Hovenier, 1974, obtained
a definitive fit for particle size distribution and refractive index Figure 1.8 and concluded that Venus’s clouds
are composed of concentrated sulfuric acid from the spectral refractive index [31].

Figure 1.8: Venus’s clouds composition derived from polarimetry (ground based measurement), degree of linear polarization at multiple
phase angle and definitive model fit for (a) size distribution and (b) refractive indices [31]

The polarization information can be used for target decision, as shown in the Figure 1.9 the tank is in
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thermal equilibrium with its surroundings and cannot be distinguished from its background when just the
scattered intensity is measured. Using the polarization information the tank can be easily discerned.

Figure 1.9: Tank in thermal equilibrium, imaged with an infrared camera in intensity and degree of linear polarization (courtesy: David
Cenault, Polaris).

The application of polarization information is also found vastly in astronomy, the observation of a young
star T-Tauri as shown in Figure 1.10 can be seen that observation using intensity information gives little infor-
mation about the circumstellar disc, while a sensitive imaging using polarimetry reveals a vast circumstellar
disc around the young star. There are also many other applications possible such as biomedical diagnostics.
This application shows that the polarization information of light can overcome the ambiguities in composi-
tion determination that arise from using intensity profile measurement technique.

Figure 1.10: circumstellar disc that is visible when imaged for degree of linear polarization information and not visible when only inten-
sity profile is measured.

Utilizing the polarization information namely the degree and angle of linear polarization from the par-
ticle scattered light can enhance the identification process of the particle composition, size, and shape (mi-
crophysical properties). A multi-angle, multi-spectral polarization measurement technique is required. The
polarization information is very sensitive and when retrieving this information an instrument could induce
or alter the actual polarization. To overcome the so-called instrumental polarization effect several polariza-
tion modulation techniques are developed. The polarization information can be represented in a vector form
using Stoke’s formalism Equation (1.3)
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where, Ex0 and Ey0 are the electric field components along X and Y direction and the wave is travelling in
Z direction. The δ is the phase delay of component Y with respect to X. The total intensity is represented by
I, Q defines the intensity difference in vertical and horizontal polarization states, U defines the intensity dif-
ference at ±45◦ polarization states, V defines the intensity difference between right and left-handed circular
polarization states (Collett E 2005).

Figure 1.11: Venn diagram of polarization measurement/modulation domains. Venn diagram is from[64]

The polarization measurement can be done in a different domain, spatial, temporal, angular, spectral
domain to name a few. There are three major types of modulation technique used for polarization measure-
ment, spatial, temporal and spectral modulation. Different techniques that use each of these polarization
measurement techniques is depicted as a Venn diagram in Figure 1.11.The efficiency of these polarization
measurement techniques is described as how efficiently the Stoke’s parameters are deduced from the scat-
tered radiance:

• Spatial modulation technique - polarizing beamsplitters are used and the light is split into three beams
to deduce the Stoke’s parameters. For Stoke’s Q the beam is split and measured at 0◦ and 90◦, for Stoke’s
U ±45◦.

• Temporal modulation technique - a rotating polarizer is used in front of a fixed polarizer to obtain all
three of the Stoke’s parameters.

Each of these measurement techniques is unique and introduces different effects on the deduced signal. To
overcome this differential effect based on the measurement technique, a spectral modulation technique was
developed by [Snik & Keller 2013 [65]].

• Spectral modulation technique - the full linear polarization is encoded onto its spectrum. The signal
coming out of a special optical head is a sinusoidal signal with amplitude representing the degree of
linear polarization and the phase represents the angle of linear polarization. In general, the optical head
consists of an achromatic quarter-wave retarder, an athermal multiple-order retarder, and a polarizer.
This spectral modulation technique has shown a polarimetric measurement accuracy of 2.0%. The
current research uses this technique for modulating the polarization information.

1.5. Research Objective
The Hera mission is an M-class mission planned to deliver a single entry probe to characterize the vertical
profile of the Saturn’s atmosphere. The entry probe shall also carry a Nephelometer on-board for aerosol
characterization. The Hera mission nephelometer instruments preliminary proposed design is to carry two
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modules, LOAC (Light Optical Aerosol Counter) to measure the size distribution of particles, and PAVO (Po-
larimetric Aerosol Versatile Observatory) to measure particle shape and composition [45]. The design of PAVO
also considers to collect the sample within the instrument and carries a broad bandwidth light source on-
board see Figure 1.12 to measure the single-scattered light. The scattered light is measured at 9 angles θ:
12deg (the same as for LOAC), 30, 50, 70, 90, 110, 130, 150 and 170◦ [45]. This proposed concept considers
sample acquisition within the instrument and limiting the sample range that could be measured.

Figure 1.12: An artistic impression of the proposed nephelometer concept to HERA mission [45], that collects the sample within the
instrument and carries a broad bandwidth light source on-board to measure the single-scattered light

As acquiring the sample within the instrument limits the sample concentration and/or range. The po-
larimetric technique advantages cannot be utilized to its full extent in this context with the proposed design
for the Hera mission. The sample range is based on the efficiency of sample acquisition system, as for how
efficient the in and outflow of the sample is designed. The sample acquisition could acquire particles or liq-
uids that could block or contaminate the sampling region. The polarimetric method is developed to have
enhanced contrast when the source sample is of greater distribution range a very good understanding of the
aerosol composition can be derived. To measure a higher sample range, the alternate technique is to directly
look at the atmosphere outside the entry probe and measure the composition. This technique can be used to
derive the microphysical properties from the polarization information of the multiple scattered light inside
a cloud or haze layer and along the descent of the probe. In the direct measurement technique, there is no
need of carrying a source onboard, the natural sunlight acts as the source.

To realize the advantages of the direct measurement technique for low flux density planetary atmosphere
requires a feasibility study. This brings us towards a step closer to defining the objective of this thesis research.
There is an ambiguity to measure the state of polarization using naturally available sunlight in Saturn’s atmo-
sphere, as the flux intensity available at top of the Saturn’s atmosphere is less, in the order of ∼ 14.91W /m2.
The core question of the research is to understand what is measured by a polarization nephelometer detector
from a direct measurement technique in low in a low flux density atmosphere such as Saturn’s atmosphere.
As the measured flux is a convolution of the atmosphere phase function and the instrument transfer func-
tion. The derived objectives from the core question that can be defined for the invention cycle in this thesis
are the characterization of Saturn’s atmosphere model, followed by an instrument transfer function model.
The main research question gives rise to several sub-question that needs to be answered, before approaching
on a solution to the central research question.

• Central research question: What is the polarization flux at the detector from the direct measurement
technique using the solar flux?

– sub-question 1: How is the internal polarization field in a low flux density planetary atmosphere?

– sub-question 2: What is the instrument feasibility in terms of Signal to Noise ratio at the detector
for measuring the polarization information at low fluxes?
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To answer the central research question, this research study shall formulate a new technique using a ra-
diative transfer forward model and a nephelometer throughput signal to noise analysis. This model contains
an atmosphere radiative transfer model governed by scattering phase function of a planetary atmosphere
composition and evaluate the internal polarization field information that reaches the detector plane. This is
followed by computing the convolution of instrument transfer function with the internal field data and per-
form a signal to noise analysis to demonstrate the feasibility of the new technique presented in this research.
Following a brief introduction, In Chapter 2 the Stoke’s formalism is introduced that is used to represent the
polarization information of the scattered light, this is followed by a discussion on the spectral modulation
technique that is used in the current research. In Chapter 3 the radiative transfer forward model developed
for Saturn’s and Venus’s atmosphere is presented. In Chapter 4 the internal polarization fields evaluated from
the forward model for Saturn’s and Venus’s atmosphere is discussed. In Chapter 5 a comparison study be-
tween the new technique developed in this research and the proposed concept to HERA are discussed.In
Chapter 6 space system engineering approach is taken to develop an instrument transfer function for the
new measurement technique developed in the current research and a feasibility analysis is performed for the
new technique. The report ends with a conclusion on the feasibility study of the new technique developed
using a radiative transfer forward model for polarization nephelometer in low flux density planetary atmo-
sphere.





2
Spectropolarimetry

Most people say it is the intellect which makes a
great scientist;
They are wrong: it is the character.

Albert Einstein
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Introduction
The conventional nephelometer technique based on the intensity measurement alone to retrieve the mi-
crophysical properties of the aerosols is ambiguous and assumes a spherical particle shape. In Chapter 1 the
advantages of using polarization information of the scattered light over the intensity measurement to retrieve
the aerosol properties was briefly discussed. This chapter discusses a spectral polarimetry modulation tech-
nique used to increase the accuracy of measuring small polarization signals giving a polarimetry accuracy
of 2.0%. This technique is combined with multi-angle observations to obtain an unambiguous retrieval of
the aerosol microphysical properties. The multi-angle is obtained by using multiple fields of view. This can
be extended to multi-spectral observation by using a broadband light source, either sunlight or a white light
source. In this chapter, Stoke’s formalism used for measuring the polarization information namely the degree
and angle of linear polarization are discussed.

2.1. Stoke’s Vector
The light intensity I is comprised of the sum of unpolarized and polarized light,

I = Iunpol + Ipol (2.1)

The degree of polarization of a light is defined as the ratio of polarized light to total intensity
(

Ipol /I
)

.
This polarized part of the light is elliptically polarized and further this can be categorized as linear

(
Il p

)
and

circularly
(

Ic p
)

polarized light.

Ipol = Il p + Icp (2.2)

Given a light beam with circular frequency ω travelling in positive z direction. The electric field compo-
nents along any two mutually perpendicular direction represented by unit vectors~r and~l is given by,

El (t ) = al e i(ωt−kz−εl )

Er (t ) = ar e i (ωt−kz−εr )
(2.3)

where, t represents the time, k is the wave number, al and ar are the amplitudes and εl and εr are the phases,
the direction of propagation is along~r ×~l .

The Stoke’s vectors can be derived from the time-averaged values of the electric field components. The
Stoke’s parameters could also be a superposition of sum of Stoke’s parameters from independent waves. The
total intensity measured along a particular direction making an angleΨ along the direction vector~l [32],

I (Ψ,ε) = 1

2
[I +Q cos2Ψ+ (U cosε+V sinε)sin2Ψ] (2.4)

where, ε is the retardation factor of Er with respect to El

Figure 2.1: The total intensity of light measured along a particular direction making an angleΨwith the~l direction [32].

The Stoke’s vector evaluation using the traditional measurement technique,
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where, δ= εl −εr .

I is the total intensity, Q defines the intensity difference in vertical and horizontal polarization states, U
defines the intensity difference at ±45◦ polarization states, V defines the intensity difference between right
and left-handed circular polarization states (Collett E 2005). The intensity of various polarization states can
be represented using the Stoke’s parameters.

Intensity of the polarized light,

Ipol =
√(

Q2 +U 2 +V 2
)

Il p =
√(

Q2 +U 2
)

Icp =V

(2.6)

The degree of elliptical polarization and degree of linear polarization,

P = Ipol

I
=

√(
Q2 +U 2 +V 2

)
I

PL = Il p

I
=

√(
Q2 +U 2

)
I

(2.7)

Figure 2.2: The polarization ellipse, with direction of propagation into the page, the shown rotation is a right-handed polarization [32].

The two electric fields integrated over time trace an ellipse as shown in Figure 2.2 and the ellipticity can
be defined as tanβ=±b/a (for details see [32]). Given a value of tanβ= 1 means the light is right-handed
circular polarized, tanβ=−1 means it is left-handed circular polarized and a value of tanβ= 0 means the
light is linearly polarized. The angle of polarization is the angle the major axis of the ellipse makes with the~l
direction vector and is represented byχ or in the simpler term it is the angle between the plane of polarization
and plane of incidence.

sin2β= V

(Q2 +U 2 +V 2)1/2

tan2χL = U

Q

(2.8)

From the two values of χ in the interval (0 ≤χ<π) a value that brings cos 2χ to the same sign of Q has to
be chosen.
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2.2. Polarization measurement
Polarimetry is a sensitive remote observation technique for evaluating the optical properties of organic and
inorganic compounds. The polarization state can be represented using the Stoke’s parameters as discussed
earlier. The linear polarization state can be determined as discussed in Section 2.1, given by the Stoke’s pa-
rameters I

(↔+l), Q
(↔−l), U (↖↘−↗↙), and for circular polarization V (�−	). There are two modulation

techniques that are available spatial and temporal modulation. In spatial modulation technique, the polar-
ization states are obtained using four and in case only linear polarization is measured three beamsplitters is
sufficient [32]. Each of the beamsplitters is placed in an orientation of 0◦,90◦ (for determining I and Q) and
±45◦ (for determining U). Spatial modulation requires four different optical paths and detectors correspond-
ing to the four polarization states that are measured or four different parts of an imaging array. With the
temporal modulation method, the different polarization states can be measured using a rotating half-wave
retarder in front of a fixed polarizer. This way all four polarization states are obtained sequentially as the re-
tarder is rotated at different angles with respect to the optical axis of the fixed polarizer.

The spatial and temporal modulation techniques are sensitive to signal noise and system errors. Spatial
modulation requires four different parts of an imaging array, for a precise measurement of polarization the
four signals after the beamsplitter have to be differentially transmitted and aligned. Measuring 3 or 4 beams
increases the size and mechanical complexity of the instrument. In the sequential measurement, the rotat-
ing retarder introduces differential effects such as time-variant effects of the source are introduced and due
to the instrument pointing to varying optical properties of the atmosphere introduces spurious polarization
signal. The rotating filter is an active component that requires additional power and control electronics, any
vibration in the system would introduce a spurious polarization signal (see [63]). Beam exchange method
includes the combination of spatial and temporal modulation, however, the instrument complexity and size
are larger than the individual techniques combined [60]. In general, both the described modulation tech-
niques are sensitive to random noise in each of the 3 or 4 individual measurements. The random noises pose
a huge problem when the degree of polarization being measured is very low. Then the measured Q and U are
mostly dominated by random noise.

In the following section, a different polarization modulation technique as a function of wavelength (multi-
spectral) that is much less sensitive to above-mentioned differential effects is discussed. The instrument
includes a fixed optical head configuration and encodes the polarization information onto a sinusoidal sig-
nal. This method is also called as channeled spectropolarimetry or polarimetric spectral intensity modula-
tion. In this method, only linear polarization is evaluated and measures only 3 elements of the Stoke’s vector
[I Q U 0]T .

2.2.1. Instrument Principle
The polarization nephelometer encodes the degree and angle of linear polarization of the light scattered by
the sample particles into a sinusoidal signal. The degree of linear polarization is encoded as amplitude and
angle of linear polarization is encoded into the phase of a sinusoidal signal. The polarization modulation
is obtained using a special optical head to translate the scattered light and modulate it into two spectral
modulated fluxes as defined by the equation Equation (2.11). The optical head consists of an achromatic
quarter-wave retarder, followed by a chromatic multiple-order wave retarder and a polarizer. The quarter-
wave retarders fast axis and the polarizer are oriented parallel, while the athermal multiple-order retarder
axis is oriented at an angle of ±45◦ with respect to the optical axis of the other two components.

The Stoke’s vector measurement using the spectropolarimetry (SPEX[71]) technique and the schematic of
modulated signal I± (Θ,λ) is presented in Figure 2.3, the modulated signal is given by,

PL(λ) =
√

Q2 +U 2

I
(2.9)

χL(λ) = 1

2
ar ct an

U

Q
(2.10)

I± (Θ,λ) = 1

2
I0 (Θ,λ)

[
1±PL (Θ,λ)cos

(
2πδ (λ,T )

λ
+2χL (Θ,λ)

)]
(2.11)
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(a) (b)

Figure 2.3: (a) SPEX instrument Optical head and working principle [71], (b) Schematic setup of the spectral modulator, (1) The solid and
dashed lines represent the fast and slow axis respectively, (2) illustration of the modulation principle on the Pioncaré sphere[63].

The degree of linear polarization is given by (DoLP or PL(Θ,λ)) and angle of linear polarization is (AoLP or
χL(Θ,λ) ), the combined waveplate retardance is (δ(λ, T )), and the ± sign corresponds to the beam-splitter
head. The above intensity is measured by the detector at the end of each of the two channels (I+ and I_). This
intensity is a function of the scattering angle (Θ) and wavelength. The sum of the two modulated signal gives
the total flux I. From the retardance term, it can be deduced that the modulation is not periodic with respect
to wavelength. The retardance δ should be chosen according to the spectral resolution that is required. The
resolution of particle size distribution can be increased, by using a broad wavelength source light. Additional
measurements are required to retrieve the information of the aerosols and incident source, for this the non-
scattered light at 0◦ is measured to obtain the density of the sample (number of particles).

s0 (Θ,λ) = I (Θ,λ) · t (Θ,λ) (2.12)

The intensity measured by the detector can be defined as a function of the modulated intensity I± from
the optical head and the transfer function t defined from the instrument losses and includes the transmis-
sion losses, analog to digital conversion losses, losses due to noise, the detector gain. This shall be for the
individual detector placed at the scatter angle of interest. The polarization information provides better infor-
mation about the microphysical properties of an aerosol over other methods that use intensity information.
Spectropolarimetry technique encodes DoLP onto the amplitude and AoLP onto the phase of the modulat-
ing signal, giving a polarimetry accuracy of 0.2%. The aerosol properties can be derived from this detector
data signal using the inversion algorithm similar to that by Di Noia et al. (2014)[25] applied for ground spec-
tropolarimetric measurements. In the research [25] a neural network algorithm is used to retrieve the aerosol
microphysical properties like effective radius and refractive index.





3
Radiative transfer forward model

No problem can be solved from the same level
of consciousness that created it.

Albert Einstein
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Introduction
In the current research, to analyze the concept of polarization nephelometer to measure the polarization in-
formation under a very low flux density environment, such as giant planet’s atmosphere, where the solar flux
reaching the top of its atmosphere is less in the order of few (W /m2), there is a need to understand the in-
teraction of light in such environments and also the interaction with the instrument itself. For polarization
nephelometer to derive the microphysical properties of atmospheric particles understanding the transverse
nature of light is important. A numeric model is developed to understand the transverse nature of light and
evaluate the internal radiation field in an atmosphere and this understanding is used to analyze the inter-
action of internal radiation with the instrument measurement. In this chapter, a new forward model is dis-
cussed on the interaction of sunlight and evaluating the internal field in an atmosphere and concludes with
the method to evaluate the appearance of this internal field at the instrument plane. This model evaluates
the internal field strength and the interaction of light namely the transverse nature using the Stoke’s param-
eters as light is scattered in an atmosphere. Once the interaction of light in an atmosphere is modeled it can
be used to evaluate the interaction at the nephelometer instrument interface which is discussed later in the
Chapter 5 and Chapter 6.

In a forward radiative transfer model theoretical, experimental and observation data are utilized to con-
struct an improved mathematical or numerical model to study various atmospheric sciences and processes.
Currently, there exists no model that computes a polarization internal field on the interaction of light with
the atmospheric particle in detail. There exist models based on the double-adding method which evaluates a
cloud-top topography for a global field assuming horizontally homogeneous layer and computes the effective
field as seen from outside the system and does not compute the internal field of light. This double-adding
model computation is shown in Figure 3.1 it can be seen that the computation here evaluates effective field
strength fractions that are reflected at the top and fraction that is transmitted downward and the rest of the
field is deduced to be as scattered and/or absorbed according to Equation (3.1) more details can be obtained
from [32]. This model was later extended by [Hansen (1971a, b)] and [Hovenier 1971] to include polarization
evaluation of the scattered light.

(a) (b)

Figure 3.1: (a) The existing model evaluation of the atmosphere fields using a horizontally homogeneous layer, (b) Evaluation of the
reflected and transmitted flux from zenith angle and optical thickness

Ir
(
µ,φ

)=µ0R
(
µ,µ0,φ−φ0

)
F0

It
(
µ,φ

)=µ0T
(
µ,µ0,φ−φ0

)
F0

(3.1)

where Ir and It are the transmitted and reflected flux, and θ = cos−1µ, and for zenith angle of incidence at
the top of the atmosphere θ0 = cos−1µ0, and µ is the cosine of angle with respect to the outward normal, + 1
(for the normal direction) to 0 (for the grazing direction)[32].
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This brings the need to develop a model that computes the field internal to the system hence evaluat-
ing the internal field within clouds and haze layers. In the following section, the new radiative transfer for-
ward model is discussed in detail. The model developed in this research shall compute the internal field of
scattered and absorbed flux strengths as visualized in Figure 3.2 with a detailed photon path analysis. The
atmosphere radiative transfer model can be classified into two parts, the first part is development of the
atmospheric composition from optical properties of molecules and aerosols, and the second part is the de-
velopment of a scattering probability phase function using the existing aerosol and molecular (gas) scattering
matrix and compute the state of polarization for multiple scattering inside the atmosphere. The state of po-
larization is derived using Stoke’s vector representation. The advantage of the new model developed in this
research could be used to analyze the internal field (in-situ measurement) of any planetary atmosphere. In
any case specific to that atmosphere structure the first part has to be individually developed and the second
part of internal field evaluation shall remain the same for all cases.

Figure 3.2: New forward model developed to compute the internal field in an atmosphere.

3.1. Forward Model Framework
As discussed the radiative transfer forward model consists of two parts, the first part is to model the atmo-
sphere vertical structure from optical properties of the composition and second to compute the photon in-
teraction in the atmosphere model and evaluate the internal field and polarization state using Stoke’s vector.
The atmosphere radiative transfer model consists of several layers and each layer is defined with certain opti-
cal properties derived from pressure, temperature, and composition of gas and aerosol in those layers. These
optical properties constitute and construct a phase function that describes the photon-particle interaction
in each layer. The Monte-Carlo technique is used to evaluate the scattering (position and direction) or pho-
ton transportation in the atmosphere and to compute the internal field. In the Figure 3.3 the development
schema of the two parts of the forward model can be visualized, the first block shows how different layers
are constructed and form a column with varying optical properties down the column, the second schema
shows the internal field populated using the Monte-Carlo technique. In Figure 3.4 the forward scatter model
software schema or flow design is shown:

3.1.1. Atmospheric radiative transfer model: Saturn
A standard atmospheric model is defined using pressure, density, and temperature as a function of altitude,
these properties are related and governed by temperature profile. This is a simple method of atmospheric
description without the consideration of complex chemical, thermodynamic and fluid dynamic cycles. Each
layer is defined by certain optical properties, these properties depend on the composition of that layer and
the particle column density [#/m2]. The optical properties are then used define the scattering phase function
of these layers.

1Unified Modeling Language
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(a)

(b)

Figure 3.3: The forward model development schema a) Atmosphere model various layer properties are derived, b) The photon interac-
tion using Monte-Carlo technique.

Saturn atmosphere model
Saturn’s atmosphere has been studied by several flybys and remote sensing observations from Cassini and
Hubble telescope. Without any in-situ probe measurements of the Saturn’s atmosphere, it is difficult to un-
derstand the composition vertical structure of the lower layers due to a higher optical thickness of the upper
cloud layers. For this, we have to rely on the data retrieved from remote observation using spectroscopy to
quantitatively analyze its composition by developing several numerical models and laboratory experiments.
The Figure 3.5a describes the presumed layer composition of gas giant’s atmosphere as a comparison and Fig-
ure 3.5b describes Saturn’s atmosphere from various observations. Saturn’s atmosphere is mainly composed
as of Hydrogen (H2) and Helium (He) gases, From several observations, theoretical models, and experimental
models its derived that small traces of Methane gas (C H4), ammonia haze/clouds (N H3), Phosphane (PH3),
and presumably Hydrogen Sulphide ice (H2S) and water ice (H2O) are present, but to validate these mod-
els remote sensing is insufficient, as lower layers of Saturn’s atmosphere are present below the thick dense
clouds. From several observation [30][18] the Saturn’s atmosphere is predicted to have an ammonia haze
layer in the stratosphere, and three main cloud layers in the troposphere, ammonia ice cloud (N H3) at the
top, and ammonium hydrosulfide ice cloud (N H3SH) in between and a thick water ice cloud (H2O) at the
bottom as shown in the Figure 3.5b.

Model atmosphere definition
For the radiative transfer evaluation, the atmosphere is developed with each layer containing different gas,
clouds and/or haze composition. The atmosphere model defined here has two top layers as stratosphere
defined by hydrogen and helium gas and small traces of ammonia haze, with a particle size in the range of
0.1−0.3µm. The troposphere is defined by the three cloud layers, ammonia ice cloud, ammonium hydrosul-
fide ice cloud and water ice cloud with a particle size in the range of 1−30µm. The lowest layer is water ice
in the frozen state particle size > 30µm. The mixing ratios of the gases by volume are as defined in Table 3.1.
The gas mixture is taken to be composed of only Hydrogen and Helium for this simulation, as they form 98%
of the gases found in Saturn, and Methane traces of 0.18% is used to simulate the methane absorption in the
internal field. The graphical representation of the layers in a plane parallel model used for the simulation
defined as a function of altitude is according to Figure 3.6:

Optical properties of Saturn’s layers
The optical properties and the scattering matrices are needed to define the phase function of the layers in at-
mosphere model to compute the internal field and evaluate Stoke’s vector. The optical properties are defined
both for gas molecules and for aerosol, clouds or haze if present in those layers. The optical properties of the
atmospheric model are defined in terms of the optical thickness (b (λ)) of the layer. The optical thickness is
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Figure 3.4: Forward model software schema and/or functional UML1chart.

governed by the column density (#/m2) and the total extinction cross section (σext (λ)) for both the molecules
and aerosol particles present in the layer. Further, the extinction cross-section can be defined as the sum of
the absorption and scattering cross section of the particles. This is defined both for the gas molecules and the
aerosol particles in each layer as discussed in the following sections.

The optical thickness of a layer is computed from the column density and the total extinction cross section
as shown in Equation (3.2). These optical thicknesses are measured vertically,

b (λ) = Nσext (λ)

b (λ) = Nm
[
σm

abs (λ)+σm
sca (λ)

]+Na
[
σa

abs (λ)+σa
sca (λ)

]
b (λ) = bm

abs (λ)+bm
sca (λ)+ba

abs (λ)+ba
sca (λ)

(3.2)

where, b (λ) is the total extinction cross section,
Nm and Na are the column densities of gas molecule and aerosol respectively,
σm

abs and σa
abs are the absorption cross sections of gas molecule and aerosol respectively,

σm
sca and σa

sca are the scattering cross sections of gas molecule and aerosol respectively
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(a) Gas-Giants presumed atmospheric layer composition.
(b) Saturn’s presumed atmosphere as a function of altitude
[2].

Figure 3.5: Presumed atmosphere models of (a) Gas Giants and (b) Saturn’s atmosphere as a function of altitude

Saturn’s Atmosphere
Atmospheric composition
(by volume, Uncertainty )
Major (%) Hydrogen (H2) 96.3% (2.4%)

Helium (He) 3.25% (2.4%)
Minor (ppm) Methane (C H4) - 4500 (2000)

Ammonia (N H3) - 125 (75)
Hydrogen Deuteride (HD) - 110 (58)
Ethane (C2H6) - 7 (1.5)

Aerosols Ammonia ice (N H3)
Ammonia hydrosulfide(N H3SH)
water ice (H20)

Pressure towards the core »1000 bar
Density at 1 bar ∼0.19 kg/m3
Scale height 59.5 km
Temperature at 1 bar 134 K (-139 C)
Temperature at 0.1 bar 84 K (-189 C)

Wind speeds (surface)
Up to 400 m/s (30 degrees latitude)
Up to 150 m/s (>30 degrees latitude)

Mean molecular weight 2.07 g/mol

Table 3.1: A summary of Saturn’s atmosphere from fly-by and remote observations [Conrath et al. (1998) and Fletcher et al. (2007a)]

Gas column density
The column density for the gas molecules for each layer is evaluated using the hydrostatic equilibrium equa-
tion and the gas molecules mixing ratios of H2(96.3%),He(3.25%), and C H4(0.18%) are taken as shown in the
Table 3.1.

Nm = Pbot tom −Ptop

m · g
(3.3)

where Pbot tom is the pressure at the bottom of the layer [Pa], Ptop is the pressure at the top of the layer [Pa],
m is the mass of gas composition [kg]’, g is the local acceleration of gravity [m/s2].

m =
∑

ri Mi

NA
(3.4)
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Figure 3.6: Saturn’s atmosphere plane parallel model for scattering Monte-Carlo simulations.

where, ri is the mixing ratio of a gas molecule [fraction dimensionless], Mi is the molar mass of the gas
[kg/mol], NA is the Avogadro number 1 mol = 6.022×1023 atoms

The pressures and temperature values are taken from Stam et.al, [67], (these model adapted the pres-
sures from Lindal 1992, supplemented from 1.0 to 5.623 bars by data from West et al. 1986). Further, the
pressure and temperature curve were interpolated assuming a dry adiabatic process to obtain temperature
values down to 10 [bar]. The P-T curve for Saturn’s atmosphere is as shown in the Figure 3.7. The column
density of each layer is evaluated for both the gas and aerosol particles as a function of pressure and the re-
sults are presented in Table 3.2

layer Ptop [Pa] Pbot tom [Pa] Nm [#/m2] Na [#/m2] Tbot tom [K]

11 102 0.5623 ·105 2.729 ·1030 0.0 112.7

22 0.5623 ·105 1.0 ·105 2.125 ·1030 1.647 ·1029 134.8

33 1.0 ·105 1.778 ·105 3.777 ·1030 2.927 ·1029 162.3

44 1.778 ·105 3.162 ·105 6.719 ·1030 0.0 194.6

55 3.162 ·105 5.623 ·105 1.195 ·1031 3.086 ·1029 233.3

66 5.623 ·105 10.0 ·105 2.125 ·1031 1.557 ·1030 279.17

Table 3.2: Column number density for gas particles in Saturn’s atmosphere model

1Layer 1 = gas layer (178-550km)
2Layer 2 = ammonia haze layer (136-178km)
3Layer 3 = ammonia ice cloud layer (95-136km)
4Layer 4 = no aerosol, gas layer (71-95km)
5Layer 5 = ammonia hydrosulfide layer (30-71km)
6Layer 6 = water ice cloud layer (0-30km)
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Figure 3.7: Pressure versus temperature curve for Saturn’s atmosphere

Particle distribution
The ensemble of the particles is according to two-parameter gamma size distribution function Equation (3.5).

n(r ) =C · r

(
1

ve f f
−3

)
·e

(
−r

ve f f ·re f f

)

C = 1(
re f f · ve f f

) 1
ve f f

−2
×gammaln

(
1

veff
−2

) (3.5)

where, re f f , ve f f are the effective particle radius and variance of the size distribution, ’gammaln’ is a
gamma function that returns the value of the natural logarithm of the argument.

Molecular Scattering thickness
The molecular scattering cross sections for the gas particles are computed in a similar way defined in the
paper [67], The molecular scattering cross section (σm

sca) is defined by the equation Equation (3.6) and the
cross-sections are refractive indices dependent and in turn, the refractive index is wavelength dependent.
The wavelength dependent refractive index (ni ) for Hydrogen is evaluated first using the dispersion curve
equation (ri ) Equation (3.7) [15].

σm
sca (λ) = 24π2

N 2
L

(
n2 −1

)2(
n2 +2

)2

(6+3δ)

(6−7δ)

1

λ4 (3.6)

Where, n is wavelength dependent refractive index of gas particle,
NL is the Loschmidt’s number (1 amagat = 2.547431025m−3 at 273.15 K and 1013.25 hPa),
δ is the depolarization constant and is kept at 0.02 for hydrogen and neglecting the wavelength dependence.

ri = 1+ A+ AB

λ2

ni =
(r 2

i −1)2

(r 2
i +2)2

(3.7)

where the constants A and B are defined for hydrogen, A = 13.5810−5 and B= 7.5210−3 [15]

The molecular scattering thickness for individual layer composition is presented in the Figure 3.8a. It is
seen from the optical thickness plot that the scattering cross section is very high at the lower wavelength re-
gion and decreases rapidly at a higher wavelength and turns close to zero at infrared wavelengths for most of
the layers.

Stam et.al, [67] computed the molecular scattering thickness (bm
sca) to decrease from 21.47 at 0.4µm to

0.51 at 1.0µm (at 5.623 [bar]) in Jupiter atmosphere. Similar results were obtained with the current research
work for Saturn’s atmosphere model, and obtained the molecular scattering absorption thickness to decrease
from 22.62 at 0.4µm to 0.536 at 1.0µm (at 5.623 [bar]).
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(a) (b)

Figure 3.8: (a) gas molecule scattering cross section (bm
sca ), (b) gas molecule absorption cross section (bm

abs ) for Saturn’s atmosphere

Molecular Absorption thickness

bm
abs (λ) = Nm σm

abs (λ) (3.8)

The molecular absorption is highly influenced by the presence of methane in the Saturn’s atmosphere, a
potent greenhouse gas. The mixing ratio of the methane gas is taken as 0.18% like that of Jupiter atmosphere
from [67] and the (bm

abs ) from Karkoschka are adapted to these values as described in the later sections Equa-
tion (3.9). The methane absorption’s influence the infield flux in the near infrared wavelength region for the
giant planet’s. To compute the molecular absorption cross sections of methane over a wide wavelength range
(0 - 2.5µm) the methane k distribution coefficients from Karkoschka and Tomasko (2010) are used.

The absorption line by line data is complicated to obtain for methane at the near-infrared region in order
to model the spectra of these planet’s. These line by line data analysis is complicated and as no database
is available yet. In order to model the methane absorption in the near infrared wavelength regions, a band
fit data model can be used and this is where the k-coefficients come to aid. In this k distribution, the band
model parameters are fitted to measure transmission spectra of methane at the laboratory and recorded over
various temperatures, pressures and path lengths appropriate to outer planet atmospheres. One such set of
band model parameters (for self-broadening conditions only) is from Karkoschka and Tomasko (2010) and
k- distribution parameters that were fitted to these data by Irwin et al. (1996). The band fitted k-table is
represented and evaluated in (km − amag at )−1 easier to have it in this units as the laboratory experiments
are conducted with path lengths appropriate to those planet’s. The current research defines the path length
for absorption and scattering in (#/m2) units. The path lengths from k-distribution are converted using the
Loschmidt constant (1amg = NL = 2.687 ·1025m−3 at 273.15 K and 1013.25 hPa) to fit the values to our cur-
rent forward model units. The methane absorption spectrum using the band fitted k-coefficients is shown in
Figure 3.9. Following the methane absorption band fitted k-coefficients, the absorption cross sections for gas
particles as a function of wavelength for 0.1 to 2.5µm are derived as shown in Figure 3.8b .

bm
abs =

∑
wi ·κi (λ) · Nm

NL
·10−3 (3.9)

where, w is the mixing ratio of methane in each layer, κ (λ) is the k-coefficient and, Nm/NL ·10−3 is to convert
the (km −amag at )−1 to (#/m2)

The methane absorption and transmission spectrum for the Saturn’s atmosphere are derived at different
wavelengths for each layer and is presented in Figure 3.10d. A similar absorption spectrum was derived by
Stam et.al, [67] for Jupiter’s atmosphere up to the visible wavelength region. In this research similar technique
is used to derive the methane absorption spectrum for Saturn and is further extended up to 2.5µm wavelength
range using the previously mentioned band fitted k distribution-coefficients.

1Transmitted flux (TF) out of each layer (layers 1 - 5)
2Absorbed flux (AF) in each layer (layers AF 1 - 5)
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Figure 3.9: (a) Methane absorption spectrum band fitted k-coefficients from the current model for Saturn. (b) Methane absorption
spectrum for wavelength 0−1.0µm derived by West et, al using Karkoschka’s table for Jupiter [73]

(a) (b)

(c) (d)

Figure 3.10: (a & c) and Saturn’s atmosphere transmission flux (TF1-5)i of each plane parallel layer , (b & d) absorption spectrum (AF1-5)ii

of Saturn’s atmosphere at each layer

Aerosol Scattering and Absorption thickness
The optical thickness of the aerosol particles is user-defined. The aerosol optical absorption and scattering
thicknesses are similar to the molecular optical thickness and are derived using the complex refractive index
of the aerosol. In this research, scattering & absorption cross sections are derived based on the Meerhof Mie
program [34].Wavelength, complex refractive index and particle size distribution (mean radius and variance)
are the variables used by the Meerhof program and evaluates the scattering matrix from these parameters, this
also include the extinction cross sections. These variables for Saturn’s model are summarized in Table 3.3.
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The extinction cross sections for the aerosol particles are presented as a function of wavelength for each
layer in Figure 3.11

(a) (b)

Figure 3.11: (a) aerosol scattering cross section (ba
sca ), (b) aerosol absorption cross section (ba

abs ) for Saturn’s atmosphere

Single scattering albedo
From the molecule and aerosol scattering thickness, the single scattering albedo can be derived according to
Equation (3.10).

a = bm
sca +ba

sca

bm
sca +bm

abs +ba
sca +ba

abs

(3.10)

Single scattering albedo is the ratio of scattering efficiency to the total extinction efficiency. A value of
one means the photon flux attenuates due to scattering and a value of zero means the attenuation is due to
absorption. The single scatter albedo for the atmosphere model in this research is presented in the Figure 3.12

(a)

(b)

Figure 3.12: Saturn’s atmosphere single scatter albedo (a(λ)) for each layer

Total Phase function
Scattering matrices are introduced here before moving ahead with the evaluation of the internal field.There
are three types of atmospheric scattering that are possible, Rayleigh scattering, Mie-scattering only for the
spherical particles and non-selective/geometric scattering. The type of scattering can be related to the parti-
cle size (2πR) in comparison to the incident wavelength (λ) defined by Equation (3.11).
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k = 2πR

λ
(3.11)

Figure 3.13: 1. Rayleigh scattering k ¿ 1 2. Mie scattering k ≈ 1 3. Non selective scattering k À 1.

Rayleigh scattering is due to the gas molecules in the atmosphere and is the simplest form of scattering,
this type of scattering occurs when k ¿ 1. Mie-scattering is for only spherical particles and this type of scat-
tering occurs when k ≈ 1. The third type of scattering occurs at the lower layers of the atmosphere where the
particle size is much higher than the incident wavelength, the scattering is independent of the wavelength,
this type of scattering occurs when k À 1. Aerosols are the highest contributors to scattering, the aerosol can
be defined by naturally occurring dust, volcanic eruptions, and black carbon from man-made as in Earths
atmosphere. The clouds appear white or brighter due to scattering, the cloud-aerosol particles if larger in
size to the incident wavelength, the cloud-aerosol scatters all wavelength and hence appear white.

Scattering matrices define all states of polarization possible for a scattering event, it forms a general phase
matrix for scattering aerosols. That is the scattering matrix defines the relation between the initial and final
state of a scattering event in the physical system. The scattering matrix is generally used to interpret the
multi-angle and multi-spectral behavior of the particle during scattering.

F (Θ) =


F11(Θ) F12(Θ) F13(Θ) F14(Θ)
F21(Θ) F22(Θ) F23(Θ) F24(Θ)
F31(Θ) F32(Θ) F33(Θ) F33(Θ)
F41(Θ) F42(Θ) F43(Θ) F44(Θ)

 (3.12)

The Meerhof program is used to evaluate the scattering matrices of a sample of homogeneous spherical
particles of varying radii using a two-parameter gamma size distribution function Equation (3.5).

The scattering matrix consists of 16 elements Fi j with i, j=1..4 (see [24] for more). The elements of the
matrix depend on the physical properties, such as effective particle size variance, complex refractive index
of the scattering element and the wavelength of radiation [34]. The scattering angle defines the direction of
interest and scattering intensity of the particle oriented in this direction. For isotropic and spherical particle’s
the matrix elements further reduce with F11 = F22 and F33 = F44[33]. The Stoke’s parameter ±Q is defined by
the upper block elements of the matrix and the conversion to circular polarization from linear polarization
at ±45◦ is defined by the lower block elements of the scattering matrix. The degree of linear polarization for
unpolarized incident light is defined by −F12/F11.

F (Θ) =


F11(θ) F12(θ) 0 0
F12(θ) F22(θ) 0 0

0 0 F33(θ) F34(θ)
0 0 −F43(θ) F44(θ)

 (3.13)

The scattering matrix is normalized according to:

1

4π

∫ 4π

0
F11 (Θ,λ)dΩ= 1 (3.14)
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Figure 3.14: Scattering angle and solid angle represented in the scattering plane [20].

with Θ being the scattering angle and dΩ being the solid angle see Figure 3.14. The above equation can
also be represented as:

1

π

∫ π

0
F11 (Θ,λ)sinΘdΘ= 1 (3.15)

The total phase function for each layer is defined using the optical thickness of molecule and aerosol
present in that layer according to Equation (3.16).

FC = τM FM +τAFA

τ= bm
sca +bm

abs +ba
sca +ba

abs

τM = bm
sca

τ
, τA = ba

sca

τ

(3.16)

where, FM and FA are the molecular and aerosol scattering matrix

For the layers with more than one aerosol type the scattering matrices shall be combined according to
Equation (3.17).

FAtot = τA1FA1 +τA2FA2

τA = ba1
sca +ba2

sca

τA1 =
ba1

sca

τA
, τA2 =

ba2
sca

τA

(3.17)

where, FA1 and FA2 are the aerosol 1 and aerosol 2 scattering matrix in that layer
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3.1.2. Atmospheric radiative transfer model: Venus
The Venus’s atmosphere had been elaborately studied by the Pioneer Venus’s mission, Pioneer descent probes,
and Venera mission. Venus’s atmosphere has a 92 bar pressure and a temperature of 737 K at the bottom-most
layer and has very thick clouds of a sulfuric acid solution in the 45-70Km altitude range, as can be seen from
the vertical structure of Venus’s atmosphere in Figure 3.15a. The Venus’s atmosphere is mostly composed
of carbon dioxide (96%) and Nitrogen (3.5%) also other traces of gas are found but form less than 0.01%, A
summary of the Venus’s atmosphere deduced from various grounds based observations, remote sensing, in-
situ measurements at Venus’s from pioneer mission, pioneer descent probes, and Venera descent probes is
presented in Table 3.4

Venus’s Atmosphere
Atmospheric composition
(near surface, by volume)
Major (%) Carbon dioxide (CO2) 96.5%

Nitrogen (N2) 3.5%
Minor (ppm) Sulphur dioxide (SO2) 150

Argon (Ar) 70
Water (H2O) 20
Carbon monoxide (CO) 17
Helium (He) 12
Neon (Ne) 7

Surface pressure 92 bar
Surface density ∼65 kg/m3
Scale height 15.9 km
Total mass of atmosphere ∼ 4.8×1020 kg
Average temperature 737 K (464 1C)
Diurnal temperature range ∼0
Wind speeds (surface) 0.3–1.0 m/s (surface)
Mean molecular weight 43.45 g/mol

Table 3.4: A summary of Venus’s atmosphere from Pioneer and Venera descent probes [68]

(a)

(b)

Figure 3.15: Venus’s atmosphere a) Venus’s vertical atmosphere structure. [adapted from: [4]], b)Pressure versus temperature curve for
Venus’s atmosphere.

Optical properties of Venus’s layers
The optical properties of Venus’s atmosphere are reasonably well known from the remote and in-situ obser-
vations with Venus’s multiprobe missions. The plane-parallel atmosphere is as defined in Figure 3.16, the
clouds are mostly composed of sulfuric acid H2SO4 solution, the clouds have a composite structure in the
troposphere, and are mainly classified as Upper haze at 65-70 [km], upper cloud at 60-65 [km], middle cloud
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layer Pt op [Pa] Pbot tom [Pa] Nm [#/m2] Na [#/m2] Pbot tom [K]

1 1 0.019 ·105 2.53 ·1027 6.75 ·1027 224

2 0.019 ·105 0.07 ·105 6.8 ·1027 3.33 ·1027 225

3 0.07 ·105 0.1 ·105 4.002 ·1027 1.96 ·1027 242

4 0.1 ·105 1 ·105 1.2 ·1029 5.88 ·1028 338

5 1 ·105 2.2 ·105 1.6 ·1029 7.84 ·1028 410

6 2.2 ·105 10.0 ·105 1.04 ·1030 5.1 ·1029 462

7 10.0 ·105 92.0 ·105 1.094 ·1031 2.92 ·1031 736

Table 3.5: Column number density for gas particles in Venus’s atmosphere model

at 50-60 [km], lower cloud at 40-50 [km], and lower sulfuric acid haze at 30-40 [km] [39].

Figure 3.16: Venus’s atmosphere plane parallel model as a function of altitude.

Molecular Scattering thickness
The optical thickness of each layer is taken for the simulations that are deduced from the Pioneer Venus’s
experiment by Knollenberg et.al [39] and are presented in Table 3.6 at 630nm wavelength . The CO2 absorp-
tion spectrum is very minimal in the visible wavelength region in which our nephelometer measures, and
hence are neglected for the current research. In the current research, the layers with aerosols the molecular
optical thickness (bm

sca) are considered negligible, the molecular scattering is evaluated as described in Equa-
tion (3.6) and the molecular scattering cross sections for Venus are presented in Figure 3.17 , and layer with
just gas particles the aerosol optical thickness (baer ) is negligible.

Aerosol Scattering and Absorption thickness
The extinction cross sections for the aerosol particles in Venus’s atmosphere are presented as a function of
wavelength for each layer in Figure 3.11 evaluated based on the Meerhof Mie program for scattering matrix,
and the Table 3.7 variable used for the Venus’s atmosphere to generated these phase function and optical
properties.

According to Knollenberg the aerosol or cloud particle composition broadly classified into 3 modes, with
mode 1 comprising of just H2SO4 particles, mode 2 contains H2SO4 + contamination, here contamination
means the presence of other chemical species as direct condensates that contribute largely to the total mass
in that layer, and mode 3 contains H2SO4 + contamination + crystal, here these are predicted to be sulfates or
chloride crystals deduced from the best fit method of refractive index. From the observed data of the cloud
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Figure 3.17: Venus’s atmosphere, gas molecule scattering cross sections bm
sca as a function of wavelength.

(a) (b)

Figure 3.18: (a) aerosol scattering cross section (ba
sca ), (b) aerosol absorption cross section (ba

abs ) for Venus’s atmosphere

Optical properties of Venus’s atmosphere layers from Knollenberg et.al [39]
bm

sca bm
abs baer aaer

Stratosphere (70-100 [km]) 0.01 0.0 0.01 0.1
Troposphere
Upper haze and cloud (65-70 [km])
sulfuric acid haze

0.0017 0.0 8.5 0.1

Upper cloud (60-65 [km])
sulfuric acid cloud

0.0047 0.0 5.23 0.1

Middle cloud (50-60 [km])
sulfuric acid cloud

0.0027 0.0 8.35 0.1

Lower cloud (40-50 [km])
sulfuric acid cloud

0.08 0.0 4.87 0.1

Lower Haze (30-40 [km])
sulfuric acid cloud

0.11 0.0 1.36 0.1

Clear CO2 (0-30 [km])
sulfuric acid cloud

4.5 0.0 0.001 0.1

Table 3.6: Optical properties for Venus’s aerosol and gas particles as a function of altitude at 630 [nm] wavelength range [39]

particle size spectrometer and the major composition in all modes is taken to be (75%) as H2SO4.

where aaer is the albedo of the particles in the layer and is defined as the ratio of back scattered flux to the
total incident solar flux of that layer according to Equation (3.18)

aaer = Fu

Fs
(3.18)

Fu is the back scattered flux and Fs is the incident solar flux
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3.1.3. The internal field
Previously atmosphere properties are introduced, following which the optical thicknesses of the molecule
and aerosol are derived. Further, in this section, a photon path is traced along the different layers of the at-
mosphere to understand and compute the internal field using the forward model. The photon path tracing
algorithm flow-chart is presented in the Figure 3.19.

Figure 3.19: Photon path tracing algorithm flow chart

The photon is launched at the top of the atmosphere. The probability phase function and earlier defined
atmosphere optical thicknesses makes the decision of what percentage of the incident photon is reflected,
transmitted, scattered or absorbed. The new position of the photon is calculated, the photon is reflected if
the photon new position is in the higher layers. The photon is transmitted if the photon new position is in
the lower layers. The photon is scattered if the new position is in the same layer. The internal field or linear
polarization information is measured during this photon transportation/scattering process.

The state of polarization of photon transported in the simulation has to be traced from the launch till the
photon flux decreases to zero. The state of polarization is represented with respect to the scattering plane.
This demands a reference system to track the changes in polarization state along the scattering process. The
state of polarization as the light is scattered through a scattering media can be tracked using different tech-
niques, meridian plane MC, algorithm defined by Chandrasekhar and Kattawar [20]. Chandrasekhar had
envisioned such a reference system for Rayleigh scattering, tracking the photon polarization state along the
scattering event in terms of the scattering plane and the meridian plane. In the current research, this tech-
nique is implemented, where the state of polarization is always represented in terms of the meridian plane.
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The other two methods are Euler MC described by Bartel et al. [12], which uses the Euler angles, and the third
method is quaternion MC [58], uses quaternion rotation coordinate system.

Figure 3.20: Meridian plane. the photon incident direction Î and scattered direction Ŝ

The geometry for meridian plane MC technique is according to Figure 3.20. The geometry is a unit sphere
with the direction of the photon before and after the scattering event represented as I (incident) and S (scat-
tered). The direction of the photon can be defined by two angles in the meridian plane, first is the elevation
angle (θ), gives the angle between incident photon and Z-direction [(θ′) angle between the scattered photon
and Z-direction]. The second angle isφ, an angle between the meridian plane that contains the incident pho-
ton and X-Z plane [φ′ angle between the meridian plane that contains the scattered photon and X-Z plane].
The photon directions is tracked by defining the unit vectors Î (incident) and Ŝ (scattered), elements of the
unit vectors are represented using the direction cosines [ux ,uy ,uz ]. The meridian plane is determined using
the direction cosines and the Z-axis. From the unit sphere, MOI represents the incident meridian plane and
MOS represents the scattered meridian plane. After the scattering, the new direction cosines are determined
using the unit direction Ŝ and the Z-plane. The Stoke’s vector is tracked using the transformation matrices
and is represented with respect to the scattered meridian plane.

STEP 1: Photon Launch
In our Monte Carlo simulation, every iteration is to track a single photon through multiple scattering till it
diminishes. The state of polarization at end of each scattering process is represented relative to the meridian
plane,

• STEP 1a: The photon is launched at (0,0,Z), and the initial meridian plane is defined as (φ = 0), that is X-
Z reference plane according to Figure 3.21. The direction cosines for this launch co-ordinate becomes
[ux ,uy ,uz ]=[0,0,1]

• STEP 1b: The Stoke’s parameters during the launch specified with respect to the meridian reference
plane is S = [I Q U V ]’. In our research the incident light is assumed to be the sun light, since sun light
is unpolarized the Stoke’s parameters can be defined as S = [1 0 0 0]’ with respect to the X-Z plane

STEP 2: Photon transported
The scattering event usually changes the photon traveling direction. In this research, Monte Carlo technique
is used for the initial photon travel direction. The photon propagates a distance ∆S using a pseudo-random
number (R) generated in the interval (0,1)
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Figure 3.21: At photon launch the polarization state is represented with respect to the X-Z meridian plane

∆s = ln(R)

e(nl ay)

e(nl ay) = b(nl ay)

z(nl ay +1)− z(nl ay)

(3.19)

where e(nlay) is the effective extinction depth as a function of altitude for the current layer the photon is
present, (z(nlay+1)-z(nlay)) is the layer thickness. The direction cosines along with the propagation distance
computed above give the new photon position according to:

x ′ = x +ux∆s

y ′ = y +uy∆s

z ′ = z +uz∆s

(3.20)

The ∆S evaluated so gives the photons new position, and says if the photon is reflected, transmitted
(leaves the layer) or scattered ( stays in the same layer)

STEP 3: Photon absorption
After each scattering, the photon intensity reduces as a function of the optical thicknesses of the media (ab-
sorption). This is tracked in the multiple scattering processes using a weighted factor (W) defined as the
factor of absorption from single scattering albedo (a) of the current layer the photon is traveling in. This is
similar to evaluating the diffuse flux in the layer. The single scattering albedo of the layer decides the photon
extinction percentage after each scattering.

Wnew =Wol d ·a(nl ay)
Inew

Qnew

Unew

Vnew

=


Iol d ·Wnew

Qol d ·Wnew

Uol d ·Wnew

Vol d ·Wnew

 (3.21)

Diffuse radiation (Wnew ) is the radiation that undergoes single or multiple scattering by the atmospheric
composition and later reaches the bottom layer. According to Valko (1966), the diffuse radiation intensity
depends on several factors, such as sun’s position, scattering due to gas molecules and aerosols, vapor parti-
cles, extinction coefficient, the albedo of the surface (if present), as well as clouds extinction coefficient. The
diffuse flux that is due to clouds and/or hazes is shown in the fig. 3.22, when the light reaches a certain point
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in the cloud it is scattered, absorbed or reflected, if it is scattered only once before reaching the viewpoint it is
called single scattering, usually, the light is scattered multiple times before reaching the viewpoint as shown
in Figure 3.22 for the multiple scatter case.

Figure 3.22: Internal field from the diffuse flux in the clouds

The radiation budget for each atmosphere layer developed earlier in Section 3.1.1 is evaluated and pre-
sented here. The budget represents the fraction of the total incident radiation that is either scattered, ab-
sorbed or reflected from each layer. The flux budget evaluation is governed by the solar zenith angle (µ =
cosθ0 Figure 3.1b) and total optical thickness (τ Equation (3.16) ) and the scattering phase function accord-
ing to:

• The fraction of the solar beam transmitted through a layer of optical thickness τ:

Ftr ans = e−
τ
µ (3.22)

• The fraction of the solar beam reflected back:

Fr e f l = (1−e−
τ
µ )a(λ)β(λ) (3.23)

• The fraction of the solar beam absorbed within the layer:

Fabs = (1−e−
τ
µ )(1−a(λ)) (3.24)

• The fraction of the solar beam scattered in the layer:

Fsca = (1−e−
τ
µ )a(λ)(1−β(λ)) (3.25)

• The total fraction of the solar beam transmitted downward the layer:

Fdown = e−
τ
µ + (1−e−

τ
µ )a(λ)(1−β(λ)) (3.26)

β(λ) is the upscatter fraction [74][26], the fraction of the inbound radiance that is backscattered to the
upper hemisphere. This factor can be evaluated using the angular distribution of the phase function over the
scattering angle according to Equation (3.27).

β(λ) =
∫ 2π
π F (Θ)si nΘdΘ

2
∫ π

0 F (θ)si nθdθ
(3.27)



3.1. Forward Model Framework 43

whereΘ= π
2 +θ+θz and θz is the solar zenith angle, and F (θ) is the total scattering phase function Equa-

tion (3.16). When the θz = 0 the upscatter fraction corresponds to the simple backscatter ratio b according
to:

b =
∫ π
π/2 F (θ)si nθdθ∫ π
0 F (θ)si nθdθ

(3.28)

The radiation budgets evaluated using earlier equations are schematically presented in Figure 3.23a, the
total flux transmitted to the lower layers is the sum of downward scattered light and the directly transmitted
light. The transmitted total flux for each layer from the current research is presented in Figure 3.23b. It is
observed from the current research model that the total flux transmitted below the ammonia ice cloud layer
is close to zero. The average diffuse flux is integrated along the horizontal view plane and represented as a
function of the altitude. The results of the diffuse flux evaluation are discussed in section 4.1.

(a)

(b) The effective transmission including downward scattered
flux when all the layers are stacked upon as discussed in the
plane parallel model

Figure 3.23: (a) schematic presentation of various optical paths that occur within a layer, and (b) The effective downward transmission
that included downward scattered flux and direct transmitted flux for each layer

STEP 4: Rejection Method
The rejection method is used to derive the scattering angle (Θ) and angle of rotation (Ψ) into the scattering
plane, from the scattering probability function. The scattering phase function shall determine the state of
polarization of the scattered photon.
In case of unpolarized incident light, the Stoke’s parameter is defined by [1,0,0,0]T , and the scattering prob-
ability phase function is then given by Equation (3.29)

P (Θ) = F 11(Θ)I0 (3.29)

If the incident light is polarized (multiple scattering) the Stoke’s parameter is defined as [I0,Q0,U0,0]T , and
the scattering probability phase function is defined by the Equation (3.30)

P (Θ,Ψ) = F11(Θ)I0 +F12(Θ)[Q0 cos(2Ψ)+U0 sin(2Ψ)] (3.30)

where F11 and F12 are the elements from the scattering matrix. In the rejection method, a pseudo-random
number is generated for each of the angles ΘR in the interval (0,π), ΨR in the interval (0,2π) and a random
number for phase function PR is generated between (0,1). The criteria to accept these random values gener-
ated is P(ΘR ,ΨR ) ≤ PR , if the criteria are true, then the ΘR and ΨR are accepted as a solution, otherwise, the
process is repeated until this condition is met. When the incident photon is unpolarized, the phase function
reduces to P(Θ) = F11I0, and the probability phase function is similar to the case of single scattering.

From the accepted values ofΘR andΨR , the state of polarization is evaluated using the total phase matrix
(FC Equation (3.16)) and the incident photon polarization state as described in Section 3.1.3
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STEP 5: Scattering and Rotation Matrices
The Scattering matrices give a multi-angle multi-spectral relation of all states of polarization before and after
a scattering event in the scattering plane. Scattering plane is defined as the plane that contains the incident
photon and the scattered photon according to Figure 3.24. In this step to evaluate the Stoke’s parameters
in the scattering plane, a rotation is performed from meridian plane to the scattering plane, then Stoke’s
parameter is evaluated using the scattering matrices, and as a final step, a rotation is performed back to the
meridian plane from the scattering plane.

Figure 3.24: Scattering plane, and field components are represented with respect to the scattering plane as either ∥ or ⊥ to the scattering
plane.

• Rotation of the meridian reference frame onto the scattering plane:
The Stoke’s vector of the incident photon is initially represented in the incident photon plane according
to Figure 3.25a. To rotate the incident photon Stoke’s vector to the scattering plane, the vector is rotated
counterclockwise by an angleΨ, the rotation matrix R(Ψ) is defined according to

R(Ψ) =


1 0 0 0
0 cos(2Ψ) sin(2Ψ) 0
0 −sin(2Ψ) cos(2Ψ) 0
0 0 0 1

 (3.31)

This brings the Stoke’s vector from MOI (incident photon) plane to the MSI (scattering) plane

• Scattering event at an angle: Θ
In the scattering plane, the scattering angle Θ is obtained from the rejection method Section 3.1.3 and
the scattering matrix elements evaluated at this scattering angle are used to evaluate the new polariza-
tion orientation. The scattering matrix is multiplied by the previously rotated Stoke’s vectors and the
new Stoke’s vector for the scattered photon is obtained in the scattering plane reference according to
Figure 3.25b

M(Θ) =


F11(Θ) F12(Θ) 0 0
F12(Θ) F11(Θ) 0 0

0 0 F33(Θ) F34(Θ)
0 0 −F34(Θ) F33(Θ)

 (3.32)

The scattering angle Θ and rotation angle Ψ, is used later to update the direction cosines for the scat-
tered photon direction

• Rotation from the scattered plane to the meridian reference plane:
The new evaluated Stoke’s parameter for the scattered photon is represented according to Figure 3.25c.
The Stoke’s vector is rotated back to the meridian plane with a rotational angle (-γ). This rotation angle
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is evaluated using the updated direction cosine for the photons new direction as defined by Equa-
tion (3.37) in Section 3.1.3. The rotation matrix R(−γ) is according to:

R(−γ) =


1 0 0 0
0 cos(2γ) −sin(2γ) 0
0 sin(2γ) cos(2γ) 0
0 0 0 1

 (3.33)

• The final Stoke’s vector after the scattering event in the reference meridian plane is according to:

Sscat = R(−γ) M(Θ) R(Ψ) Si nc (3.34)

STEP 6: Update direction cosine and evaluate rotation angle γ
As a final step for the next photon scattering event (in multiple scattering) the direction of the scattered pho-
ton is updated. The trajectory is updated for the photon along the next scattering direction. The new direction
cosines are represented as û. This is evaluated using the scattering angleΘ and the rotation angleΨ, and the
current direction cosines are represented as [ux ,uy ,uz ], this gives the new direction cosines according to

In case the value of the direction cosine element along z-direction |uz | ≈ 1:

ûx = sinΘcosΨ

ûy = sinΘsin2Ψ

ûz = cosΘ
uz

|uz |

(3.35)

In all other cases of uz :

ûx = 1√
1−u2

z

sin(Θ)
[
ux uy cos(Ψ)−uy sin(Ψ)

]+ux cos(Θ)

ûy = 1√
1−u2

z

sin(Θ) [ux uz cos(Ψ)−ux sin(Ψ)]+uy cos(Θ)

ûz =
√

1−u2
z sin(Θ)cos(Ψ)

[
uy uz cos(Ψ)−ux sin(Ψ)

]+uz cos(Θ)

(3.36)

The rotation angle γ is used to obtain the Stoke’s vector in the meridian reference plane from the scatter-
ing plane for the new scattered position. The angle γ is evaluated according to Equation (3.37) provided by
Hovenier [36]:

cosγ= −uz +uz cosΘ

±
√(

1−cos2Θ
)(

1−u2
z
) (3.37)

STEP 7: Photon Life
The above steps are repeated until one of the boundary conditions are reached. The photon is traced along
its multiple scattering events until the photon flux decreases, where the extinction is checked as a weighted
factor given by the absorption coefficients as evaluated in Section 3.1.3. The other boundary case is if the
scattered photon new location is outside the defined top or bottom layers that is Z>Ztop [km] or Z=0 [km]. In
either case, there is no photon left and the last known Stoke’s vector is rotated one final time onto the plane
that contains the detector. The detector frame rotation is defined by the angle (ϕ) and the rotation matrix
R(ϕ). The final Stoke’s parameters as seen by the detector is given by SD . These give the internal field with
respect to the detector plane.
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(a) Si nc (b) S′ = R(Ψ) Si nc

(c) S" = M(Θ) R(Ψ) Si nc (d) Sscat = R(−γ) M(Θ) R(Ψ) Si nc

Figure 3.25: Scattering and Rotation matrices to evaluate the Stoke’s vector in new scattered photon direction

ϕ=− tan−1
(

uy

ux

)
SD = R(ϕ) Sscat

(3.38)

The degree and angle of linear polarization are evaluated using this method, and the results from the
forward model are discussed in Chapter 4.
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A day on Saturn lasts 10 hours,
Just like Saturday and Sunday on Earth.

:)
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Introduction
For the forward model described in Chapter 3 the results are obtained for the internal field and polariza-
tion information retrieval, and these results are discussed for Saturn’s and Venus’s atmosphere models in this
chapter. The results for diffuse flux in general (otherwise specified) are plotted as a function of the altitude
and the solar zenith angle. For this, the detector is assumed to be descending along the zenith axis of the
meridian reference frame, with the viewing direction (integrated over 0 to π) along the horizontal plane of the
descent profile. All notations start with the initial meridian reference plane as X-Z plane. For evaluating the
degree and angle of linear polarization, the Stokes formalism is used. This is done as a function of the view
angle 0 to π and as the detector is moved along the zenith axis towards the bottom in the meridian reference
frame.

4.1. Diffuse flux evaluation
The solar radiance Fp available at the planet can be evaluated according to Equation (4.3). The solar lu-
minosity is evaluated assuming a black-body radiation. For this, black-body radiation with unit area and
a temperature of 5800[K] is assumed, and using the Stefan-Boltzmann equation the radiation luminosity is
evaluated according to Equation (4.1).

SS =σT 4
sun

SS = (5.67×10−8 W m−2K −4)(5800K )4

SS = 63×106[W m−2]

(4.1)

This black-body radiation luminosity is then extended to the Sun’s radiation area according to Equa-
tion (4.2)

LS = SS 4πr 2
s

LS = 63×106 ·4π · (695.7 ·106)2

LS = 3.832×1026 W

(4.2)

where, LS is the solar luminosity emitted by the Sun, rs [m] is the mean radius of the Sun

Fp = LS

4πd 2
p

[W /m2] (4.3)

where, Fp [W /m2] is the solar radiance at a heliocentric distance dp [m] from the Sun.

The solar radiance available at the planet’s, considering the mean distances from the Sun gives a total
flux for Venus’s as 2614.37 [W /m2] (@ dp = 108× 106[km]) and at Saturn the total flux is 14.91 [W /m2] (@
dp = 1.43×109[km]). The total flux is converted to the number of photons that illuminate a unit area per sec-
ond. This conversion is also necessary as the photon density is required to evaluate the number of electrons
generated at the detector and the signal to noise ratio budget. Each photon at a specific wavelength has a
distinct quantum or energy according to Equation (4.4).

Ep = hc

λ

Np = Fp

Ep

Np = Fp ·λ ·5.03×1015[1/(m2 · s)]

(4.4)

where λ [nm] is the wavelength of interest. From this the total number of photons considering a wave-
length of 0.7[µm] (in the visible wavelength region, the region of interest (0.4 to 1.0[µm]) for studying the
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Saturn Venus’s
Mean distance from Sun (dp ) 1.43 ·1012[m] 108 ·109[m]

Mean Solar radiance(Fp ) 14.91 [W /m2] 2614.37 [W /m2]

Avg. number of Photons
5.25 ·1019 [m−2s−1] 9.2 ·1021 [m−2s−1]
1−8 ·1019 [m−2s−1]
(@λ= 0.1−1.0µm)

1−14 ·1021 [m−2s−1]
(@λ= 0.1−1.0µm)

Table 4.1: Solar radiance at the planet’s with mean orbital distances

aerosols for Saturn’s atmosphere). The number of photons per unit area per second for Saturn is obtained as
NSp = 5.25×1019 photons, and for Venus’s NVp = 9.2×1021 photons. The different parameters for each of the
atmospheres, Saturn and Venus’s are summarized in Table 4.1

4.1.1. Diffuse Flux at Saturn’s atmosphere
The diffuse flux is evaluated as described earlier in Chapter 3. The results are tabulated for different Solar
zenith angles at a step value of 10◦. The diffuse fluxes are evaluated at different wavelengths. The following
observations can be inferred about the diffuse flux plot obtained from the forward model.

Figure 4.1 and Figure 4.2 shows the percentage diffuse flux to the total incident solar flux at various zenith
angles (0◦ < θz < 90◦) at increments of 10◦ as a function of the altitude. Most of the diffuse flux is from scat-
tering in the cloud layers. The diffuse flux is dependent on the position of the detectors with respect to the
Sun (solar zenith angle). The diffuse flux is higher in the lower layers when the sun is at the highest in the
sky (solar zenith θz = 0◦). At solar zenith angle θz = 0◦ the diffuse flux in the lower layers is maximum, in the
order of 16% at λ= 0.6µm and 10−4% at λ= 1.0µm as seen in Figure 4.1. Whereas, the diffusion in the upper
layers at this solar zenith angle (θz = 0◦) is 0.13% at λ= 0.6µm and 4·10−4% at λ= 1.0µm as seen in Figure 4.2.

The penetration of the solar radiance decreases as the Sun reaches the horizon, decreasing the number of
photons available at the lower layers, and increasing the photons available in the upper layer that is scattered
as seen in Figure 4.2. When the Sun is at the horizon (taking θz = 80◦) the diffusion in the lower layers is 2%
at λ= 0.6µm and 0 at λ= 1.0µm as seen in Figure 4.1. Whereas, the diffusion in the upper layers at this solar
zenith angle (θz = 80◦) is 0.27% at λ= 0.6µm and 0.002% at λ= 1.0µm as seen in Figure 4.2.

As the Sun reaches the horizon from the highest point in the sky (θz changes from 0◦ → 80◦), the diffuse
flux increases in the upper layers from 0.13% → 0.27% @λ= 0.6µm and from 4·10−4% → 0.002% @λ= 1.0µm .
At the same time the diffuse flux decreases in the lower layers from 16% → 2% @λ= 0.6µm and from 10−4% →
0 @λ= 1.0µm

Diffuse flux as a function of Wavelength at Saturn’s atmosphere
The solar flux [W /m2] reaching a planet’s outer atmosphere varies as a function of wavelength. The photons
that reach the atmosphere undergoes certain factor of absorption which varies as a function of wavelength
and based on the composition of the atmosphere. On Earth, the solar flux at the top layer of the atmosphere
and the direct flux density [W /m2] at the sea level is shown in the Figure 4.3. The direct flux reaching the
bottom depends on the wavelength and this is due to absorption and scattering or diffusion of flux in the
atmosphere.

In the forward model developed for the current research, a methane absorption spectrum for each layer
was evaluated as described in Section 3.1.1. The diffuse flux in these layers also governs the total radiation
that shall reach the bottom of the atmosphere. The simulation results for the diffusion due to aerosol and

1Layer 1 = gas layer (178-550km)
2Layer 2 = ammonia haze layer (136-178km)
3Layer 3 = ammonia ice cloud layer (95-136km)
4Layer 4 = no aerosol, gas layer (71-95km)
5Layer 5 = ammonia hydrosulfide layer (30-71km)
6Layer 6 = water ice cloud layer (0-30km)
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(a) @λ= 0.6µm

(b) @λ= 1.0µm

Figure 4.1: Diffuse flux as a function of solar zenith angle (0◦ < θz < 90◦) at increments of 10◦ in lower layers of Saturn @λ= 0.6µm and
@λ= 1.0µm. Higher diffuse flux in lower layer at θz = 0◦

molecule scattering in each layer are shown in Figure 4.4. The average diffusion is 0.12% (0−0.6µm) in the
ammonia haze layer (layer2 in the model) and 0.15% (0.4−2.5µm) in the ammonia ice clouds layer (layer3 in
the model), in the lower layer (layer3-6) the diffusion is zero, as no photon or a very small number of photon
reach these layers due to absorption, scattering and reflection in the upper layers.

It can be observed from the forward model that the diffuse flux is higher in the layers with haze or cloud
particles and has less or no diffuse flux in the layers that contains only the gas molecules. The gas molecule
scattering is high at small (0.1− 1.0µm) wavelengths and the aerosol scattering present in the clouds and
hazes is higher at higher wavelengths (1.0−2.5µm), which is evident from the scattering thickness evaluated
in Chapter 3.

The polarization nephelometer instrument for Saturn aims to measure the aerosol microphysical prop-
erties in the visible wavelength region. From the diffuse flux plot Figure 4.4, it can be seen that the available
diffuse flux density is less in the visible region, in case no source is carried on-board it shall be really optimistic
to measure the aerosol properties for all the layers. However, measuring the ammonia haze and ammonia ice
cloud properties from the natural diffuse flux might be possible as these layers display the highest diffusion
at small wavelengths.

4.1.2. Diffuse Flux at Venus’s atmosphere
The diffuse flux at Venus’s is evaluated in a similar procedure to that of Saturn. The Venus’s atmosphere re-
ceives Solar radiance (number of photons per [m−2]) a factor of 106 higher than the Saturn’s atmosphere. The
diffuse flux is also higher indeed in Venus’s atmosphere. The diffuse flux as a function of solar zenith angle at
λ= 0.7µm & λ= 1.0µm is shown in Figure 4.5 and Figure 4.6. The diffusion flux is very high in the top cloud
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(a) @λ= 0.6µm

(b) @λ= 1.0µm

Figure 4.2: Diffuse flux as a function of solar zenith angle (0◦ < θz < 90◦) at increments of 10◦ upper layers of Saturn @λ = 0.6µm and
@λ= 1.0µm, Higher diffuse flux in upper layers as Sun reaches the horizon θz = 80◦

Figure 4.3: Absorption spectrum for Earth [image source:[7]]

regions (the upper layers).

Figure 4.5 and Figure 4.6 shows the percentage diffuse flux to the total incident solar flux at various zenith
angles (0◦ < θz < 90◦) at increments of 10◦ as a function of the altitude. At solar zenith angle θz = 0◦ the
diffusion in the lower layers is maximum of 6.9% at λ = 0.6µm and 6.6% at λ = 1.0µm as seen in Figure 4.5.
Whereas, the diffusion in the upper layers at this solar zenith angle (θz = 0◦) is 4.2% at λ= 0.6µm and 4.3% at
λ= 1.0µm as seen in Figure 4.6.
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Figure 4.4: The average diffuse photon density flux [W /m2/µm] as a function of wavelength for each layer for Saturn.

(a) @λ= 0.6µm

(b) @λ= 1.0µm

Figure 4.5: Diffuse flux as a function of solar zenith angle (0◦ < θz < 90◦) at increments of 10◦ in lower layers of Venus @λ= 0.6µm and
@λ= 1.0µm. Higher diffuse flux in lower layer at θz = 0◦

As the Sun reaches the horizon the total diffuse flux in all the layers reduce, however, the lower layer see’s
a higher reduction in the diffuse flux than the upper layers. As seen from the Figure 4.5 and Figure 4.6.
When the Sun reaches the horizon from the highest point in the sky (that is θz changes from 0◦ → 80◦), the dif-
fuse flux in the lower layer reduce from, from 30% → 7.0% @λ= 0.6µm and from 17.4% → 2.87% @λ= 1.0µm.
At the same time the diffuse flux in the upper layers changee from 5.3% → 0.29% @λ = 0.6µm and from
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0.6% → 0.02 @λ= 1.0µm.

(a) @λ= 0.6µm

(b) @λ= 1.0µm

Figure 4.6: Diffuse flux as a function of solar zenith angle (0◦ < θz < 90◦) at increments of 10◦ upper layers of Venus @λ = 0.6µm and
@λ= 1.0µm, Higher diffuse flux in upper layers as Sun reaches the horizon θz = 80◦

Diffuse flux as a function of Wavelength at Venus’s atmosphere
For Venus’s atmosphere the diffuse flux is sufficient enough and the direct measurement nephelometer con-
cept presented in this research can profile the aerosol properties for all the layers of Venus using this natural
sunlight. From the Figure 4.7 it is seen that the diffusion is of higher percentage in the middle cloud regions.
The Venus synthesis report from [39] also speculated the same from the Pioneer Venus probe data.

4.2. Internal field evaluation
The state of polarization of the scattered light is required to determine the microphysical properties of the
aerosol and haze particles. The nephelometer modulates the polarization information into a sinusoidal wave
as discussed in Chapter 2. In the data retrieval during the post-processing, a demodulation technique is used
to retrieve the polarization information. The forward model evaluates the polarization information in terms
of Stokes vector. Following this, the Stokes vector is converted to the degree and angle of linear polarization
as discussed in Chapter 2.

4.2.1. Saturn’s polarization field
The forward model has been used to evaluate the attenuation in the degree of polarization for various scatter-
ing orders. This shall be used to estimate the possible scatter orders until which the degree of polarization can
be easily discerned. The attenuation of the degree of polarization is traced for the ammonia ice cloud layer
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Figure 4.7: The average diffuse photon density flux [W /m2/µm] as a function of wavelength for each layer for Venus.

for several scatter orders by integrating the measurement over different solar zenith angles and is shown in
fig. 4.8 for λ = 1.1µm. It can be observed from the forward model that the degree of polarization evaluated
from diffuse flux follows the same trend or pattern over several scattering orders.

Figure 4.8: Degree of linear polarization as a function of viewing angle from the forward model integrated over different solar zenith
angles for ammonia ice cloud layer (@λ= 1.1µm)

The polarization nephelometer can discern the particle microphysical properties if the degree of polariza-
tion retains its resolution as a function of viewing angle over multiple scatterings. This means that instrument
must be able to learn and differentiate the peaks and zero-crossing of the degree of polarization, this also
means that a lower signal to noise precision value is sufficient. The degree of polarization remains constant
after a certain number of scatters or in another case the degree of polarization attenuates completely to zero
over multiple scattering due to reducing flux density. The degree of polarization as a function of viewing angle
is shown for different cloud layers at λ= 1.0µm in Figure 4.17. It can be observed that the zero crossing points
shall remain the same, but the degree of linear polarization Pl reduces over multiple scattering for specific
particle composition and the wavelength at which it is measured. The zero-crossing of the degree of polariza-
tion Pl never change with respect to the view angle, If the direction of the reference axis is rotated by an angle
Θ after scattering, the intensity I and the circular polarization Stoke’s vector V are unchanged according to
Equation (4.8). The values of Q and I are relatively changed, however the term (Q2 +U 2) remains unchanged
and hence the degree of linear polarization Pl (

√
Q2 +U 2/I ) also remains unchanged. The flattening in Pl

with the increasing order is due to absorption leading to reduced photon flux after each scattering.
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I ′
Q ′
U ′
V ′

=


1 0 0 0
0 cos(2Θ) sin(2Θ) 0
0 −sin(2Θ) cos(2Θ) 0
0 0 0 1




I
Q
U
V

 (4.5)

Q ′ =Q cos(2Θ)+U sin(2Θ) (4.6)

U ′ =−Q sin(2Θ)+U cos(2Θ) (4.7)

Q ′2 +U ′2 =Q2 +U 2 (4.8)

Figure 4.9: Degree of linear polarization reconstructed from the zero crossings and peak amplitudes by measuring at 9 scatter angles
(2,13,70,96,126,136,140,143,180 [degrees]) for ammonia haze at λ= 1µm

By measuring these zero crossing, peaks and valley amplitudes it shall be possible to deduce the particle
composition, even with the higher scatter orders, given that there is sufficient flux to measure in those layers.
The degree of polarization (black line) shows the single scatter order reference, and the colored line shows the
multiple scattering predictions from the forward model. The Figure 4.9 shows how a reconstruction could be
possible by just measuring the zero crossings and the peak or valley amplitudes for higher orders that occur
at specific scattering angles that are measured.

• NH3 Haze layer- This aerosol layer diffuse large percentage of the solar flux Figure 4.4, the degree of
polarization can be easily distinguished for higher scattering orders using the forward model. In the
model higher scatter orders are determined when the degree of linear polarization Pl is completely
flattened. In the atmosphere the scattering includes all scatter orders, for this current model the degree
of linear polarization per scatter orders is evaluated. At certain scatter order the photon flux reduces to
zero or the state of Pl is fixed and this is termed as highest scatter order.

• NH3 Ice layer- The diffuse flux available is very low and particles have low single scattering albedo. The
forward model evaluated that the prediction is possible for few scatter orders (<3) and attenuated to
zero for higher orders

• In the lower layers, the diffuse flux is very low and averaging the results produced a huge noise in eval-
uating the degree of linear polarization for the single scatter case and attenuating to zero for all other
scatter orders
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(a)
(b)

Figure 4.10: State of linear polarization for ammonia haze layer of Saturn’s model atmosphere at λ = 0.6µm. (a) degree of linear polar-
ization averaged per scatter order over the haze layer, (b) degree of linear polarization as measured from inside the ammonia haze layer
for higher scatter orders

(a) (b)

Figure 4.11: State of linear polarization for ammonia ice cloud layer of Saturn’s model atmosphere at λ = 0.6µm. (a) degree of linear
polarization averaged per scatter order over the ammonia cloud layer, (b) degree of linear polarization as measured from inside the
ammonia ice cloud layer for higher scatter orders

(a)
(b)

Figure 4.12: State of linear polarization for (a) ammonia hydrosulfide cloud layer and (b) other lower layer. of Saturn’s model atmosphere
at λ= 0.6µm.

From the forward model understanding, it can be deduced that with the lower precision of measurement
the peaks can be easily distinguished alongside by measuring the zero crossing points, which stay constant
over multiple scatter orders. This lower precision value can be used to obtain the integration time to have a
good signal to noise ratio (say SNR=10). The relation between the precision for measuring the polarization
information and number of photons required is given by the equation e(Q/I ) = e(U /I ) =p

2/N . Hence for a
precision of say 1% to measure the required polarization the number of photons required shall be 20000 pho-
tons per measurement and for a precision of say, 5% in DOLP the photons required is 800 per measurement,
which is also the signal to noise ratio required for this precision. The attainable SNR and the integration times
required are derived in Chapter 6.
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The degree of polarization attenuation over multiple scattering for the ammonia ice cloud layers @λ= 0.6
and 1.6µm. The degree of polarization evaluated from the forward model display signal noise @λ= 0.6µm for
higher orders, this is due to the lower diffuse flux available at this wavelength (see:Figure 4.4) in the ammonia
ice cloud layer (layer 3 in the model), and the simulation falls short of the required samples to have a smooth
signal.

(a) @λ= 0.6µm (b) @λ= 1.6µm

Figure 4.13: Degree of linear polarization for ammonia ice cloud layer of Saturn’s model atmosphere @λ= 0.6 and 1.6µm

The degree of polarization for ammonia ice cloud layer for a single scattered case for different wavelength
is plotted in the Figure 4.14a. The DoLP signal constructed @λ= 0.4µm is noisy given that the diffuse flux at
this wavelength in the ammonia ice layer is very less 0.01[W /m2/µm] (see Figure 4.4). The degree of linear
polarization also changes as a function of wavelength for the same particle composition as shown in the case
of multiple scattering as seen in Figure 4.14b, the diffuse flux is 0.1 [W /m2/µm] @ λ= 0.6µm, giving a noisy
signal and 0.24[W /m2/µm] @ λ= 1.6µm giving a more smooth signal.

(a) (b)

Figure 4.14: Degree of linear polarization for ammonia ice cloud layer single scattering order (a) Over all wavelengths [0.1−2.5µm] and
(b) multiple scatter displays noisy signal @λ = 0.6µm, that is due to the limited diffuse flux available @λ = 0.6µm in comparison to the
flux @1.6µm

It can be observed from the Figure 4.17 that the higher order scattering return to zero. The evaluation
from the forward model returned that the scattered flux is attenuated highly within few scatter events, and
the degree of polarization decreases to zero. However, form the model it is also derived that reconstruction
from multiple scattering processes with zero-crossing reference points and measuring the peaks, it shall be
possible to deduce the particle composition by correlating the measured data to the database generated at
different scatter orders from the forward model.

The degree of linear polarization for the ammonia ice clouds is shown for certain viewing angles deter-
mined by the forward model for reconstruction of the signals as a function of wavelength in Figure 4.15 for
single and multiple scattering. The percentage of polarization measured reduces with each scattering event.

The degree of linear polarization measured gives more information on the microphysical properties in
comparison to just measuring the intensity profile as a function of viewing angle as shown from the forward
model and is presented in Figure 4.16, the left side plots (a) represent the degree of polarization measured
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(a) Single scatter case (b) Multiple scattered case

Figure 4.15: DoLP as a function of wavelength (a) Single scatter case and (b) multiple scattering order for the ammonia haze layer at
viewing angles of 0◦, 15◦, 30◦ , 45◦ , 103◦, 138◦, 157◦

inside a cloud or haze layer, and the right side plots (b) show the intensity profiles measured inside a cloud or
haze layer.

(a) Degree of linear polarization inside the ammonia haze
layer

(b) Intensity profile inside the ammonia haze layer

(c) Degree of linear polarization inside the ammonia ice
cloud layer (d) Intensity profile inside the ammonia ice cloud layer

Figure 4.16: Comparison of Degree of linear polarization versus the intensity profile measured inside a cloud or haze layer for Saturn’s
atmosphere.
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4.2.2. Venus’s polarization field
From Venus’s model developed in Section 3.1.2, the state of polarization is evaluated using the forward model.
The results are similar to the observations from the Saturn model simulation. This demonstrates the adapt-
ability of the forward model to any planetary atmosphere and evaluates the internal field.

• Upper sulfuric acid haze: from the diffusion flux evaluated in Section 4.1.2, the flux available in the
upper haze, middle cloud and lower clouds is sufficient to deduce the internal field (see Figure 4.17a:)

• Middle sulfuric acid cloud (see Figure 4.17b:)

• Lower sulfuric acid cloud (see Figure 4.17c:)

• Lower sulfuric acid haze (see Figure 4.17d:)

(a) (b)

(c) (d)

Figure 4.17: State of linear polarization for ammonia ice cloud layer of Saturn’s model atmosphere at λ= 0.6µm

Figure 4.18: Degree of linear polarization Pl for (a) upper sulfuric acid haze layer , (b) middle sulfuric acid cloud , (c) lower sulfuric acid
cloud layer , (d) lower sulfuric acid haze layer of Venus’s atmosphere at λ= 0.6µm.
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Instrument Concept Versus Proposal

Science is a way of thinking
Much more than it is a body of Knowledge.

Carl Sagan
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Introduction
A functional prototype of a space instrument is a complex iterative development step, and purely based on
the designer’s experience with the science instrument, and confirming with the mission requirements such
as mass, power, and costs. The designer makes performance optimization on the initial prototype by altering
the properties and assessing the performance. This is repeated for several iterations until it reaches the re-
quired performance and confirms to the mission requirements.

In this chapter distinction between two instrument concept designs varied by the measurement tech-
niques implemented are discussed and a trade-off table is developed between these two instrument concepts
characteristics and how they confirm with the HERA mission requirements are presented. Design concept 1 is
derived from the current research, with the instrument measuring the aerosol microphysical properties look-
ing outside and utilizing the natural scattered sunlight for measurement in any planetary atmosphere. Design
concept 2 is from the nephelometer instrument proposal presented for Saturn’s probe in HERA mission, with
this concept the aerosol sample is collected in the instrument and utilizes a source onboard for measurement.

(a)
(b)

Figure 5.1: Polarization Nephelometer, (a) Design concept 1 that derives the aerosol micro-physical properties looking outside and uti-
lizing the natural scattered sunlight for measurement. (b) Design concept 2 where the aerosol sample is collected inside the instrument
and utilizes a source on-board for measurement

5.1. HERA Mission Requirement
The HERA mission will reveal new insights into the vertical structure of temperature, density, chemical com-
positions, clouds and hazes during descent in the upper and middle layers of Saturn’s atmosphere. According
to HERA mission, in situ exploration of Saturn’s atmosphere addresses two themes that are far beyond the
unique knowledge gained about Saturn currently: (1) the solar systems formation history and, by extension,
extra-solar planetary systems, and (2) various chemical and dynamical processes in atmosphere that affect
the vertical profile of temperatures, clouds and gaseous composition in planetary atmospheres[45].

The HERA mission includes a single entry probe for Saturn. For this objective, the probe consists of two-
tier instruments, Tier 1 instruments are for the highest priority science goals, which include a Mass Spec-
trometer (MS) and an Atmospheric Structure Instrument (ASI). The Tier 2 instruments are for low priority
science goals, which include Radio Science Experiment (RSE), Nephelometer, Net-flux radiometer (NFR). In
the following section, the mission requirements for the nephelometer in the tier 2 instruments are presented.
The general and science requirement of the mission presented here shall be valid for both the concepts.

Derived requirements for the polarization nephelometer concept 1
The above requirements are same for both the concepts, for the design concept 1 with direct measurement by
looking outside the probe from the current research, additional interface requirements have to be met. The
additional requirements for this concept come from the measurement technique implemented and these are
listed below:
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HERA probe Science Objective: To do an in-situ measurement of Saturn’s atmosphere and
derive its composition, location, thermal, and dynamical structure beginning from the
stratosphere to tropopause and shall continue into the troposphere to pressures of at least
10 bars

Entry Probe requirements
RQ_SR_01 The Hera probe will directly sample the condensation cloud decks and

ubiquitous hazes to pressures of at least 10 [bar], whose composition, al-
titude and structure remain ambiguous due to inherent difficulties with
remote sensing.

RQ_SR_02 The single entry location shall be Saturn’s Equatorial zone on the dayside
of Saturn and Earth-facing side[45].

RQ_SR_03 The launch sequence of the Saturn probe shall be from the basis of
Galileo probe Figure 6.19 and the probe shall have a descend time: 75-
90[min] (under a parachute)

RQ_SR_04 The probe descent altitude shall be from 100[mbar] (parachute deploy-
ment) to pressures at least 10[bar]

RQ_SR_05 The Nephelometer shall measure particle optical properties, size distri-
butions, number and mass densities, opacity, shapes, and composition
to derive the vertical structure, composition, and properties of Saturn’s
cloud and haze layers[45].

Table 5.1: Entry probe requirements from HERA mission

Performance requirements (Nephelometer)
Spectral requirement

RQ_SP_01 The spectral resolution of the instrument shall be in the range of 500 [nm]
in visible to near-infrared wavelength range (0.4 - 1.0 [µm])

RQ_SP_02 The spectral resolution of the spectrometer used in the nephelometer
shall be larger than the modulation period of the polarization signal .

RQ_SP_03 The degree of linear polarization accuracy required is 0.005 (0.5%), that
shall derive the inbound fluxes within a few t.b.d nm resolution, and de-
gree and angle of linear polarization within 10-20 nm resolution.

Table 5.2: Performance requirements related to the Nephelometer instrument on a Saturn Probe

Budget requirements
RQ_MS_01 The instrument mass shall be less than or equal to 2 [kg]
RQ_PW_01 The instrument power shall be less than or equal to 2 [W]
RQ_DR_01 The instrument data volume shall be less than 810 kbit, and the data rate

per optical head shall be less than or equal to 10 [bps]

Table 5.3: Budget requirements related to the Nephelometer instrument on a Saturn Probe

5.2. Instrument Design Concept from Research
The measurement design concept 1 is to measure the solar irradiance that is scattered in the atmosphere,
and the internal field of the scattered light was evaluated in the first part of the current research. In this,
the diffused flux is measured by pointing the optical heads outside. In this method, the nephelometer mea-
sures multiple scattered light rather than single scattered light. The advantages of this method are that the
amount of atmospheric aerosol sample measured over the altitude is higher in comparison to the proposed
concept 2 where the sample is restricted to the scatter volume and limited by the integration time of sample
collections methods. The disadvantage of measuring direct diffused flux is that the diffused flux available for
measurement is less in the middle/lower cloud regions of Saturn, Figure 5.2 shows the measurement tech-
niques followed by the possible mounting configuration of the optical head for measuring the direct flux. The
instrument anatomy for the measurement and the nephelometer components are shown in Figure 5.3.
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Derived requirements (Nephelometer concept 1)
Position and orientation requirements

RQ_PO_01 The probe position along the descent altitude shall be known within an
accuracy of TBD [m]

RQ_PO_02 The descent velocity of the probe is known within an accuracy of TBD
[m/s]

RQ_PO_03 The probe orientation with the solar zenith angle is known within an ac-
curacy of 0.01◦

Coverage requirements
RQ_CR_01 The number of view angles for the nephelometer shall be not less than

15 (derived from the forward model)
RQ_CR_02 The Field of View (FOV) for each optical head shall not be smaller than

1◦×1◦ (from FlySpex instrument[[66]])
RQ_CR_03 The viewing direction shall be parallel to the horizontal plane in the di-

rection of the descent
Interface requirements

RQ_IR_01 To measure the diffused flux from the atmospheric particles the neph-
elometer shall be located outside of the payload, and situated on the low-
est part of the probe

RQ_IR_02 The optical head exposed to the outer atmosphere in the probe shall have
thermal insulation to obtain a constant temperature of TBD [K] during
the complete operation time

Table 5.4: Derived interface requirements for polarization nephelometer concept 1

(a)

(b)

(c)

Figure 5.2: Nephelometer measurement design concept 1 with diffused flux as the measurement source and with the optical head mea-
suring the diffused flux directly (a) and (b) possible structural arrangement concept for the optical heads mounting (c) Similar illustration
from the FlySpex instrument prototype.[image source: [66]]
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Strawman concept 1
The measurement concept 1 of directly sampling the atmosphere aerosol does not require an onboard source
and sample acquisition subsystems. The optical head is located outside the probe. An optical fiber setup is
used to transmit the modulated flux spectra from the optical head to the spectrograph. The spectrograph then
focuses different wavelength on to a detector, the detector converts the incident photon to electrons that the
nephelometer computer shall interpret the strengths at different wavelengths. The drawback of this method
is for measuring low flux density planetary atmospheres, where the integration times are higher followed by
larger background noise. In addition to these, the system throughput accounts for a larger percentage of
attenuation, there are several components that contribute to the attenuation on the instrument side both the
optical and electrical path, each of these are discussed in Chapter 6.

Figure 5.3: Measurement technique of the polarization nephelometer research using Strawman design concept1

• The Solar irradiance at the atmosphere for Saturn is 5.25×1019 [1/(m2·s)] and Venus 9.2×1021 [1/(m2·s)]
(from Table 4.1). In this method, the Solar irradiance diffused through the dense clouds is used as the
source for measuring the scattered light as shown in Figure 5.2. The internal field in Saturn’s and Venus’s
model was evaluated and presented in Chapter 4.

• The FOV of the nephelometer instrument restricts the reconstruction of the linear polarization infor-
mation. The more angles measured the better the reconstruction is [see Figure 4.9 ]. Each optical head
from FlySpex [66] prototype is 1◦×1◦ and can be currently considered as the minimum field of view for
our analysis. The view angles are derived from the forward model for several particles sizes and compo-
sition. The zero crossing points, peaks, and valleys at certain view angles don’t change upon multiple
scattering, by measuring at these angles the reconstruction is possible with a best-fit method of the
current model as elaborated in Chapter 4. The forward model evaluated the minimum view angles to
be measured for all the layers according to
– Venus : 0◦, 10◦, 50◦, 80◦, 90◦, 110◦, 120◦, 130◦, 140◦, 150◦, 160◦,170◦ and 180◦
– Saturn : 0◦, 10◦, 20◦, 40◦, 60◦, 80◦, 90◦, 103◦, 138◦, 157◦, 160◦, 165◦, 170◦ 175◦, and 180◦

• Two optical fibers are used to transmit the spectral modulated signal on to a spectrograph. Thermal ef-
fects on the power transmission efficiency and bend in the optical fibers, connector losses are discussed
in Chapter 6.

• A spectrograph is used to obtain the required spectral resolution in the visible wavelength region. The
attenuation is higher at fiber spectrograph interface. The attenuation and efficiencies of gratings are
discussed in Chapter 6.

• The instrument used in low flux conditions require high integration time as seen in the case of Sat-
urn’s atmosphere. The detectors with high quantum well capacity are compared that can provide a
good signal to noise ratios budget of >10 that defines the minimum required photons (SNR - value) for
reconstruction of the signal.

5.3. Instrument Design Concept from Proposal
The measurement technique in the design concept 2 from the proposal to HERA mission shall collect the
aerosol sample inside the instrument and measure single scattered light and uses the onboard source light (a
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broad bandwidth LED or laser source) for this purpose. The source light is used to illuminate a sample of at-
mosphere particles collected in the scattering volume, and the so assumed single scattered light is measured
by the optical heads mounted on a ring and are located at different scatter angles as shown in the Figure 5.1b.
This concept is similar to a scaled version of the test bench laboratory setup of the nephelometer experiment
Figure 5.4b done by Muñoz [46].

(a)
(b)

Figure 5.4: Nephelometer concept 1 with an on-board broadband source light, (a) Scaled version of the Saturn probe on-board neph-
elometer concept, (b) Laboratory nephelometer concept

Strawman concept 2
The measurement design concept 2 of measuring single scattered light through a scattering volume, requires
a sample acquisition systems to collect the aerosol sample and an onboard light source as depicted in Fig-
ure 5.5. This measurement design concept 2 requires orifice that is projected outside to have an in and
outflow of the aerosol sample. The nephelometer shall be partially located outside to sample atmospheric
particles and on the lowest part of the probe, to avoid any biasing of the samples due to the flow around the
probe[45]. The sample is acquired in a scattering volume and a broadband source is used to illuminate this
sample. The optical head shall capture the single scattered flux. Two optical fibers are used to transmit the
modulated flux spectra to the spectrograph and then to a detector.

Figure 5.5: Measurement technique of the polarization nephelometer proposal using Strawman design concept2

• Aerosol sample flow to the scattering volume: this is the volume at the center of the arc. The arc has
the optical heads mounted on them in a circular fashion as shown in Figure 5.4a. The sample is guided
to the scattering volume with the help of a guided tube. The guiding tube consists of a chamber that
initially collects the sample through the aperture (orifice) and then is guided to the scatter volume.
The sample is collected until measurable density is reached within the scatter volume and then mea-
sured. The sample is let out through an exit chamber, and a new sample is collected again as the probe
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descends to the lower layers. There are several ways to collect the sample, inertial collectors, such as
cyclones Figure 5.6a that use vortex spinning that spirals down towards a grit and as it reaches the
bottom the spin reverses and smaller size particles spin in the opposite direction and exit. The spiral
motion and the grits size can be tuned for the interest of aerosol particle size needed to collect. The
other method is using Impactors Figure 5.6b that work on the principle that the airstreams are straight
and when an impact plate is inserted in between, the larger particles collide due to inertia and the sam-
ple particles can be collected at different impact plates based on the particle size. This inertia based
sample acquisition is not suitable for the current mission, due to particle collision with the impactor
plate. Using a capillary action, a similar sample collection is done in the MAVEN mission to Mars, mass
spectrometer NGIMS instrument [42].

(a) Cyclone

(b) Impactors

Figure 5.6: Aerosol sample acquisition instruments using inertial techniques.[image source: [1]]

• The scattering volume is illuminated by a broadband (400 to 900nm) light source LED/Laser, the stabil-
ity of this LED source is characterized before launch, and a high coherent light emitting diode is used
for calibration using the fixed optical head at 0◦.

• The collection optic heads are mounted on an arc that is structured around the scattering volume. The
proposal considers measuring the single scattered light from the samples at 10 angles
– Saturn : 0◦, 12◦, 30◦, 50◦, 70◦, 90◦, 110◦, 130◦, 150◦, 170◦

• Two optical fibers are used to transmit the spectral modulated signal on to a spectrograph then on
to a detector. The detector sensitivity has less importance as a very high signal to noise ratio can be
attained with the source carried onboard. The only background noise that can reach the detector is the
instrument noise and the dark current effect.

5.4. Trade-off matrix
Analyzing the weakest parts of the two concepts detailed earlier to confirm the needs of the science require-
ments. The following comparison shall be drawn using a coarse scoring method to analyze the dissimilarities
in both the concepts presented. The baseline for the instrument principle shall remain the same to measure
scattered light and the polarization nephelometer shall modulate the flux spectra. These modulated spectra
are later used to derive the microphysical properties of the aerosol sample measured. The difference lies with
the aerosol sample volume and the source light used.

The trade-off Figure 5.7 is for performance criteria of the concepts for sample volume and the signal and
source flux strengths. The concept 1 measures the atmosphere aerosol directly and has the excellent volume
or range of various sample to measure, for concept 2 the sample is acquired within the instrument and the
volume is limited to system volume, and the range of aerosol particles collected is based on the surroundings
and descent path of the probe.
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The source used in concept 1 is the natural sunlight and the total flux available at Saturn is low in the up-
per clouds regions and very low or extinct in the lower cloud regions as evaluated by the forward model in the
current research Chapter 4. The concept 2 carries a source on-board and has an excellent source flux strength
to measure the sample. The diffused flux strength available for concept 1 is very low due to the multiple scat-
tering of the source light (sunlight). The diffused flux strength is very high as the source light undergoes only
a single scatter before it is measured.

Figure 5.7: Performance criteria trade-off table of the two polarization nephelometer concepts for Saturn’s atmosphere

The Figure 5.8 contains the design complexity trade-off for implementing the above concept instruments.
The complexity of concept 1 is with the location and placement of the optical head outside the probe for mea-
suring the diffused flux, as the design consideration has to take thermal effects, contamination and protection
of the optical head and additional electronics for heating. The optical head in concept 2 is placed inside the
instrument and complexity in here is with the sample acquisition system. Integration times over the sample
volume are much smaller for concept 1, and for concept 2 is limited by the sample acquisition system perfor-
mance.

The dynamic calibration effort is higher in concept 1 with the optical head-mounted outside. The optical
head has to be characterized on the ground for making a good fit from the calibration. Measuring the direct
flux and as well the polarization strength at 90◦ when the Sun makes a solar zenith angle of 0◦ with the in-
strument. For concept 2 the calibration is easier with an LED source carried onboard and the optical head is
inside the probe. For concept 2 the optical head will be characterized on the ground and as well dynamically
calibrated during the measurement. From the above trade-off table, it can be concluded that concept 1 has
the drawback of very low flux for Saturn’s atmosphere and is limited that is shall not meet the requirement
of measuring the lower cloud regions [10bar]. This concept shall have a better performance on Venus’s at-
mosphere as the Solar flux available is much higher than Saturn and concept 1 instrument can outperform
concept 2.
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Figure 5.8: Performance criteria trade-off table of the two polarization nephelometer concepts for Saturn’s atmosphere
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You can not teach a person anything;
You can only help him find it within himself.

Galileo

71
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Introduction
System signal to noise analysis is crucial to demonstrate the feasibility of the concept 1. Derive the integration
times and justify them using the signal to noise ratio budget. In this chapter, the polarization nephelometer
system throughput is presented for the concept 1. An instrument end simulation is described for the mea-
surement of the internal field evaluated in the first part of this research Chapter 4. A theoretical approach is
taken in the second part to evaluate the system throughput by analyzing the photon density along the optical
and electrical path of the instrument. In the current research, the system throughput analysis is done along
with a single channel and a particular view angle, this can be later extended to all the view angles that shall
be measured. The analysis is done over S/N, efficiency and various losses that occur in the signal along the
various optical and electrical components of the instrument. The various components through which the
diffused flux is transmitted to reach detector is presented in Figure 6.1 and each of these components is dis-
cussed in detail for their influence on the total system throughput.

Figure 6.1: Polarization nephelometer component arrangement for measurement

The optical head encodes the polarization information on to the modulating spectrum, the optical fiber
transmits the modulated flux to the spectrograph and then to the detector.

6.1. Optical head
The optical head of the Polarization nephelometer includes the optical elements needed for the polarization
spectral modulation as defined in Chapter 3. The optical head consists of an achromatic quarter wave re-
tarder, a multiple order retarder, and a polarizer. The retarder is an optical element that alters the polarization
state along the propagation of light, introducing phase shift along the two components of the electromagnetic
fields that are orthogonal, the phase shift is along the two orthogonal axes the fast (extraordinary ne ) and slow
(ordinary no) axis. The retardance (∆) of the optical element is defined as a function of the glass thickness
and the refractive index along the extraordinary and ordinary axis according to Equation (6.1). In general op-
tical elements with ∆= π are called the half-wave plate (HWP) and ∆= π/2 are called the quarter-wave plate
(QWP) retarders. The HWP alters the linear polarization state Q into U the polarization is mirrored along the
fast axis, whereas with the QWP the exchange of U with V states and vice versa occurs.

∆= 2π ·d

λ
(ne −no) (6.1)

6.1.1. Optical head losses
The retarders are constructed using a birefringent material such as quartz or mica material. An effect on the
retardance of the material leads to a deviation in the translation of the polarization information. There are
several errors identified by G.van Harten in his Ph.D. thesis[33] component vice for the optical head. There
are two major classifications of errors static (determined during calibration) and dynamic error (uncertainty
in errors after calibration).

Quarter-wave retarder (QWR) - The various static errors in the QWR that mostly affect the polarization
states are:

• Deviation in the retardance values as discussed earlier could lead to an incomplete transformation of
U into V. This affects the net amplitude of the modulated wave for U by ∼ 10−4
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• The other major error contributed is due to the stress in the birefringence material, causing a phase
retardation and reduction in modulation amplitude of U by ∼ 0.02

• The refractive index at the interface leads to differential transmission and introduces instrumental po-
larization along Q by a factor of ∼ 3 ·10−4

• The incidence of non-normal angles also introduces different phase shifts. Reducing the modulation
amplitude for U of ∼ 10−4 and instrumental polarization of ∼ 6 ·10−3

The dynamic errors introduced by the QWR are:

• The highest contribution to the dynamic error is the contamination on the surface, introducing ad-
ditional polarization. A 10nm layer of contamination can introduce uncertainties at non-incidental
angles in the amplitude of Q in the range of ∼ 6 ·10−5 of the degree of polarization is measured

• the temperature change could lead to stress changes in the birefringence and affecting the Q modulated
amplitude by ∼ 2 ·10−5/K

Multiple-order retarder (MOR) -The various static errors in the MOR that mostly affect the polarization
states are:

• The major error contribution, in this case, is the misalignment with the other optical elements in the
optical head namely QWP and the polarizer, any joint misalignment leads to a reduction in the ampli-
tude by ∼ 2 ·10−4 for Q and ∼ 4 ·10−5 for U

• The refractive index affects the modulation contrast by ∼ 2 ·10−4 for non-nominal incidence

• The differential transmission also introduces instrumental polarization for the Q modulated amplitude
by ∼ 3 ·10−3

The dynamic errors introduced by the MOR are:

• The MOR is more sensitive to temperature changes than the QWP. The temperature affects the retar-
dance of the birefringent material that introduces errors in the phase shift and also this in-turn intro-
duces error in the linear polarization ∼ 2 ·10−4/K

• The incidence angle uncertainty is found for in-homogeneous illumination for instantaneous FOV and
hence affecting the retardance and the phase shift introducing an uncertainty in the measured polar-
ization state intensity PL by a factor of <3 ·10−4

6.1.2. Optical head efficiency
The incident flux from the atmospheric model is presented in the Stokes formalism. The output signal (pho-
ton counts) from beam splitter analyzer is given by (I+ & I− ) and all the polarization information is stored in
the difference of these two signals I+− I− according to [61]:

I+− I− =Q fQ (t )+U fU (t )+V fV (t )+ c(I ,Q,U ,V )

ηl i n = 〈
fQ (t )2 + fU (t )2〉

ηci r =
〈

fV (t )2〉 (6.2)

where, fQ (t ), fU (t ), fV (t ) are the functions that are integrated over time during measurements and the value
reduces to zero over time, and c is independent of time. The linear and circular polarization efficiency (ηl i n

& ηci r ) depend on the measurement and the integration time to obtain a required polarimetric precision, by
varying the integration time of the measurement a value of ηl i n = 1 is possible theoretically. However this
is limited by the noise introduced by the instrument, the background source noise and the detector charac-
teristic such as the quantum well efficiency should be large enough for obtaining a high precision over the
complete integration time. The circular polarization affect was observed to be very minimal or had no affect,
this is neglected for the current research. The linear polarization efficiency defined by the functions fQ (t ) and
fU (t ) can be obtained from Chapter 3:
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I± (θ,λ) = 1

2
I0 (θ,λ)

[
1±Q0 cos(δMOR (λ,T ))+U0 sin(δQW P (λ,T ))sin(δMOR (λ,T ))

]
(6.3)

I+− I−
I++ I−

T =
[

Q0

I0
fQ (t )+ U0

I0
fU (t )

]
Where,

fQ (t ) = cos(δMOR (λ,T ))

fU (t ) = sin(δQW P (λ,T ))sin(δMOR (λ,T ))

T = transmittance of the unpolarized light

(6.4)

From the above equations, it can be concluded that the efficiency of the polarimeter head can be im-
proved by increasing the integration time (photon counts) of measurement. The number of photon required
can be deduced from the error budget [61] ε(Q0/I0) = ε(U0/I0) =p

2/N . In polarimetry for astronomy, it can
be found that if the polarization error is higher than 0.2% it is due to the photon statistics (N photon num-
ber). The other factor that influences the efficiency is the retardance of the optical head. The static and dy-
namic errors discussed earlier are the only major factors that attenuate the efficiency factor. The retardance
for a quarter wave retarder (QWR) and a multiple order retarder (MOR) as a function of wavelength using
quartz[28] and M g F2[27] was constructed in the FlySpex prototype instrument for the visible wavelength
range from 400-700[nm]. An optimization was done using the theoretical refractive indices of the materials
with some tolerances and the plot is presented in Figure 6.2a. This method produces efficiencies that are not
optimal, and are fully calibratable. The optical head transmission efficiency is plotted for the wavelength of
interest and can be seen that the optical transmission efficiency (ηl i n) is close to one

M g F2

n2
e −1 = 0.41344023λ2

λ2 −0.036842622 + 0.50497499λ2

λ2 −0.090761622 + 2.4904862λ2

λ2 −23.7719952

n2
o −1 = 0.48755108λ2

λ2 −0.043384082 + 0.39875031λ2

λ2 −0.094614422 + 2.3120353λ2

λ2 −23.7936042

(6.5)

Quar t z

n2
e −1 = 0.28851804+ 1.09509924λ2

λ2 −1.02101864 ·10−2 + 1.15662475λ2

λ2 −100

n2
o −1 = 0.28604141+ 1.07044083λ2

λ2 −1.00585997 ·10−2 + 1.10202242λ2

λ2 −100

(6.6)

(a) Retardance of 3/4-wave achromatic quarter plate.[image
source:[66]]

(b) The retardance efficiency for 0.2 to 2.5µm

The spectropolarimetric modulation technique advantage comes in here, in this instrument the polar-
ization optics and spectral optics are separated. The optical head encodes the polarization information on a
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spectral modulated signal. Hence simplifying the usage of spectral-analysis optics, to just an analysis of the
spectral resolution and range required. There are no effects of the instrument polarization after the optical
head. As no moving parts are used in the optical head the errors induced due to the thickness and the material
can be calibrated. It can operate over a large range of temperature without active control [66]. The encoding
of the polarization information is robust for any attenuation of the signal that occurs after the optical head.
The decoding could still successfully be done to obtain the Stokes parameters and the polarization informa-
tion. The throughput of the optical head encoding each inbound photon can be considered close to one, as
no information is lost after the optical head. The beam-splitter signals from the optical head are focused into
the two optical fibers using lenses. This method maximizes the light that is injected into the optical fiber.

The modulated diffuse flux after the optical head along the two channels [S+andS−] is as shown in Fig-
ure 6.3 for various view angles for the Saturn’s atmosphere in the ammonia haze layer. The modulated signal
in between the max and minimum of the two signal.

(a) Single scatter case

(b) Multiple scattered case

Figure 6.3: Modulated flux signal, maximum and minimum peaks for Saturn’s atmosphere (a) Single scatter case and (b) multiple scat-
tering order for the ammonia haze layer at viewing angles of 0◦, 15◦, 30◦ , 45◦ , 103◦, 138◦, 157◦, as measured after the optical head.

6.2. Optical fiber
The optical fiber transmits the spectral modulated signal to the spectrograph, for an efficient transmission
the optical fiber has to be checked for their performance in space instruments. There are several factors that
influence the attenuation of the optical transmission in the optical fibers. This is mainly classified as the
extrinsic and intrinsic attenuation losses. Further, the extrinsic losses due to the geometry and handling of
the fiber can be classified as bending, launching and connector losses. The intrinsic losses due to the material
type can be mainly classified as absorption and scattering losses and are proportional to the length ’L’ of the
fiber. Different kinds of intrinsic losses for a silicone based fiber, both theoretical and experimental values
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are shown in Figure 6.5.

Figure 6.4: Extrinsic and Intrinsic losses in an optical fiber

• Extrinsic losses

– Bending losses: The losses due to the distortions in the optical fiber fabrication, such as not having
a straight line core. The distortions caused by micro-bends, bubbles in the materials.

– Launching losses: These losses are due to the optical fiber not able to propagate the complete
incoming light. The coupling is defined by the acceptance cone of the optical fiber. At the other
end of the fiber, this is also defined by the coupling to the target output characteristics, there are
losses with how much light is propagated to the target output.

– Connector losses: The losses that occur at the coupling of the optical fiber with other materials
and also with itself when extended for obtaining higher lengths. The losses could be due to the
inconsistent core diameters, misalignment with the optical axis

ac (d) =−10dB log (η(d)) (6.7)

where η(d) is the coupling co-efficient, eg: mismatching diameters η(d) = d/D

• Intrinsic losses

– absorption losses: Theses are the losses due to the material impurities such as metal ions (ex:
Cu2+, Fe3+) and hydroxyl (OH–) ions. These losses are the exponential function of length. There
are several dehydration techniques used to reduce the amount OH ions. However, these impuri-
ties act as band-suppression filters, attenuating the signals at a particular wavelength (peak ab-
sorption)

– scattering losses: These again are due to the impurities and imperfections in the code cladding
junctions. These losses are also exponential functions of length Scattering losses arising due to
density fluctuation of the impurities

αscat = 8π3

3λ4

(
n2 −1

)2
kB T f βT (6.8)

where kB is Boltzmann constant, T f is temperature at which density fluctuations are frozen, βT is
the compressibility of the material.

αscat = 8π3

3λ4

(
δn2)2

δV

(
δn2)2 =

(
δn

δρ

)2 (
δρ

)2 +
m∑

i=1

(
δn

δCi

)2

(δCi )2
(6.9)

where δρ is the density fluctuation,δCi is the fluctuation of the concentration of the i th element.

Optical losses of an optical fiber also vary as a function of wavelength, the material property as detailed
above due to the OH ion groups, these are observed as the attenuation peaks at 1.24 and 1.39 [µm] due to the
absorption from OH group gas molecules as seen in Figure 6.5a.

The total attenuation losses can be evaluated for the instrument by adding up the individual losses in
the fiber according to Equation (6.10), following which the total Power budget can be evaluated using Equa-
tion (6.11) [13]:

aT OT = aC L ·NC L +aSL ·NC L +a ·L+aSM (6.10)
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(a)
(b)

Figure 6.5: Optical power transmission losses in an optical fiber. (a) various loses measured for a SiO2 fiber (b) spectral losses against
(1/λ4) (c) Transmission losses in the SiO2 optical fiber for theoretical and experimental evaluation

• aC L is the connector losses and NC L are the number of connectors used in total. Typical allowed value
of the connector losses is 0.75dB per connector. For the nephelometer instrument, two connectors are
required.

• aSL is the splice losses, NSl are the number of splicers used in total. Typical allowed value of the splicer
losses is 0.2dB per splicer. For the nephelometer instrument, one fusion splicer is required that fuses
the fiber from individual optical head to the common fiber that runs to the spectrograph.

• a·L is the intrinsic losses from scattering, absorption and bending losses determined from experiments,
and L is the length of the fiber
Single Mode fiber

– 1310 nm fiber loses 0.5 [dB/km].

– 1550 nm fiber loses 0.4 [dB/km].

Multi-Mode fiber

– 850 nm fiber loses 3.0 [dB/km].

– 1300 nm fiber loses 1.0 [dB/km].

• aSM is the safety margin included for compensating the losses due to temperature changes and radia-
tion effects. Typical value of 3dB is used.

Pout = Pi n ·10

(
− aT OT

10dB

)
(6.11)

where Pi n input optical power coupled to the fiber, Pout put optical power remaining after propagating length
L of the fiber, aT OT = total attenuation losses of the fiber in [dB/km]

The preliminary estimations of the losses in optical fiber for single and multi-mode fibers are presented
here.

• For a single mode fiber power budget

aT OT = 0.75[dB ] ·2+0.3[dB ] ·1+0.5[db/km] ·0.001[km]+3.0[dB ]

aT OT = 4.8005[dB ]

Pout = Pi n ·0.3311

(6.12)

• For a multi-mode fiber power budget

aT OT = 0.75[dB ] ·2+0.3[dB ] ·1+3[db/km] ·0.001[km]+3.0[dB ]

aT OT = 4.803[dB ]

Pout = Pi n ·0.3309

(6.13)
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Figure 6.6: efficiency’s and losses for an optical fiber

The throughput or efficiency of the optical fiber is 0.33 considering a 3dB noise safety margin budget. The
COTS optical fibers can be used and for the nephelometer instrument application and for their qualification
in space. The space systems engineering approach can be used to validate the component for space qualifica-
tion [21]. The first step is to develop system requirement, that define the critical component parameters and
that quantify the optical performance. Under this section, the power budget requirements are evaluated for
the optical fiber performance considering general fiber losses and various environmental requirements. The
second step is the environmental requirements such as the mechanical, thermal, and radiation effects (the
worst case conditions). Followed by a failure mode analysis that defines the boundary conditions and param-
eters for the COTS optical fiber. The final step is to develop the test methods and test plans to experimentally
validate the components through the failure modes and boundaries for the COTS fiber taken.

6.3. Spectrograph
Optical spectrometers split the intensity of light as a function of wavelength and frequency. This is done by
using the refraction or diffraction property of the light wavefront, and the delay of these wavefronts as they
pass through an optical medium such as prism and diffraction grating respectively. There are several optical
spectrometers that are used for astronomical observations according to and as detailed in [14]:

• Grating and phased arrays: These type of waveguides, continuously delay a part of the wavefront and
these wavefronts interfere constructively onto different location onto a detector. This are the most
commonly used in spectrometers due to their simple construction Figure 6.8a

• Fabry-Pérots and cavities, in these the wavefronts are progressively delayed over reflective surfaces and
are recombined later Figure 6.8b
Semi-integrated MEMS-based Fabry-Pérot spectrometers are commercially available. This type of MEMS
spectrometer allows for tuning the cavity to the desired wavelength, but have a limited spectral range
Figure 6.7. In [76] A second concept is discussed that used 16 Fabry-Pérot on the same chip and a fixed
cavity spacing, where the resolution can be reached to a few hundred. These MEMS-based FP can be
used in an array for a higher field of view measurements, but are limited for usage due to moderate
resolution.

• Fourier transform spectrometers: Using Fourier transformation the wavefront is split into two parts
and with a variable delay they form interference fringes that are recombined Figure 6.8c
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Figure 6.7: MEMS based optical mini spectrometer

• Direct detection: Different detectors can directly measure the photon energy as a function of wave-
length

(a) (b)
(c)

Figure 6.8: (a) Grating and phased arrays, (b) Fabry-Pérots and cavities, (c) Fourier transform spectrometer

The resolution of the spectrometers is directly proportional to the delay caused by each waveguide as
a function wavelength according to R = λ

δλ . The direct detection is limited to resolution and the current
technology shall support only a resolution in the range of 5-100. The advantage of this technique is that
they require less number of pixels for detection. However, given this resolution range, it limits its usage for
nephelometer instrument. Fourier spectrometers are not used for nephelometer given the limitation from
the fringe patterns generated during interference and recombining. This brings us to the high-resolution
Fabry-Pérots and diffraction grating spectrometers.

6.3.1. Diffraction efficiency
The efficiency of a grating can be defined as energy flow of the incoming monochromatic source light that
is diffracted into the order being measured. The efficiency curve can be defined as the absolute or relative
efficiency of diffraction versus the diffracted wavelength at specific diffraction order ’m’. The peak occurs at
the blazing wavelength (λB ) as shown in Figure 6.9a

The diffraction efficiency of a reflection grating depends on the grating profiles factors such as the groove
depth, the grating period, the refractive index of the grating material. From theoretical evaluation gratings
with 100% efficiency are possible. However, practically this is not the case and there are other losses due to
the material construction and the environment surrounding the grating. The diffraction efficiency as a func-
tion of various grating profiles is shown in Figure 6.10a.

The transmission diffraction gratings also have good diffraction efficiency. The efficiency for transmission
grating was evaluated using rigorous coupled-wave analysis (RWCA) by [44] are presented in figure

The grating efficiency can be fine-tuned and optimized for a particular diffraction mode for a blazed grat-
ing, this method produces a good approximation for the diffraction efficiency at a particular order. Blazed
grating also known as Echelle grating is a special type of gratings, where the depth of the groves is optimized
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(a)
(b)

Figure 6.9: Diffraction grating efficiency. (a) A simplified efficiency curve E, as a function of diffracted wavelength at specific diffraction
order ’m’ [48], (b) Blazed grating geometry, where D is the blazed thickness

(a) (b)

Figure 6.10: (a) Maximum Transmitted First-Order (m=1) Diffraction Efficiency’s for Various Grating Profiles. Incidence is at first Bragg
angle, θ = 30◦ [44], (b) diffraction grating efficiency curves for different grating periods (optimized at specific blazed angle)

(a) (b) (c)

Figure 6.11: The diffraction efficiencies of the transmitted waves for pure transmission grating at (a) θ = 30◦, (b) θ = 60◦, (c) θ = 90◦

to produce maximum grating efficiency at a particular diffraction order. In evaluating the diffraction grat-
ing efficiency the following assumptions are considered. The simulation is carried using a monochromatic
incident. The corrugated region is considered to be infinitely long and periodic. All the incident waves are
taken to be planar wavefront. The classical diffraction analysis is conducted with the plane of incidence per-
pendicular to the grating grooves source, other incident angles are not considered. The grating surface and
the surrounding media are assumed to be isotropic in nature. The grating efficiency of a blazed grating is
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according to:

ηm =
[
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λT

(6.14)

where ηm is the grating efficiency at diffraction order ’m’, T is the grating period, ’n’ is the refractive index of
the material, ’d’ is the blaze thickness, and λ is the wavelength of the light

A performance evaluation of the blazed grating is done for the wavelength range of interest λ = 0 to 1.0
[µm] as a function of the blaze thickness (blaze wavelength) is presented in Figure 6.12. For the first simu-
lations the refractive index of the material is taken as 1.5 and a grating period of 3[µm], it is observed that
the blaze wavelength shifts to higher wavelength when the depth of the grooves is increased, also it is seen
that the mean efficiency (area under the curve) also increases with groove height. For the second simulation,
the refractive index was varied (different material), a grating period of 3[µm] and with a depth of the grating
groove as 1[µm] to have the blazed wavelength at the 500[nm] mid-point of the wavelength range of inter-
est. In the second case, a similar observation is seen, it is observed that the blaze wavelength shifts to higher
wavelength when the increasing the refractive index, also it is seen that the mean efficiency also increases
with refractive index.

An optimized value for the groove depth for different refractive indices is evaluated, to obtain the maxi-
mum mean efficiency over the wavelength. It is observed from the simulation that a mean efficiency of 50%
can be reached. The groove depth has to be decreased as the refractive index increases to obtain a nice Gaus-
sian distribution around the 500[nm] wavelength range. The optimal groove depth values are found to be,
d=1.868[µm] (n=1.3), 1.128[µm](n=1.5), 0.934[µm](n=1.66), 0.56[µm](n=2.0). By utilizing a blazed diffraction
grating for the spectrograph, with a blazing angle at 500 [nm] can produce an average efficiency of 0.5 over
the visible wavelength of interest.

(a) (b)

(c)
(d)

Figure 6.12: Diffraction grating efficiency optimized for specific mode as a function of blazing angle- (a) with varying the depth of the
grooves (n=1.5) (b) with varying the refractive index (the material used) (d=1.0[µm]),(c) Optimized groove depth for various materials
(different refractive index), (d) efficiency for different diffraction modes with depth D=1.128µm and refractive index n=1.55



82 6. System throughput Concept 1

6.4. Detector SNR budget
System throughput of a nephelometer instrument depends on several factors, the first factor is from the op-
tical part of the instrument, which includes the optical head, the optical fiber used for transmission and the
spectrograph. This optical setup efficiency provides a factor of how much light is reaching the detector. The
second part consists of the electrical part of the instrument a detector, the detector efficiency depends on the
amount of charge generated per photon termed as the quantum efficiency, this depends on the type of ma-
terial used for the detector, such as Silicon (Si), Mercury Cadmium Telluride (HgCdTe), Indium Antimonide
(InSb). The second’s parameter is the charge collection area, determined by the pixel size definition. The third
parameter is the charge transfer, this is the amount of the charge measured per pixel, the maximum charge
holding capacity of a detector is defined as the full well capacity [e−]. The fourth factor is the amplification
factor and the digitization of the charge collected per pixel (readout). The Figure 6.13 shows a comparison
table for various detector types, based on the four factors mentioned earlier. For the comparison theoretically
evaluated performance value are taken.

Figure 6.13: Comparison of different detector technologies, and advantages and disadvantage of these technologies.

The choice of detector follows from the optical throughput of the instrument and the source signal strength
and as well the required signal to noise (SNR). From the earlier section, the efficiencies and losses in the opti-
cal signal are evaluated. The optical throughput as a function of wavelength is evaluated from Equation (6.15)
and is shown in Figure 6.14. In this section, the efficiency and losses of a detector (electrical signal) are eval-
uated and finally, the complete system throughput is evaluated according to Equation (6.16)

PS = P0 ·TSP ·TOF ·TDG (6.15)

Where,
PS = The number of photons from the signal at the detector
P0 = The number of photons at the entrance of the instrument
TSP = transmission factor from the optical head
TOF = transmission factor from the optical fiber
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TDG = transmission factor from the diffraction grating

S = PS ·QE ·G · ti nt (6.16)

Where,
S = the electrical signal measured [e−] QE = The quantum efficiency of the detector, the amount of electrons
generated per photon collected
G = The amplification stage gain factor
ti nt = the integration time of detector

Figure 6.14: Optical throughput as a function of wavelength for the polarization nephelometer concept 1 (direct measurement).

The strengths and weakness of various detectors are compared in Figure 6.13, photodiode, APD (Avalanche
photodiode), CCD (Charge coupled device) have a higher sensitivity. However, photodiodes have very less
quantum efficiency and less stable with temperature, the higher operating voltage requirement and the non-
linear response of APD’s makes it not suitable for the low flux density measurement in the current direct
measurement concept 1. The sCMOS (scientific Complementary Metal Oxide Semiconductor) are very noisy,
less sensitive and have a very low dynamic range than CCD’s, the advantage is that each pixel has it’s own
readout register and have additional electronics on the same pixel. For this case like most of the astronomy
observations, CCD is used as the detector for the high QE, sensitivity and linear response over a high dynamic
wavelength range.

CCD is currently a standard device to measure and register an optical digital signal from domestic to sci-
entific purposes. The linear response of the CCD over a large wavelength range to the incident light makes
CCD a great advantage for using it in astronomy applications [75]. There are several types of CCDs available,
such as front0illuminated, back-illuminated, full frame and frame transfer [11]. In general, the characteristic
of CCD is known for its linearity, quantum efficiency, gain and with the current advancement in technology
readout noise can be reduced and with commercial CCD’s a value of 2−3e− is reached. The quantum effi-
ciency for these type of CCD detectors from many studies is shown in Figure 6.15a

The total noise is the sum of the individual noises according to:

Ntot al =
√(

S +n2
d ar k +n2

j +n2
th +n2

r eset +n2
pr eamp +n2

ADC

)
(6.17)

The noise contribution from the signal (shown in green) itself doesn’t affect the overall signal budget, the
noises shown in blue depend highly on the integration time and the errors scale with the increasing inte-
gration time. In low flux density measurement the integration time is crucial to have a good signal to noise
ratio (SN R > 10) that is the minimum requirement to reconstruct with some statistical approach, the noises
shown in blue shall be the type of noise that affects the SNR in the current research of direct measurement
concept 1. The remaining noises shown in orange are the fixed amount noise per readout and don’t change
over integration and can be compensated for the error introduced during static calibrations.
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(a)
(b)

Figure 6.15: (a) Quantum efficiencies of front-illuminated CCDs and back-illuminated CCDs optimized for short and long wavelengths
[17]. (b) Quantum efficiency of current and future CCD’d used in astronomy at Keck Observatory

6.4.1. SNR evaluation for Saturn’s atmosphere
In this section, two commercial detectors in general used for evaluating the signal to noise ratio at test bench
set-up for astronomical observations are used to do a comparative study for the current direct measurement
concept. The first detector is SBIG STXL6303E, which has a very high linear detector type as demonstrated
in [51]. The second detector is been used with SPEX prototype designing, as the current concept uses similar
modulation technique for the polarization information as done in SPEX instrument.

SN R = S · ti nt

Ntot al
(6.18)

CCD detector SBIG STXL6303E is used for the first analysis with a peak quantum efficiency of QE = 68%.
The linear response to the incident light of the detector was determined to be (R2 =99.99%), its effective gain
is at 1.65±0.01e−/ADU (ADU: Analog to Digital Units) and its readout noise is 12.2e−. This detector is pre-
cise for astronomical measurements and forms a good choice for baseline evaluation. The noise budget for
this CCD detector is in Table 6.1 and evaluated signal to noise ratio as a function of wavelength is shown in
Figure 6.16a

The signal to noise analysis using a CCD detector QImaging retiga 4000r[6] for secondary analysis. This
detector is similar to that of the COTS detector that was used for the SPEX prototype design [33]. The noise
budget is analyzed for the CCD and presented in the Table 6.2. The SNR is evaluated as a function of wave-
length and the detector chosen, with an integration time of one second. The SNR budget thus evaluated is
presented in the Figure 6.16b

(a) (b)

Figure 6.16: The SNR budget for each layer as a function of wavelength for Saturn’s atmosphere with respect to two CCD detectors
(a)using CCD detector SBIG STXL6303E and (b) uisng QImaging Retiga 4000r the integration time taken is ti nt = 1 milli-sec
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Signal Shot noise

Shot noise nshot
p

PS 451.3 e- PS = 2.0 · 105 TSP =
0.95,TOF = 0.33,
TDG = 0.85 (from
simulation)

Detector noise

Dark current
noise

nd ar k
√

Id ar k · ti nt /q 0.3e- [5]

Johnson
Noise

n j q−1
√

(2 ·kB ·T · ti nt /Rdi ode ) 1.79e- with Rdi ode =
1017ohms @ 298K

Thermal background signal

Thermal
noise

nth
√

Ith.bq · ti nt /q 0.73e- with Ith.bq = 8.6 ·
10−20 @ 298K

Electronics and Digital noise

Reset noise nr eset q−1p(k ·T ·C ) 13.5e- @ 20MHz [5]

Digitization
noise

nADC
LSBp

16
6.1e- 16 bit ADC, full well

100000e-

Total Noise 473.72e-

Table 6.1: Noise budget for the reference CCD detector SBIG STXL6303E

Signal Shot noise

Shot noise nshot
p

PS 451.3 e- PS = 2.0 · 105 TSP =
0.95,TOF = 0.33,
TDG = 0.85 (from
simulation)

Detector noise

Dark current
noise

nd ar k
√

Id ar k · ti nt /q 1.64e- [6]

Johnson
Noise

n j q−1
√

(2 ·kB ·T · ti nt /Rdi ode ) 1.79e- with Rdi ode =
1017ohms @ 298K

Thermal background signal

Thermal
noise

nth
√

Ith.bq · ti nt /q 0.73e- with Ith.bq = 8.6 ·
10−20 @ 298K

Electronics and Digital noise

Reset noise nr eset q−1p(k ·T ·C ) 12e- @ 20MHz [6]

Digitization
noise

nADC
LSBp

12
9.76e- 12 bit ADC, full well

40000e-

Total Noise 477.22e-

Table 6.2: Noise budget for the reference detector QImaging Retiga 4000r

Uncertainty analysis
From the SNR budget analysis using the two detectors to have SNR > 10 the integration time is > 1[msec]. The
uncertainty in the signal measured can be obtained from the SNR analysis, if the SNR is 100 then the mea-
sured signal is excellent and the error in signal is 1%, if the SNR is 10 then the error in the measured signal is
10%, this is the relative errors in the signal measured (1/SNR). A better estimate is the uncertainty estimation
for photometric observations done and can be obtained from the Equation (6.19) [41] or alternatively from
the magnitude uncertainty estimation Equation (6.20) [16]. The former method usually overestimates the
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uncertainty by a factor, while the later underestimates the uncertainty. Overestimation is always better and
is also a personal preference to have good signal sample at the end of the measurement.

δq1 =
√
σ2

BS−S +
(

1

SN R

)2

(6.19)

where, δq - uncertainty in the signal measured, and σ2
BS−S = the standard deviation of the flux measured

between the background signal and the actual signal being measured. Here the background signal is taken
as the unpolarized light intensity (Iunpol ) while the signal being measured is the polarized light intensity
(Iunpol ), a three sigma value is used for the evaluation here to find the worst case uncertainty value.

δq2 =±2.5log

(
1+ 1

SN R

)
(6.20)

The uncertainty analysis for the SNR evaluated earlier in this section for the two detectors compared using
both the uncertainty estimation is shown in Figure 6.17

Figure 6.17: Uncertainty in the signal measured with the second detector Table 6.2 from the SNR budget two cases are presented uncer-
tainty estimation method 1 (over estimates- Equation (6.19)), and method 2 (under estimates- Equation (6.20)).

For concept 1 to measure the diffuse/scattered flux, the signal to noise ratio at the detector has to be
sufficient enough to meet the requirement RQ_SP_03. From the earlier SNR budget evaluation for integration
time ti nt = 1[ms], it is seen that the uncertainty obtained with such signal to noise ratios is close to 10% for
much of the wavelength range and reaches >50% at certain wavelength, as seen at 1.0µm and wavelength >
2.0µm. The uncertainty has to be improved for the wavelength of interest λ= 0.4−1.0µm. This can be done
by either by increasing the integration times and/or by using the advanced CCD technologies that are present
such as the EMCCD (Electron Multiplying CCD) and the L3CCD (LowLight Level CCD). The uncertainties in
both the cases are discussed below and how the SNR increases for both the cases.

Scan line displacement and integration times
The nephelometer direct measurement concept is to measure the Pl in the horizontal plane of the descent
trajectory. In addition to the detectors noise the viewing geometry and the scanning sequence could induce
some misregistration in the signals and lead to errors. For the current nephelometer design the viewing direc-
tion geometry doesn’t introduce any errors such as the panoramic effect (curved flat effect), that is the sample
pixel size (Pc ×P ) increases when viewed at other than the normal view angle, that is the sample resolution
increases as the area viewed by the detector is higher. The viewing geometry changes with the winds that
are perpendicular to the probe inducing a drag on the probe along the descent trajectory. This needs actual
trajectory reconstructed from the probe data, and later a correction can be applied for reconstructing the ver-
tical structure of the atmosphere along this descent trajectory. The SNR budget is not affected much in this
cases. The scanning sequence could affect the SNR and increase uncertainty in the signal measured due to
the descent speed and displacement of the instantaneous scan line. The nephelometer detector on the probe
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scans through the atmosphere in a push-broom mode also know as along-track scanning. The instantaneous
scan line time along the descent of the probe should be less than the displacement time of the probe. This
instantaneous scan line time gives the upper boundary for the integration time.

(a) Nephelometer viewing direction along the horizontal
plane of the decent trajectory

(b) Galileo probe, descent and deployment sequence. Basis
for Saturn’s probe

Figure 6.18: The nephelometer direct measurement concept 1 in the horizontal plane using a push broom concept

Figure 6.19: Galileo probe, descent and deployment sequence. Basis for Saturn’s probe

The probe descent profile for the Saturn’s probe shall be designed similar to that of Galileo probe Fig-
ure 6.19. From the HERA mission, the estimated mass of the probe (descent module) from a dimensional
scaling and regression fit analysis is mp p = 199−215[kg ], and the deceleration module is 200 [kg], and the
preliminary studies give the foreshell with a 1m diameter [45]. The required Saturn’s probe descent time to
reach 10bar in the atmosphere is 75-90 minutes. The average decent velocity υ of the probe to reach 10 bar or
550 km (scale height height at Saturn for 10 bar) from the top of the atmosphere can be calculated according
to Equation (6.21):

υ=
∫ h

0 υ(h)dh

h

υ(h) =
√

2 ·mp p · g

ρai r ·Cd ·S Ap

(6.21)

where, υ = average decent velocity, h is the final altitude expected to reach = 550 [km], υ(h) parachute
terminal velocity at an altitude of h [m], mp p is the mass of the probe and the main parachute 250 [kg]
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(mp +15%mp ), g is the gravitational acceleration of Saturn = 10.44[m/s2], ρai r density of dry air evaluated at
Saturn’s pressure and temperature, for 1 [bar] and 134 [K] the ρai r = 0.190kg /m3, Cd is the drag coefficient of
the parachute and probe, S Ap is the surface area of the parachute, Cd ·S Ap is called as the drag area and from
the Galileo probe mission this is 5.921m2[59]. The average decent velocity derived with this configuration
was 67.1 [m/s] and a total decent time of 135.34 [min] with the main parachute from 0.5 [bar] to 10 [bar]. This
evaluation doesn’t consider the wind speeds in the Saturn’s atmosphere, which reach upto 400 [m/s]. The
decent velocity as a function of pressure is shown inFigure 6.20.

Figure 6.20: axis 1 atmosphere density as a function of pressure in Saturn’s atmosphere, axis 2 decent velocity of the probe as a function
of pressure

The nephelometer instrument measures the scattered light inside a cloud, the sampling volume shall be
very close to the probe. The sampling area for the optical head with a field of view of 1◦×1◦ is in the range of
0.03−3.5[m2] for a sampling distance of 10−100[m] from the probe. The Nephelometer in general measures a
sample of volume. For the current analysis the photons which reach from a sample area of 1m2 is considered.
The SNR budget evaluated earlier (see Figure 6.16) is an average value obtained when the signal is integrated
for ti nt = 1[mi l l i − sec] over a sample area of 1m2.

The scan line displacement during the integration time of 1 [milli-sec] can be derived from the average
decent velocity, and the displacement is 0.0671 [m]. The probe scan line displacement along the trajectory
is proportional to the integration time and given by ti nt ·υ. The time taken by the probe to descend to the
next scan area is ≈ 14.9[milli-sec]. This analysis shows that the higher integration time of >1 [milli-second]
is possible, but the effective sample area measured reduces and increasing the uncertainty of the sample set
integrated before moving to scan the next line. The integration time of 5 [milli-sec] gives a good SNR of >10
over the wavelength range (0.4−1.0µm). The improved SNR and reduction in uncertainties for both detectors
discussed earlier are shown in Figure 6.21.

Advancements in CCD technology
The CCD technology is used for astronomy observation more than ever as discussed earlier in this chapter.
In this section, the advancements in CCD, such as EMCCD and L3CCD to do observations of very low flux
density objects is discussed. Both technologies increase the signal using amplifiers or gain registers. These
processes are stochastic in nature as the individual gain applied per pixel cannot be known exactly, only mean
gain is known. This produces additional leaving an uncertainty in the SNR value. Here the L3CCD is discussed
in detail,

L3CCD stands for low light level CCD’s, this type of CCD have an on-chip gain. This type of signal am-
plification on-chip reduces the readout noise to < 1e−, giving an edge over the other types of CCD’s such as
intensified CCD and slow-scan CCD’s. The thermally generated noise from the dark current and the amplifi-
cation noise are the major two components for the temporal noise factors in CCD’s. The amplification noise
can be dealt by adjusting the output node capacitance. Using the current state of the art the amplification
noises can reduce to < 2e− [50]. The dark noise, in general, can be reduced by cooling the detector, the other



6.4. Detector SNR budget 89

(a) SNR for integration time ti nt = 5 [milli-sec] (b) Uncertainty improvement with integration

Figure 6.21: The SNR budget for each layer as a function of wavelength for Saturn’s atmosphere with respect to two CCD detectors (a)
SNR over the integration time of 5 [milli-sec] (b) the uncertainty reduced with the integration over time for the second detector Table 6.2
(for worse case before integration see Figure 6.17)

methods are to use interval mode operation (IMO) and multi-phase pinned (MPP). In this L3CCD technology
the amplification is applied prior to the output node using on-chip register gain (see: Figure 6.22). With every
shift (n) in the register there is a probability of signal multiplication according to the gain G = (1+p)n [22].
The mechanism is that as the photons are shifted along the register and say φ2 the photon multiplication
occurs from impact ionization. This amplification makes an effective increase in the signal as if the quantum
efficiency of the system has increased. This amplification on-chip reduces the readout noise as well accord-
ing to Equation (6.22):

σe f f =
σr eal

G
(6.22)

Figure 6.22: L3CCD on-chip gain register for photon amplification[50]

This amplification using on-chip gain gives a statistical behavior on the SNR, by introducing additional
noise factor as shown in Equation (6.23). When G is very large the noise factor increases to such that the
effective SNR is halved. There is a photon counting technique used to overcome this noise factor such as the
IMO or MPP methods[50]. The L3CCD’s using the photon counting techniques in [22] can read low values
at 0.5 pi xel−1 r eadout−1 using a single threshold processing strategy on the output signal. This threshold
value is derived from the mean gain of the output signal and accepting only those above this threshold.

F =
√

2(G −1)

G
N+1

N

+ 1

G

SN R = S√
F 2S +F 2T + σ2

r eal
G2

(6.23)

where, G is the gain, T is the thermal noise in [e−/pixel], σ2
r eal is the readout noise of the CCD in [e−]

The Figure 6.23 shows the comparison of an image detected by L3CCD and image from an intensifier con-
nected CCD (ICCD) for a low flux measurement. It can be seen from the picture taken with L3CCD gives no
background signal and a very sharp image.
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Figure 6.23: Comparison of an image detected by CCD65 (a L3CCD) and image from an intensifier connected CCD (ICCD) for a low flux
measurement[50].

Evaluating the signal to noise ratio using a L3CCD, with a pixel size of 512x512 (CCD65 [8][19]). This has a
512 (n) shift register, even with a probability of 1% a huge gain of 163.14 can be reached (G = (1+0.01)512). The
additional noise factor than introduced due to the stochastic multiplication is given by Equation (6.23) and
the factor F=1.4054 the thermal noise and readout noise are taken as 1 [e−], even though the paper suggests
a value of σ< 0.1 is possible for the worst case analysis the theoretical values are taken, then the uncertainty
in the signal and the SNR evaluated for L3CCD from the forward model is as shown in the Figure 6.24

SN RL3CC D = S · ti nt ·G√
N 2

tot al +F 2 ·S +F 2 ·T + σ2
r eal
G2

(6.24)

(a) SNR for integration time ti nt = 1 [milli-sec] (b) Uncertainty improvement with L3CCD

Figure 6.24: The SNR budget for each layer as a function of wavelength for Saturn’s atmosphere with respect to L3CCD (a) SNR over the
integration time of 1 [milli-sec] (b) the uncertainty of L3CCD (for worse case before integration see Figure 6.17)

The L3CCD gives an excellent signal to noise ratio at integration times ti nt = 1 [milli-sec] and the uncer-
tainty is reduced to less than 2% for the visible wavelength region. The SNR for the two CCD’s was on average
<10 at an integration step of 1 [milli-sec], and improved with the increase in integration times and from the
model a minimum of 5 [milli-sec] integration time is needed to increase the average SNR value to >10. Later
the SNR was re-evaluated using a low light level CCD and an average SNR of >50 is obtained for the visible
wavelength range. From the optical and electrical path throughput analysis for the visible wavelength range,
it can be observed that the signal to noise strengths of >10 is achievable and it may be possible to measure
the upper and middle layers of the Saturn’s atmosphere (1-2[bar]) for certain. However, for the lower clouds
layers(>2[bar]), the L3CCD can be used to boost the low flux for a possible measurement. Though the current
L3CCD are used as ground-based observation of very faint stars. This gives the possibility of higher integra-
tion times (>1000 [sec]) and a data set to be evaluated from statistics. The L3CCD needs a feasibility study to
determine the possibility of measuring the lower cloud region <2[bar]. From a theoretical approach of worst-
case analysis, an average system throughput of 0.2 was estimated, and this value shall improve from here as
more systems are tested for the polarization concept 1 of direct measurement.
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6.4.2. SNR evaluation for Venus’s atmosphere
The available Solar flux at Venus is ∼ 200 times higher than that of Saturn’s atmosphere. The SNR budget
analysis also confirms with this, the SNR budget evaluation for the two CCD’s (see :Table 6.1 and table 6.2) is
shown in the Figure 6.25. The uncertainty with the higher estimation method is <3% for Venus’s atmosphere.
From the forward radiative transfer model and the SNR analysis, it can be concluded that the direct measure-
ment concept 1 can be used for Venus’s atmosphere at all altitudes.

(a) SNR for integration time ti nt = 1 [milli-sec] for CCD spec-
ified in Table 6.1

(b) SNR for integration time ti nt = 1 [milli-sec] for CCD spec-
ified in Table 6.2

(c) Uncertainty for CCD specified in Table 6.1 (d) Uncertainty for CCD specified in Table 6.2

Figure 6.25: (a) & (c) The SNR budget for each layer as a function of wavelength for Venus’s atmosphere over the integration time of 1
[milli-sec], (b) & (d) the uncertainty values with the two CCD’s for Venus.





7
Conclusion

Look up at the stars and not down at your feet.
Try to make sense of what you see, and wonder
about what makes the universe exist.
Be curious.

Stephen Hawking
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This chapter brings us to the end of the current thesis research work. The research objective was to eval-
uate the feasibility of the new direct measurement technique for a nephelometer, in low flux density atmo-
spheres. For this the current research was conducted in two parts, first part was to develop a radiative transfer
model for Saturn’s and Venus’s atmosphere, and evaluate the internal field along the vertical structure of the
aerosol and haze layers in the atmosphere. The second part consisted of analyzing the instrument throughput
in measuring this internal field. For this, the optical throughput was evaluated with a theoretical approach,
and the electrical throughput was done with theoretical values and a comparative study with CCD detectors
was done.

7.1. Conclusion
The conclusion consists the summary of the results derived from the two parts of the current research, inter-
nal field evaluation and system throughput analysis of the signal to noise ratio,

Internal field
From several fly-by and remote observation of Saturn, gives us a top-cloud topographical understanding of
its atmospheric composition. There exists uncertainty with the composition of Saturn, as there is no in-situ
data available yet. From several theoretical and experimental approach, three major layers are predicted in
Saturn’s atmosphere. To evaluate the internal field the radiative transfer model for Saturns atmosphere was
constructed in detail for upper, middle and lower clouds layers up to 10 bar as a function of wavelength, from
the molecular and aerosol scattering and absorption thicknesses that are derived. Following this the internal
field was evaluated, the internal field evaluation scheme was unique in the sense giving a detailed internal
field as seen from the inside of the clouds and hazes. Which was not possible with double-adding and other
methods that evaluated the field on the top-cloud topographical approach. With this research model the in-
ternal field was generated in the detector view and evaluated as the detector descends inside a cloud/hazes
along the horizontal view plane. The Saturn’s atmosphere is limited to only 14.91 [w/m2] of Solar flux reach-
ing the top of the atmosphere. The penetration of the Solar flux is limited due to thick clouds and the flux
reaches close to zero at 2[bar] as predicted from the atmosphere radiative model developed in this research.
The internal field evaluated in the multiple scattering cases is still measurable with a lower precision of 5%
in DoLP maybe possible to measure the diffuse flux in the middle layers of the Saturns atmosphere to ∼ 2
[bar] as seen from the forward model evaluation. For lower layers, the diffused flux is very minimal for mea-
surement. The HERA mission planned to deliver a probe inside the Saturn’s atmosphere can reveal more
insights of the internal field. Then a revisit to this research model can be done for a comparative analysis on
Saturn’s model. The in-situ measured data can be used to reduce the uncertainty in the atmosphere model
that currently exists. This forward radiative transfer model developed in this research is new as it evaluates
the internal polarization field structure as seen inside a cloud/haze and there exists no such model yet for a
comparative analysis and/or as a validation to the model developed here.

System throughput analysis
In the second part of the thesis, the direct measurement concept using a nephelometer was studied. The
feasibility of the concept for Saturn’s atmosphere in terms of signal to noise ratio was developed, for this the
input signal was taken from the earlier radiative transfer model developed for Saturn with the multiple scat-
tering cases. The advantage of this direct measurement technique is the higher sample volume that can be
attained, as the instrument measures looking outside the probe. For this purpose, the system throughput for
the optical and electrical part was considered. Firstly the optical throughput was evaluated for the instrument
using a theoretical approach. The optical throughput of 0.2 was obtained considering the worst case losses
in the optical components. Following this, the electrical output was evaluated using theoretical quantum ef-
ficiency’s and a comparative study with commercial CCD’s was done.

The direct measurement technique measure in the horizontal plane of the decent trajectory. For Saturn,
the flux available is very small (14.91 [W/m2]), and the decent profile of the probe with the viewing angle of
the nephelometer instrument limits the integration time of a sample volume. This limitation on integration
time is due to the radial velocity errors of the probe introducing scan line displacements for the nephelome-
ter. That is the probe moves to the next scan line before the detector could scan the current line. Excluding the
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geometrical errors, the scanning error was evaluated and the upper boundary for the integration times is 7.45
[milli-sec] to integrated the sample over 50% of the same scan area. The SNR improvements with a minimum
integration time of 5 [milli-sec] were evaluated to obtain an average SNR of >10. This needs a further study
on the predicted probe trajectory and probe trajectory under wind-speeds. The SNR was further improved to
>200 with the aid of L3CCD’s that can detect low flux levels, however, the photon counting method employed
in these type of CCD’s have a stochastic signal amplification, and leads to uncertainty as only mean gain is
known and individual pixel gain is unknown. However, the L3CCD is efficient when the on-chip gains are
tuned for lower values.

From the two-part research analysis, the direct measurement technique developed in this research, for
Saturn’s atmosphere demonstrates a possibility to derive the vertical structure up to 2[bar] pressure and for
Venus’s atmosphere at all altitudes as the available solar flux at this planet is 200 times more than that of
Saturn. The research also produces internal field evaluation model that can be used for any planetary atmo-
spheres.

7.2. Future Work and Recommendations
The master thesis research was focused on solving one central question that revolved around and led to a
development of radiative transfer model for evaluating internal polarization field. The forward model has
no validation possible, as there exist no similar models on internal polarization field. This internal field was
used to evaluate the SNR for a nephelometer instrument for measuring in the low flux density planetary at-
mosphere. The research leads to further research questions on developing the instrument at sub-component
level.

Forward model validations
The current thesis work paved a way for a new technique of measuring internal field in a planetary atmo-
sphere using a nephelometer. The measurement technique discussed in this thesis exists on a test bench
[46]. However, this measures the single scattered light, while the current research focuses on multiple scat-
tered case as in a planetary atmosphere. The radiative transfer model developed in this research generates an
internal field inside a cloud/haze. The existing polarization measurement is based on ground or space-based
techniques and measures the polarization as a function of phase angle for Earth’s atmosphere. There are fu-
ture instruments planned such as, airborne experiments that have on-board polarization nephelometer to
measure polarization data in Earth’s atmosphere. These future concepts were discussed in Chapter 2. The
forward model can be used to evaluate the internal field, where the airborne experiment shall be conducted.
Following the experiment, a validation, and comparative analysis can be done with the model results and the
actual measured experimental data.

Optical head:
The optical head chosen for the current research is from FlySPEX prototype experiment. This may not be
suitable for measurement at Saturn’s. The concern with the 1◦×1◦ field of view form FlySPEX proved to be
challenging in terms of SNR (integration times). The FlySPEX optical head was optimized for Earth’s atmo-
sphere, the contamination levels in Saturn are different from Earth, and need a feasibility study in terms of
understanding the tolerance levels for contamination on the optical head are required.

Spectrograph
From the theoretical specification, the major losses in the optical fiber for transmitting a signal occur at the
connector coupling. Improving on the attenuation losses can be done by developing optical head, the optical
fiber, and grating as one unit, which is the aim of improvement of the current FlySPEX prototype [66]. The
investigation into spectrographs that have a larger shelf life and dynamic operating temperatures is recom-
mended.
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Studying internal field of Earth
The current model can be used to evaluate the internal field in Earth’s atmosphere. Earth’s atmosphere is a
well known vertical structure, the current research model uses Monte-Carlo techniques to evaluate internal
field, for Earth a more deterministic approach can be taken. In this case, the current model needs to be
adapted for the atmosphere model with more defined data, and not rely on the indirect prediction of optical
properties of the aerosol or molecular absorption or scattering coefficient as done in this research for Saturn’s
atmosphere.

Definitive-fit model
In order to make the current research model more efficient, validation of measured data is required. For
which an experiment in a planetary atmosphere such as Venus is required, that could measure using our
direct measurement technique. The forward model could also be adapted to measured optical thicknesses
data in an atmosphere and produce a database of possible degree of linear polarization for this measured
data, and act as a database, reusing the model for the definite-fit case and derive the microphysical properties
such as complex refractive index and size distribution.
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