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“There is nothing like looking, if you want to find something. You certainly usually find
something, if you look, but it is not always quite the something you were after.”

Thorin Oakenshield in ‘The Hobbit’ by J.R.R. Tolkien
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Summary

Wind energy has the potential to accelerate the transition from a carbon-based to a carbon-
free energy supply system. This transition is essential in the ongoing global effort to combat
the growing impacts of climate change. Due to the availability, as well as the increasingly
competitive cost, the wind energy industry has enjoyed rapid growth in terms of installed
wind capacity. Where the first onshore wind farm was composed of nearly 5000 turbines
in 1980, with a capacity of 576 MW the current largest offshore wind farm in development
has a design capacity of 1400 MW with only 100 turbines. Almost all offshore wind farms
currently in operation, under construction, or in the planning phase are designed with
bottom-fixed turbines and are in relatively shallow water.

The total available wind energy capacity increases significantly when deeper waters
can also be accessed by wind turbines and wind farms. For these areas, floating wind
turbine technology will play an essential role. When they are deployed in similarly sized
wind farms as bottom-fixed wind farms they will also encounter challenges currently faced
by these bottom-fixed farms. One of these challenges is the wake interaction between
turbines, a cause of significant efficiency losses for a wind farm. The field of wind farm
flow control aims to develop a control solution that can alleviate the negative effects of the
wake interaction between turbines.

Wind farm flow control solutions can be divided into static solutions like induction
control and wake steering or dynamic solutions like dynamic induction control (‘The Pulse
Method’) or dynamic individual pitch control (‘The Helix Method’). All methods rely on
altering the thrust of the turbine in some way to impact the wake behind the turbine.
Dynamic wind farm flow control solutions are often referred to as wake mixing methods.
These methods use the blade pitch degree-of-freedom to alter the turbine’s thrust in a
time-varying manner, resulting in a time-varying wind field behind the turbine. When
excited at the right frequency the wake will break up and start mixing with the outside
flow reenergizing the wake.

When wind farm flow controllers and, in general, wind turbine controllers are applied
to floating turbines the performance of the controller can change significantly. This is
mainly because when applied on a floating wind turbine these control solutions will couple
with the hydrodynamics of the floating turbine. The magnitude and type of motion are
heavily dependent on the floating turbine dynamics, which is directly correlated to the
design of the floating turbine. The goal of this thesis is to investigate this interaction and
can be formulated as: Can the dynamics of a floating turbine be used to enhance dynamic
wake mixing techniques and if so can a floating turbine be optimised such that it promotes
wake mixing?

To answer this research question it is important first to understand and quantify the
interaction between the two wake mixing methods and floating turbines. In this thesis, a
simulation suite (QBlade) is used to model both the hydrodynamics and aerodynamics as
well as the wake dynamics of a floating turbine. By carefully designing frequency identi-
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fication experiments frequency response functions could be constructed which provide
insight into the types of motion that get excited. Performing the same experiments for
different floaters allows us to pair a wake mixing technique to a floating turbine foundation
that exhibits significant motions. Using the same simulation setup wake dynamics can be
analysed. The wake is modelled using a free-vortex wake method to represent the wake
dynamics. Although this wake modelling method loses accuracy as the wake breakdown
process has started it provided enough insight to quantify the effect of floating turbine
motion on the wake mixing method.

In the case of the Pulse method, the changing magnitude of the thrust force creates
a fore-aft motion at the nacelle of the turbine. Especially for single spar-type floaters
the magnitude of this motion is of such degree that the time-varying thrust of dynamic
induction control is reduced, diminishing the effectiveness of the wake mixing technique.
The coupling between the control method and fore-aft motion is such that when motion
is excited it will invariably reduce the effectiveness of the wake mixing method. The
interaction between the Helix method and a floating turbine can be characterised by its
yaw motion. Especially floating turbines mounted on a semi-submersible type foundation
are subject to yaw motion as they typically have an eigenfrequency in yaw motion at a
similar frequency with which the Helix method is applied. Simulation results show that
depending on the phase offset between yaw motion and the Helix method this interaction
can either lead to an increase or decrease in wake mixing performance.

Because a small change in dynamics yielded significant difference in wake recovery
within the simulation environment, it was decided to carry out wind tunnel experiments.
This was done for two reasons, one, to verify the results found in the simulation and, two,
to gain a deeper understanding of the coupling between the Helix method and the dynamic
yaw motion. Using tomographic particle image velocimetry the three-dimensional wake
dynamics are measured, allowing analysis of the dynamics of the wake and interaction
between the Helix method and dynamic yaw motion. When the turbine is yawing in
motion it was observed that the interaction between the hub and tip vortex is accelerated.
The wake mixing process is therefore accelerated or decelerated depending on whether
the yawing motion is, respectively, in-phase or out-of-phase with the yaw motion, thereby
confirming the preliminary results found in the simulation environment.

This thesis, therefore, contributes to the development of floating wind turbines. In its
rapid development, floating wind has faced several challenges that need to be overcome
for this technology to become more readily available. Adapting wind turbine controllers to
be suited for floating turbines is one such challenge. However, as the work in this thesis
shows, the interaction between floating turbines and control solutions can also be used
to further enhance controller performance by coupling it smartly. This notion, where
control solution and system dynamics are designed together, often referred to as ‘control
co-design’, is a solution that can be used to advance floating wind turbine technology.
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Samenvatting

Windenergie heeft de potentie om de transitie van fossiele energiebronnen naar her-
nieuwbare energiebronnen te versnellen. Deze transitie is essentieel om het steeds groter
wordende effect van klimaatverandering te keren. In termen van opgesteld vermogen is de
windenergieindustrie sterk gegroeid mede dankzij het feit dat windenergie breed beschik-
baar is en steeds kostenefficiënter wordt. Waar, in 1980, een van de eerste windparken
uit bijna 5000 windturbines bestond, goed voor een vermogen van 576 MW, bestaat het
huidige grootste windpark dat in ontwikkeling is uit ‘maar’ 100 turbines goed voor een
vermogen van 1400 MW. Bijna alle windparken die in zee geplaats zijn, of in aanbouw en
of planning zijn, zijn ontworpen met windturbines die in de zeebodem zijn geplaatst en
staan in relatief ondiep water.

Het totaal beschikbare opgestelde vermogen van windenergie neemt drastisch toe als
windturbines en windparken ook in diepere wateren geplaatst kunnen worden. Drijvende
windturbines zullen een essentiële rol spelen in dit soort gebieden. Wanneer drijvende
windturbines in windparken van soortgelijke grootte als de huidige windparken worden
geplaatst zullen dezelfde uitdagingen opgelost moeten worden voor deze drijvende wind-
parken. Een van deze uitdagingen is de zoginteractie tussen verschillende windturbines in
een windpark, een interactie die voor een significantie reductie van de efficiëntie zorgt.
Het onderzoeksveld van windparkzogregelingen probeert door middel van het ontwerpen
van verschillende regeltechnieken oplossingen hiervoor te vinden.

Windparkzogregelingen kunnen onderverdeeld worden in statische oplossingen zo-
als statische inductieregeling en zogsturing en dynamische oplossingen zoals periodiek
dynamische inductieregeling (de ‘Puls’ methode) of periodiek dynamische individuele
bladhoekregeling (de ‘Helix’ methode). Alle regeltechnieken gebruiken de stuwkracht van
de turbine om op een bepaalde manier het zog achter de turbine te beïnvloeden. Dynami-
sche zogregeltechnieken worden ook vaak zogmengmethodes genoemd. Deze methodes
gebruiken de bladhoek vrijheidsgraad van de turbine om de stuwkracht van de turbine tijds
variërend te laten veranderen, wat er toe lijdt dat het snelheidsprofiel achter de turbine
ook tijdsvariërend wordt. Als dit op de juiste frequentie wordt gedaan, dan zal het zog zich
gaan opbreken en mengen met de vrije luchtstroom waardoor de energie erin toeneemt.

Wanneer zogregeltechnieken, en in het algemeen turbineregelaars, worden toegepast
op drijvende windturbines dan kan de effectiviteit van de regelaar significant veranderen.
Als regelaars worden toegepast op een drijvende turbine zullen ze koppelen met de hy-
drodynamica van de drijven turbine. De type en grootte van de gekoppelde beweging zijn
sterk gecorreleerd aan het ontwerp van de drijvende turbine. Het doel van dit proefschrift
is om deze interactie te onderzoeken en de hoofdonderzoeksvraag in dit proefschrift wordt
geformuleerd als: Kan de dynamica van een drijvende wind turbine gebruikt worden om
dynamische zogregeltechnieken te versterken en als dit mogelijk is kan een drijvende turbine
zo geoptimaliseerd worden dat zogmenging wordt versterkt.



x Samenvatting

Om deze onderzoeksvraag te beantwoorden is het belangrijk om eerst de interactie
tussen de twee dynamische zogregeltechnieken en drijvende turbines te begrijpen en kwan-
tificeren. In dit proefschrift wordt er gebruikt gemaakt van een simulatie omgeving waarin
zowel de hydrodynamica, aerodynamica en zogdynamica worden gemodelleerd. Door het
zorgvuldig uitvoeren van frequentie-identificatie-experimenten kunnen frequentierespons-
functies worden geconstrueerd die inzicht verschaffen in de soorten bewegingen die worden
geactiveerd. Door dezelfde experimenten voor verschillende drijvende platformen uit te
voeren, kunnen we identificeren bij welke combinatie van zogregeltechniek en drijvend
platform we significante beweging kunnen verwachten. Binnen dezelfde simulatieomge-
ving is het ook mogelijk om de zogdynamica te analyseren. Het zog wordt gemodelleerd
met een vrije-wervel-methode. Ondanks het feit dat deze methode minder representatief
wordt zodra het zog begint op te breken is het accuraat genoeg om inzicht te geven over
de impact van de drijvende turbine bewegingen op de dynamische zogregeltechnieken.

Bij de Puls methode zorgt de tijdsvariërende stuwkracht voor een voor-achter beweging
van de windturbine gondel. Specifiek voor de drijvende turbine van het enkele spar-
type ontwerp is de grootte van de voor-achter beweging dusdanig dat de grootte van
tijdsvariërende stuwkracht afneemt, wat resulteert in een afname van de effectiviteit van de
Puls methode. De koppeling tussen de regeltechniek en de voor-achterwaartse beweging
is zodanig dat wanneer beweging wordt opgewekt, dit onveranderlijk de effectiviteit
van de zogmengmethode zal verminderen. De interactie tussen de Helix methode en
een drijvende turbine wordt gekarakteriseerd door de gierbeweging van de drijvende
turbine. Vooral drijvende turbines die op een semi-onderdompelbaar type fundering zijn
gemonteerd, zijn onderhevig aan gierbeweging, omdat ze doorgaans een eigenfrequentie
in gierbeweging hebben op een vergelijkbare frequentie als waarmee de Helix methode
wordt toegepast. Simulatieresultaten tonen aan dat afhankelijk van de faseverschuiving
tussen de gierbeweging en de Helix methode deze interactie kan leiden tot een toename of
afname van de zogmenging, afhankelijk van de faseverschuiving tussen de Helix-methode
en de gierbeweging.

Omdat een kleine verandering in dynamica aanzienlijk verschillende resultaten ople-
verde in de simulatieomgeving, werd besloten om windtunnelexperimenten uit te voeren.
Dit werd gedaan om twee redenen, ten eerste om de resultaten van de simulatie te verifiëren
en ten tweede om een dieper begrip te krijgen van de koppeling tussen de Helix methode en
de dynamische gierbeweging. Met behulp van tomografische deeltjesbeeldsnelheidsmetin-
gen wordt de 3-dimensionale zogdynamica gemeten, waardoor analyse van de dynamiek in
het zog en de interactie tussen de Helix-methode en de dynamische gierbeweging mogelijk
is. Wanneer de turbine in fase giert met de Helix methode, werd waargenomen dat de
interactie tussen de gondelwerveling en bladtipwerveling wordt versneld, waardoor de
zogmenging wordt versneld. Deze wordt vertraagd wanneer de gierbeweging uit fase is
met de Helix methode, wat overeenkomt met de resultaten die in de simulatieomgeving
zijn gevonden.

Dit proefschrift draagt bij aan de ontwikkeling van drijvende windturbines. In zijn
snelle ontwikkeling heeft drijvende wind te maken gehad met verschillende uitdagingen
die overwonnen moeten worden om deze technologie gemakkelijker beschikbaar te maken.
Het aanpassen van windturbineregelaars om geschikt te zijn voor drijvende turbines is zo
een uitdaging. Zoals het werk in dit proefschrift echter laat zien, kan de interactie tussen
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drijvende turbines en regeloplossingen ook worden gebruikt om de presetatie verder te
verbeteren door deze slim te koppelen. Dit idee, waarbij regeloplossing en systeemdynamiek
samen worden ontworpen, vaak aangeduid als ‘co-design van regelingen’, is een oplossing
die kan worden gebruikt om drijvende windturbinetechnologie te verbeteren.
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1
Introduction

1.1 The Race to Net Zero
On December 12th 2015 196 parties signed the Paris Agreement spelling out a global effort
to combat the ever-increasing impact of climate change [1]. The overarching goal spelt out
by the Paris Agreement is to hold

“the increase in the global average temperature to well below 2.0
◦C above

pre-industrial levels” and pursue efforts “to limit the temperature increase to
1.5

◦C above pre-industrial levels.”
If temperatures are maintained below these target values, the impact on Earth will not
be irreversible [2]. In 2023, the average global surface temperature was measured to be
1.17

◦C above the pre-industrial average with the last decade (2010-2019) being, on average,
0.81

◦C higher than the pre-industrial average [3]. As a consequence, the last 10 years are
the warmest on record. Furthermore, the temperature anomaly is still trending upward
as shown in Figure 1.1, which shows the average surface temperature of the Earth since
measurements began in 1880 and have been tracked ever since [3]. However, climate
change is not only responsible for an increase in temperature but also indirectly for an
increase in severe weather events like droughts, flooding etc. These extreme weather
events have a direct impact on food and water security, human life in terms of health and
economics and damage to nature [4]. It is therefore of vital importance that the upward
trend in global temperature is halted.

The stark increase in global temperature since 1950 can almost fully be attributed to
human causes. Rapid industrialisation has led to a substantial increase in the emission
of greenhouse gases of which CO2 and methane (CH4) have the most impact on climate
change. Figure 1.1 also shows the global CO2 and methane levels since their respective
measurements began [3]. As with the global temperature, there is still a steady increase in
the emission of the twomost prevalent greenhouse gases. Preventing the global temperature
from increasing above 1.5 ◦C requires a drastic reduction in the emission of greenhouse
gases. It is therefore also specified within the Paris Agreement that

...To limit global warming to 1.5 ◦C, greenhouse gas emissions must peak before
2025 at the latest and decline 43% by 2030.
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Both the impact of and remedy to climate change are well understood and it is generally
agreed upon that drastic change is required. Over 50% of all greenhouse gases are emitted
by industry and energy systems [5] of which 34% is emitted by burning fossil fuels for heat
and electricity. Fully decarbonising the energy supply will therefore go a long way toward
achieving the goal of ‘net-zero’ emissions. Earth has abundant low-carbon renewable
energy sources to replace its fossil-based energy supply with sources such as solar, wind
and hydropower. As of 2024, approximately 14% of the energy mix is from renewable
sources [6]. Of this 14%, hydropower is responsible for 47% of the renewable energy
production worldwide, followed by wind energy at 26%, solar energy at 18% and the
remaining 9% other alternative renewable sources.

Given its abundant availability, wind energy alone is capable of providing enough
energy to meet the world’s demand several times over [7]. This is one of the reasons wind
energy plays an essential role in the transition to a net-zero energy supply. In 2023, wind
energy was responsible for 17% of the total energy production within Europe and its share
within the renewable net generation was 37% [8]. The ambition of the European Union is
to further expand this share by growing the current installed capacity of 204 GW to more
than 500 GW in 2030 [9] requiring a rapid growth in installed wind energy capacity.
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Figure 1.1: Top Figure: Global temperature anomaly since measurements started in 1880. Bottom Figure: Global
CO2 and methane (CH4) levels since measurements started in 1953 and 1983, respectively. Data provided by
NASA’s Goddard Institute for Space Studies (GISS) [3].
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1.2 The Growth of Wind Energy
Human beings have been relying on wind-assisted devices for over several millennia, with
the first windmills dating back to 200 BC. These were used for pumping water and milling
grain. The first wind turbines used to generate electricity were built between the years 1880
and 1890 [10, 11]. However, it wasn’t until the oil crisis in the 1970s that there was renewed
interest in wind energy. It was also the first time wind turbines were deployed in larger
wind farms such as the Altamont Pass wind farm in the United States. As the oil crisis
subsided so too did the interest in wind energy only to enjoy renewed interest in the past
two decades as a viable renewable low-carbon energy source. The accelerated growth in
wind energy can be seen by looking at, for example, the installed wind capacity in Europe.
Figure 1.2 shows the growth of installed wind capacity within the European continent from
2000 to 2023 and its projected growth till 2030 [12]. In a similar period, the percentage of
renewable energy production grew from 10% in 2005 to 23% in 2022 in the EU [13]. The
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Figure 1.2: Total installed wind energy capacity within the European Union. The dashed lines indicate the
projected growth until 2030. Data from [12].

rapid expansion of the installed wind energy capacity also comes with further challenges
for the entire energy infrastructure. For example, the European energy network is designed
around centralised power-producing nodes where the majority of power is produced and
then distributed over the continent. However, the onset of a more distributed network
where wind and solar farms act as small energy-producing nodes is causing grid congestion
slowing down the deployment of wind and solar farms [14]. Within the European Union
the plans to expand the electricity grid lag that of the renewable expansion targets [14].

A further challenge is the variability of energy production. Current fossil-fuel driven
powerplants are capable of quickly responding to variations in the demand on the energy
network. For renewable energy sources like wind and solar, this cannot be guaranteed given
their dependency on weather conditions. To remedy this, some form of energy backup is
required to ensure the availability of energy even when generation cannot meet demand. In
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recognition of this challenge, the year 2023 saw the launch of the Energy Storage Coalition
in the European Union. Their primary goal is accelerating the deployment of sustainable
and clean energy storage solutions in support of renewable energy sources [15].

Finally, aside from the technical challenges there is also a large socioeconomic question
that needs to be answered. The growing size of wind turbines and wind farms has been met
with resistance from local communities and industries. To expand the total wind capacity
wind farm planning needs to consider stakeholders like the existing oil and gas, fishing
and shipping industries as well as, arguably the most important, the natural environment
itself [16–18]. The desire to decarbonise our energy supply whilst at the same time being
restricted in the useable area is a key motivator for the work presented in this thesis.
Expanding the wind energy capacity can be achieved by increasing turbine sizes and wind
farm sizes but also by increasing the efficiency of current and future (floating) wind farms.

1.3 Wind Turbines and Wind Farms
Current generations of wind turbines are capable of operating close to their theoretical
Betz limit [19, 20]. The aerodynamic power a turbine can extract from the flow is calculated
as

𝑃 =

1

2

𝐶𝑝𝜌𝐴𝑈
3

∞
, (1.1)

in which 𝐶𝑝 is the dimensionless power coefficient, 𝜌 the air density in kg/m2, 𝐴 the
rotor swept area in m2 and 𝑈∞ the free stream wind speed in m/s. Since 𝐶𝑝 is close to its
theoretical maximum, increasing the individual power output of turbines can therefore
either be achieved by increasing the rotor diameter, or by placing wind turbines in areas of
higher wind speed. Especially the latter can have profound impacts on the power output
given the cubic scaling of aerodynamic power with wind speed. This is one of the reasons
that the share of offshore wind energy is growing more rapidly than that of onshore wind
in the projections for 2030. At offshore locations, wind speeds are generally higher and
more consistent than comparable onshore locations [21]. Furthermore, generally speaking,
offshore locations provide more available area than onshore locations allowing for larger
wind farms to be deployed.

Individual wind turbines are capable of running near their theoretical maximum effi-
ciency, but wind farms still exhibit efficiency losses due to interactions between individual
turbines. When wind turbines extract energy from the flow they leave behind an area of
turbulent, low-velocity airflow behind them, an area often referred to as the wake of a wind
turbine. When these wakes interact with other turbines in the wind farm the affected wind
turbine will have a reduced power output, resulting in an efficiency loss on the wind farm.
It is reported that the so-called wake effect in extreme cases can lead to a reduction of power
production of up to 40% compared to the same wind farm without the wake effect but
typically sits around 5-10% dependent on wind direction and wind farm lay-out [23–25].

This interaction between turbines is perfectly captured in Figure 1.3, which shows
the Horns Rev wind farm in Denmark. When this photo was taken the atmospheric
conditions were such that the wakes are clearly visible. Aside from optimising the layout
of a wind farm to reduce the wake impact, typical wind turbine control aims at maximising
power production per turbine and currently disregards the wake effect. With products like
‘Wake-Adapt’ from Siemens Gamesa Renewable Energy and ‘PowerUp’ from GE Renewable



1.4 Wind Farm Flow Control

1

5

Figure 1.3: Visualization of wind turbine wakes for the Horns Rev wind farm. Atmospheric conditions were such
that water vapour condensed due to the pressure change behind the wind turbines resulting in visible wakes.
Image courtesy of Vattenfall, distributed under the CC BY-ND 2.0 license [22].

Energy wake steering is already a commercially provided solution for reducing the turbine-
to-turbine interaction [26, 27]. Although solutions are commercially available, mitigating
the wake interaction between turbines remains an area of extensive research referred to as
wind farm flow control [28, 29].

1.4 Wind Farm Flow Control
Currently, three different forms of wind farm flow control are actively being pursued. The
most researched wake mitigation method is wake steering whereby the yaw degree of
freedom of a turbine is used to divert the wake from any downstream turbine [23, 24, 30–
34]. Using fast computation models like FLORIS, [35], or FLORIDyn [36], wake steering
controllers can be developed that alter the yaw angles of turbines within a wind farm given
certain wind conditions. Research indicates that wake steering controllers can uplift a wind
farm’s power production by 1 to 2% [37], percentages that can easily equate to the yearly
energy demand of several thousands of households for larger wind farms. The second
method that has gained interest is static induction control [38–41] whereby the thrust
of the upstream turbine is lowered at the benefit of the downstream turbine. However,
wind tunnel experiments and full-scale experiments have shown that the gain of induction
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control is negligible [40, 42].
The third and final category of wind farm flow control methods can be classified as

wake mixing methods. Wake mixing control can be categorised as control methods that use
existing, or novel, actuators on a wind turbine to excite aerodynamic instabilities within
the wake to promote wake mixing. Wake mixing differs from wake steering and static
induction control, in the fact that it aims at dissipating the wake before it reaches the
downstream turbine rather than deflecting (for wake steering control) or weakening (for
static induction control) it. When the wake is destabilised, it will entrain energy from the
outside flow into itself resulting in higher wind speeds within the wake.

Two notable wake mixing methods are collective pitch control (often referred to as
‘The Pulse Method’) [43] and dynamic individual pitch control(often referred to as ‘The
Helix Method’) [44]. The working principle behind both the Pulse method is based on the
work in [45]. In [45], an optimal control solution is sought to maximise wind farm power.
The optimisation variable was chosen to be the coefficient of thrust of the turbines. The
resulting control input was of a periodic time-varying nature and led to an increase of
6% energy extraction for the analysed wind farm. Both collective and dynamic individual
pitch control mimic this behaviour by actively pitching the blades thereby varying the
induction factor of the turbine. The resulting wake structures when these techniques are
applied are illustrated in Figure 1.4.

Figure 1.4: Wakes of three turbines each with different control methods. The turbine on the left is set to what
is called ‘greedy’ control as it aims to extract the most amount of energy from the wake. This creates a long
uniform wake of low wind speed, represented by the darker colour. The middle turbine and the rightmost turbine
use the Pulse and Helix, respectively.

In Figure 1.4, the leftmost wake is the result of using greedy control, a control method
whereby energy production is maximised per turbine. The middle and rightmost wakes
are the result of using the Pulse and Helix methods respectively. With the Pulse method,
collective blade pitch is used to dynamically alter the magnitude of the induction factor,
resulting in a time-varying wind speed in the wake. The variation between high and
low induction leads to the pulsating effect seen in the wake. For the Helix method, the
magnitude of the induction factor remains relatively constant. The Helix method, however,
displaces the thrust vector and moves it over the rotor plane in a circular fashion. This
creates the characteristic helical shape that can be seen in the wake when the Helix
method is enabled. Chapter 2 will provide a deeper analysis of the Pulse method whereas
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Chapters 3, 4 and 5 focus on the Helix method and provide a detailed background on this
method.

Figure 1.5: Overview of operational, under construction and planned offshore wind farms in western Europe
projected onto a height map of the same area. The purple lines indicate a border where the water depth is between
120 and 125 metres. In general, going further into the sea equates to an increasing water depth. Height data
from [46] and wind farm data from [47]

1.5 From Bottom-Fixed to Floating Wind Turbines
Figure 1.5 shows an overview of all offshore wind farms that are either operational, under
construction or planned for the western part of Europe. The data is overlaid on a height
map of the same area with the purple dotted line indicating the border where the water
depth starts to exceed 120 to 125 metres. Almost all of the current wind farms that fall
under one of the three aforementioned categories of operation are, or are destined to be,
in locations where the water depth is less than 125 metres. Especially the North Sea, as
well as parts of the Baltic Sea, are prime locations for large wind farms given the shallow
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water and favourable wind conditions. The primary reason for these expansive plans is the
economic feasibility of offshore wind in these areas; increasing the depth at which a wind
farm is placed equates to increasing costs when it comes to the installation of an offshore
wind farm. For bottom-fixed wind turbines, the often quoted maximum depth at which it
remains economically viable is between 40 to 60 metres [48, 49].

Here lies an opportunity for the floating wind turbine. For Europe, the United States
and the Sea of Japan area, over 80% of all the accessible wind energy resources can be
found at depths of 60 metres or deeper [48, 50]. If Europe is to reach its net-zero goals
it will need to access these deeper regions using floating wind turbines placed in large
floating farms. Furthermore, for certain countries, especially around the Mediterranean
Sea, there is (too) little access to shallow waters for their respective wind energy targets.
These countries will need to rely on floating wind farms for their transition towards a
carbon-free energy supply. As such, the floating wind market is rapidly growing with
Europe aiming to have 4 GW of floating wind installed by 2030, up from the 0.18 GW
currently installed [51]. However, unlike bottom-fixed turbines, floating wind turbines
are still an emerging technology facing technological as well as logistical challenges. For
example, currently over 50 different foundations for floating wind turbine designs are
being developed [52] showing that there is not yet convergence on the ‘ideal’ floating wind
turbine design.

Almost all foundation designs can be categorised as a variant of one of 5 archetypes
depicted in Figure 1.6. Each variant has its advantages and disadvantages in terms of
water depth, stability properties and complexity of design. For example, a spar-type
floater is a relatively simple design suited for deeper waters due to its large draft. Most of
the ballast is located deep down resulting in a centre of gravity lower than its centre of
buoyancy providing it stability. The large draft requirement does provide challenges during
assembly, transportation and installation as it requires a port suitable to such a structure.
The suspended counterweight design aims to overcome these downsides by splitting the
structure into two independent parts connected by chains. The semi-submersible and
barge foundation types use a large foundation to create stability through buoyancy. Its
shallower draft compared to the spar type makes construction and assembly easier. Finally,
the tension leg platform creates stability by having taut mooring lines reducing the material
needed for the platform itself. However, without the taut mooring lines, the platform is
inherently unstable making installation and transportation difficult [50, 53].

1.5.1 Control of Floating Wind Turbines
Floating turbines can, in general, move in all 6 degrees of freedom. These six degrees of
freedom consist of three translational ones: surge, sway and heave, and three rotational
ones: roll, platform pitch (or tilt) and yaw. The coupling between turbine controls and
these extra six degrees of freedom provides new engineering challenges and opportunities.
Bottom-fixed turbines typically only have one degree of freedom that can be accessed which
is the yaw degree of freedom. The coupling of turbine controls and floating wind turbine
dynamics is a well-established control challenge. The most well-known is the so-called
right-half-plane zero (or negative damping) issue when using blade pitch controllers to
regulate generator torque in above-rated wind conditions [54, 55]. When a floating turbine
tilts forward the effective wind speed increases which, in above-rated wind conditions will
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Figure 1.6: Representation of 5 different floating foundation types. Each type of foundation has its advantages
and disadvantages when it comes to stability and ease of deployment.

result in a pitch action from the control system. This reduces the turbine thrust causing an
increased tilt motion leading to further blade pitch action. When the floating turbine tilts
backwards the opposite happens with the control system enhancing the turbine’s fore-aft
motion. When left unchecked, the floating turbine will become unstable in the fore-aft
direction. Other instabilities include the roll-yaw lock instability [56]. At certain thrust
levels, a floating wind turbine can enter a roll-yaw lock whereby a roll angle creates a
yaw angle (or vice versa) which then reinforces the roll angle creating cyclic motion that
alternates between the two.

It is expected that when floating wind technology matures through further development
of new foundations and suitable control solutions, floating turbines will be deployed in
large floating farms. The floating wind turbine dynamics can also be leveraged to mitigate
the wake interaction in future floating wind farms. One such example is the ability to
actively reposition wind turbines within a wind farm depending on the wind direction using
the yaw degree of freedom of the turbine and by changing the thrust magnitude [57–59].
Another example is a variant of wake steering. Certain foundations use seawater as ballast
which can be pumped in and out of the columns thereby altering the static roll or tilt angle
of the floating turbine. In [60], this technique is used to tilt the floating turbine thereby
deflecting the wake either upwards or downwards depending on tilt direction. Deflecting
the wake into the ocean provided a noticeable uplift in wind farm power production.

1.6 This Thesis
Previous research has shown that in steady-state situations, the extra dynamics of a floating
turbine can be leveraged for wind farm flow control. However, since the wake mixing



1

10 1 Introduction

methods use time-varying inputs the behaviour of the floating turbine will also become
time-varying which will impact the wake behind the floating turbine. The work presented
in this thesis investigates how wake mixing control methods like the Pulse and the Helix
interact with a floating turbine. Given the growing interest in wake mixing methods, as
well as the rapid development of floating wind turbines, the main research question this
thesis answers is formulated as follows:

Research Question: Can the dynamics of a floating turbine be used to enhance
dynamic wake mixing techniques and if so can a floating turbine be optimised such
that it promotes wake mixing?

The first step to answering this research question is gaining an understanding of the
dynamics of a floating turbine. There are different types of foundations, each having its
advantages and disadvantages in terms of dynamics. Since wake mixing methods apply a
time-varying input it will excite frequency-dependent dynamics which will be different for
different foundations. The first contribution of this thesis is therefore:

Contribution 1: Identification and characterisation of the dynamics for dif-
ferent types of floating turbines when they are excited using dynamic wake
mixing techniques.

Movement of a floating turbine will result in a time-varying inflow to the turbine
which, without rectification from a control system, will result in a time-varying thrust of
the turbine. Using frequency domain analysis the coupling between the dynamic wake
mixing method and the floating turbine can be characterised and analysed. The information
acquired through the frequency analysis aids in pinpointing the combinations of floating
turbine and wake mixing methods that show significant coupling effects. This also leads to
the second contribution of this thesis which are simulations that quantify the effect of any
potential movement on the effectiveness of the wake mixing method. The conclusions are
based on wind speed measurements in the wake as well as measurements on the actuated
turbine, hence, the second contribution reads:

Contribution 2: Analysis and quantification of the effect of the coupled
movement on the wake mixing method using fully coupled simulations of
different floating turbines using both the Pulse and Helix wakemixingmethods.

The first and second contributions of this thesis are staged as numerical studies in
medium-fidelity simulations. However, the dynamics of a floating turbine and even more
the dynamics of the wake are complex and non-linear, and the quality of the analysis is
only as good as the simulation suite used. In this thesis, the wake is modelled using a free
vortex model which is a method that can accurately model the wake close to the rotor but
loses accuracy as the wake travels downstream. With the right settings, it is good enough
to model wake dynamics triggered by the Helix and Pulse method but it might be unable
to capture the more complex dynamics that stem from the combined platform motion and
wake mixing method. The third contribution of this thesis is wind tunnel experiments
that, firstly, validate the findings of the second contribution and, secondly, allow for deeper
analysis of the wake dynamics and as such reads as:
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Contribution 3: Validation of simulation results through wind tunnel exper-
iments using tomographic particle image velocimetry (or PIV) and analysis
of wake dynamics when a floating turbine undergoes motion excited by the
Helix wake mixing method.

1.6.1 Contents of this Thesis
This chapter has introduced the challenges posed to humanity by climate change. Wind
energy provides a solution for the transition from a fossil-based energy system to a renew-
able one. The remaining content of this thesis provides detailed insight into the three main
contributions. The chapters that form the main body of this thesis are all previously pub-
lished articles with their own introduction and conclusions and can be read independently
from one another. Figure 1.7 provides a visual overview of the main topic presented in
each chapter.

Chapter 2 investigates how the Pulse wake mixing method couples to the movement
of a spar-type floating wind turbine. The main finding is that extra movement is not
necessarily beneficial for a wake mixing method. Using a frequency domain analysis the
coupling between this type of floating turbine and the Pulse method is analysed and any
loss in wake mixing performance is explained by it.

Chapter 3 conducts a similar investigation but then for the Helix wake mixing method
and a semi-submersible type floater. Semi-submersible type floaters were found to exhibit
significant yaw motion as a result of an eigenfrequency that is excited by the Helix method.
The article that forms the content of this chapter shows that gains in wind speed can be
achieved when the floating turbine is both yawing and using the Helix method.

Chapter 4 builds upon the results found in Chapter 3 and investigates two different
floater types that have been optimised such that their yaw motion is enhanced. In this
chapter, a significant difference was found in wake mixing performance between two
different floating turbines whilst having a similar yaw amplitude. The main difference in
dynamics was found to be within the phase coupling between yaw motion and Helix input.

Chapter 5 introduces unique wind tunnel experiments that are used to analyse the
aerodynamics of the wake. The main motivation for the conducted experiments was the
results presented in Chapter 4. Therefore the experiments focused on analysing and
quantifying, within a wind tunnel setting, the impact a change in phase difference between
yaw motion and Helix input can have on the wake mixing method. Using tomographic
particle image velocimetry the wake could be reconstructed providing insight into the
effect of phase offset and how the Helix method can be enhanced by exciting the yaw
motion with the correct phase coupling.

Finally, Chapter 6 will form the conclusion of this thesis that can be gathered from
the contents of the preceding chapters ending with recommendations for improvements
for this research and potential future research.



1

12 1 Introduction

W
ake M

ixing Sim
ulations

Figure 1.7: Schematic overview of main topics covered in different chapters of this thesis. The circular fashion is
representative of the proposed design cycle based on the results presented in this thesis. As our understanding of
wake dynamics increases we can start designing floating turbines that excite those dynamics. The effectiveness
of this new optimal design can be analysed and quantified using analysis not unlike that presented in this work.
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2
Investigating the Pulse

Wake Mixing Method for
Floating Turbines

In recent years control techniques such as dynamic induction control (often referred to as “The
Pulse”) have shown great potential in increasing wake mixing with the goal of minimizing
turbine-to-turbine interaction within a wind farm. Dynamic induction control disturbs the
wake by varying the thrust of the turbine over time, which results in a time-varying induction
zone. If applied to a floating wind turbine, this time-varying thrust force will, besides changing
the wake, change the motion of the platform. In light of the expected movement, this work
investigates if applying the Pulse on a floating wind turbine yields similar results to that of
the Pulse applied to fixed-bottom turbines. This is done by considering first the magnitude of
motions of the floating wind turbine due to the application of a time-varying thrust force and
secondly the effect of these motions on the wake mixing. A frequency response experiment
shows that the movement of the floating turbine is heavily frequency-dependent, as is the thrust
force. Time domain simulations, using a free wake vortex method with uniform inflow, show
that the expected gain in average wind speed at a distance of five rotor diameters downstream
is more sensitive to the excitation frequency compared to a bottom-fixed turbine with the same
Pulse applied. This is due to the fact that at certain frequencies platform motion decreases the
thrust force variation and thus reduces the onset of wake mixing.

This chapter is based on The dynamic coupling between the pulse wake mixing strategy and floating wind turbines,
D. van den Berg, D. De Tavernier, J.W. van Wingerden - Wind Energy Science, 2023.
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2.1 Introduction
The drive for the European Union (EU) to become carbon-neutral and energy self-sufficient
has increased the demand for renewable energy production. These goals were (re)formulated
in the REPowerEU Plan [61]. Offshore wind energy is often regarded as one of the key
technologies to provide this green renewable energy [62]. As of 2021, offshore wind farms
provided 28 GW (13.5%) of the 236 GW of installed wind capacity in Europe. These offshore
wind farms are all located in shallow (less than 50 m) waters [63, 64]. However, to achieve
the 480 GW of installed wind capacity (on- and offshore combined) target by 2030 [61],
offshore wind needs to find access to the deeper waters of the European Union, and the
United Kingdom, where 80% of the total wind energy resources can be found [48]. Floating
wind turbines (FWTs) will play a key role in enabling access to these energy resources. As
the technology matures, floating turbines will likely be clustered into large wind farms,
similar to the bottom-fixed wind farms in shallower waters.

It is well-known that wind turbines within a wind farm interact with the wakes of
surrounding turbines. This results in an extensive reduction of the power production of the
individual turbines, which may be in the order of 10 to 25% [65, 66]. Since wake interaction
is a major source of energy loss, a significant amount of research has been performed on
understanding wake effects. In steady design and operational conditions, considerable
advances have been made since the first engineering method presented by [67]. However,
particularly in unsteady inflow or operational conditions that are inevitable for floating
turbines, wake losses and mitigation techniques remain elusive.

With this work, we will study to what extent the wake losses of floating wind turbines
can be minimised using dynamic induction control techniques. In particular, we will look
at the Pulse wake mixing technique. More specifically, we will consider if floating wind
turbines can leverage their extra degrees of freedom while using this wake mixing strategy.

2.1.1 Background
For bottom-fixed turbines, various strategies have been proposed in the literature in order
to reduce wake losses. These strategies include wind farm layout optimization, steady-state
control solutions and active wake control strategies [28].

Since the introduction of (engineering) wake models, the placement of wind turbines
within a wind farm has received major attention, typically for the goal of wind farm layout
optimization. The work by [68] and [69] show that optimizing the layout of the wind
farm for a given type of turbine, plot size and historic wind information is possible. More
recently, [37] achieved an increase in power production in the order of 2% simulating
two real-world wind farms for which the turbines have been redistributed using genetic
optimization algorithms. These approaches assume the turbine to be static, where the only
degree of freedom is the placement of the turbine with respect to each other. As input to
the optimization, historical wind data is used to maximise the potential power gain for the
prevailing wind. Because the optimization is static, this potential gain is limited for wind
directions that occur less often.

A different approach considers using an optimal steady-state control solution using
the available degrees of freedom of a bottom-fixed turbine. The two methods that have
gained traction in literature are wake re-direction and induction control. Using the yawing
availability of the turbine, the rotor can be statically misaligned with the mean wind
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direction to divert the wake away from downstream turbines. This increases the power
output of downwind turbines at the cost of power loss on the upwind turbine for an
overall net gain [23, 30, 32]. A downside of this method is that, as the number of wind
turbines in a farm increases, a diverted wake for one pair of turbines could overlap with
a different turbine. Furthermore, the yawed turbine will experience increased loading
which reduces the turbine’s lifetime [70]. Yaw misalignment is an example of steady-state
optimal control. The use of engineering wake models, such as FLORIS [35, 71], allows
for calculating an optimal yaw angle based on measurements within a wind farm. Once
the turbine is positioned in the new desired configuration, it is kept steady until the wind
conditions change. Recent advances in these engineering wake models have introduced
dynamic behaviour [36]. This allows for optimizing wind farm control under time-varying
conditions.

Steady-state induction control (also called de-rating control) is another approach used
to increase farm output. It uses the induction factor of the turbine as a control input. Similar
to wake redirection, the performance of the first turbine is sacrificed for the benefit of
downwind turbines. Induction control has shown great potential in different simulation and
optimization environments [38, 39, 41]. However, wind tunnel experiments and full-scale
experiments have shown that the gain of induction control is negligible [40, 42], contrary to
what is found using wake redirection [33, 42]. The work described in [41] is currently being
tested in a real-world wind farm to evaluate the effectiveness of their proposed induction
control solution and could potentially yield a different conclusion to [42] and [40].

As an alternative to the steady-state optimal control techniques, new forms of active,
time-varying, control have gained interest within the scientific community and were first
introduced by [45]. As a result of this research, two notable active control techniques
have emerged: the Pulse (formally Dynamic Induction Control or DIC) [43, 72] and the
Helix (formally Dynamic Individual Pitch Control or DIPC) [44]. Both methods rely on
disturbing the wake using dynamic blade pitching such that the natural mixing process
starts at an earlier distance downstream. For the Pulse wake mixing approach, the blade
pitch angle of all rotor blades is varied collectively in a sinusoidal manner. For the Helix
strategy, on the other hand, the blade pitch angle of the blades is controlled individually
and varies sinusoidally with a phase offset between the blades. Both methods have shown
in simulations to increase the power of a two-turbine wind farm by up to 5% for the Pulse
and up to 7.5% for the Helix under turbulent inflow conditions [44].

The proposed techniques to mitigate wake interaction between turbines can also be
applied to floating wind turbines. In fact, where bottom-fixed turbines are limited to one
degree of freedom (yawing), a floating turbine has the ability to move in all six degrees
of freedom. In general, these motions add significant complexity to the design of floating
wind turbines, but for wake control purposes, they can potentially be leveraged. Moving
turbines could be used for the purpose of repositioning the wind farm, and thus for active
layout optimisation. This idea is used by [57] and [58] to actively optimise a wind farm
based on wind conditions. In [58] several wind farms of differing sizes, placed in a grid
layout with a 7-rotor diameter (‘7𝐷’) spacing between turbines, are optimised. In their
research, they showed that the overall farm efficiency could be increased by 5-10% by
actively optimizing the layout, where the actual percentage of gain depends heavily on
wind farm size and wind direction.
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Alternatively, for certain types of floater designs, the orientation of the turbine can be
changed by changing the ballast. This is done by [60], where wake deflection is realised
by pitching the platform instead of yawing the turbine. Here, the wake deflects either
upwards or downwards, where re-directing the wake downwards showed to increase the
overall power production of a two-turbine wind farm [60].

When wake mixing techniques such as the Pulse and Helix are used, the thrust force
will vary over time. The research presented in [73] and [58] showed that the thrust of the
turbine can be used to alter the state of the floating turbine, and the platform to translate
and/or rotate. For the Helix wake mixing technique, this is explored in [74]. In their work,
the yaw moment originating from the Helix is found to primarily excite the yaw degree
of freedom of a floating turbine. By enabling the platform motion in yaw during Helix
operation, the wind speed downstream increased by up to 10%, compared to a bottom-fixed
turbine with the same Helix operation. Furthermore, it was found that the floating turbine,
using the Helix, showed a similar performance as a bottom-fixed turbine, using the Helix
with double the pitching amplitude. This gain is thought to originate from the fact that
not only the wake is mixed but also dynamically deflected. Further research is required to
confirm this statement. For the Pulse wake mixing technique, it is not yet clear if a similar
positive coupling between the wake mixing technique and floater dynamics exists.

2.1.2 Research objective
The main contributions of this paper are twofold: (i) a frequency analysis of the motions of
the floating turbine and its coupling to the Pulse dynamics, and (ii) time domain simulations
to investigate the effect of the motions on wake mixing with the system represented by
its full non-linear dynamics. These simulations are executed in QBlade [75], a simulation
suite capable of fully simulating hydro-, aero-elastics and wake dynamics. The wake is
modelled using a free-wake vortex model.

The remainder of this paper is organised as follows: Section 2.2 introduces the simula-
tion tool and settings used in this research. Section 2.3 gives a short summary of the Pulse
wake mixing technology. It also provides insight, using frequency response functions, into
the dynamics of a floating turbine when exposed to the Pulse. Section 2.4 gives time domain
results for the floating NREL 5MW turbine with the Pulse at three different frequencies.
Finally, Section 3.6 will present the conclusion of this work.

2.2 Simulation tools and Research Methodology
In this research, QBlade is used as the simulation tool [75]. QBlade uses a free-wake vortex
method to simulate the flow field, and thus also the wake, around a turbine. The vortex
method is known for its accuracy in the near wake [76, 77], as well as being computationally
more efficient than comparable Large Eddy Simulation (LES) methods [78]. However, free-
wake vortex methods are prone to numerical instability, especially in the far-wake region.
Nevertheless, the vortex method can be used to analyze the wake further downstream, see
for example [79, 80]. QBlade is used as it is able to simulate both the hydrodynamics, as well
as the near- to mid-wake. All the simulations will be run with uniform and steady inflow.
This provides a best-case scenario for the wake mixing technique. When unsteady inflow
is considered natural mixing already occurs in the wake which reduces the effectiveness
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of the wake mixing techniques. However, wake mixing can still be beneficial even when
turbulence is considered [44].

Throughout this research, without loss of generality, the NREL 5MW turbine [81]
mounted on an OC3 spar-buoy [82] is used. Section 2.4 will touch upon how the results
presented in this work would or would not differ for different turbines and different floaters.
The OC3 floater with NREL 5MW turbine has been extensively verified against OpenFast
calculations and experimental data within the Floatech project [83].

2.2.1 Numerical set-up
In this section, the settings used in QBlade will be motivated. As for any aerodynamic
simulation, the chosen settings are a trade-off between computational time and accuracy.
In a free-wake vortex method, this trade-off is primarily dictated by the number of vortex
elements in the wake, as computational time grows exponentially with the number of wake
elements. The settings that influence computational time and accuracy can be divided
into two groups. The first directly regulates the number of elements in the wake and is
categorised under wake modelling inQBlade. In the second group are settings that influence
vortex modelling. These settings generally have a larger impact on the accuracy of the
wake and less on computational efficiency. Finally, the blade and time step discretization
will also influence the number of vortex elements released into the wake and therefore will
also have an impact on computational time and accuracy. Figure 3.7 shows an image of
QBlade with the fully panelised near wake visible.

Table 2.1: Numerical simulation settings that regulate the wake discretization. These settings are used for all
simulations presented in this paper.

Wake Modeling Setting
Wake Relaxation 1 (No relaxation)
Max. Wake Elements 200000 [-]
Max. Wake Distance 100 Rotor Diameters
Wake Reduction Factor 0.001 [-]
Near Wake Length 0.5 Revolutions
Wake Zone 1/2/3 Length 6/12/6 Revolutions

The wake modelling settings are summarised in Table 2.1. These settings all directly
influence the length of the wake and as such also the number of wake elements. The wake is
cut-off when either the maximum number of wake elements or the maximumwake distance
is reached. Wake relaxation, when enabled, blends the starting vortex and influences the
length of the wake. When enabled, the resulting wake is too short for the analysis in
this work, hence, for this reason, it is disabled. The wake reduction factor dictates when
wake elements are removed based on their current vorticity strength compared to newly
released vortices. The final length of the wake is a trade-off mainly between these settings.
Throughout the simulations carried out in this work, the wake reduction was the most
stringent setting when it comes to the number of wake elements as they were removed
before reaching either the maximum number of wake elements or the maximum wake
distance.
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Figure 2.1: A close-up of the discretised blades and near-wake in QBlade. The image is taken at the start of the
simulation at which only the near wake is visible. The colour on the blade represents the loading over the blade,
with red indicating high load and green/blue lower loading. The vortex elements are represented by the black
lines.

Table 2.2: Numerical simulation settings related to the aerodynamic modelling and vortex definition. These
settings are used for all simulations presented in this work.

Vortex Modelling Settings Setting
Initial Core Radius 0.05% Chord
Vortex Viscosity 800 [-]
Vortex Strain Disabled
Trailing Vortices Enabled
Shed Vortices Enabled

The full wake is subdivided into four distinct areas. Of this, the near wake is a finely
resolved wake close to the turbine which mainly influences the performance of the turbine.
Typically, the near wake does not need to be resolved much further than half a rotor
diameter for accurate results [78]. After the near wake, the wake transitions to wake zone
1. Wake zone 1, and consecutively wake zones 2 and 3, are regions in which the wake
is increasingly sparsely resolved. When the wake transitions to a different zone, vortex
filaments are merged to reduce the number of elements, which increases computational
efficiency. The wake zones are defined in terms of revolutions of the turbine, which, based
on the average velocity in the wake, can be translated to a distance. Based on an in-depth
grid study, the values in Table 2.1 were found to give a good trade-off between wake
accuracy and computational time. Appendix 2.A provides more detail on the effect of
different wake zones on the velocity in the wake.

Settings that influence the vortex modelling are summarised in Table 2.2. The size of
the core radius influences the stability of the wake, the larger the core radius the higher the
stability. However, having a too-large core size can also limit the wake mixing dynamics.
Vortex viscosity is set to 1100, which was found to work well for modelling large rotors
[84, 85]. Finally, having both trailing and shed vortices increases the accuracy of the wake.
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Table 2.3 summarises key settings for the blade modelling. For each simulation, the time
step is set to 0.05 [s]. With an inflow speed of 9 [m/s], the azimuthal step of the turbine is
Δ𝜓 = 3.3

◦ at rated speed. This azimuthal step was found to be a good compromise between
accuracy and computation time [78]. Finally, the blade is discretised in 18 panels, which
are sinusoidally distributed over the blade. Appendix 2.A shows, through a convergence
study, that this yields accurate results and prevents a large increase in computational time.
The simulation is run with the Beddoesh-Leishman unsteady aerodynamic model with
the corresponding coefficients based on the research presented in [86]. These values were
validated using data from the MEXICO campaign in [87].

Table 2.3: Numerical simulation settings related to the turbinemodelling. These settings are used for all simulations
presented in this work.

Turbine Settings Setting
Dynamic Stall Model Beddoesh-Leishman
Pressure Lag Constant 1.7 [-]
Viscous Lag Constant 3.0 [-]
Time Step 0.05 [s]
Azimuthal Step Δ𝜓 = 3.3

◦ [deg]
Inflow Velocity 9 [m/s]
Discretization Panels # 18 [-]
Discretization Method Sinusoidal

2.3 The Pulse and Platform Dynamics
This section will summarise the driving principle behind the Pulse wake mixing mechanism.
It also provides an analysis of the motions of a floating turbine initiated by the Pulse. This
analysis is done based on frequency response functions [88]. The frequency responses
provide insight into how the hydrodynamics of the floating turbine is coupled to the
dynamics of the Pulse.

2.3.1 The Pulse Wake Mixing Strategy
The principle of the Pulse is derived from the work of [45] and [43] in which a global
optimization for an entire wind farm provided an optimal thrust coefficient 𝐶′

𝑡
input for

the wind turbines with the aim of power maximization. From the optimised wind field,
temporal variations in shed vorticity were identified which disrupted the wake. This
behaviour in the wake can be mimicked by adding a time-varying offset to the Betz-optimal
coefficient, 𝐶𝑡 ′ = 2, which can be expressed as Equation 2.1:

𝐶𝑡
′
(𝑡) = 2+𝐴sin

(
2𝜋𝑆𝑡

𝑉∞

𝐷

𝑡
)
, (2.1)

with: 𝑆𝑡 = 𝑓𝑒𝐷
𝑉∞

, (2.2)
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Figure 2.2: Frequency response functions for NREL 5 MW turbine on the OC3 spar-buoy platform. These
frequency responses show all translational and rotational motions the turbine will undergo. The vertical dotted
lines indicate where blade pitching frequencies at 3 different Strouhal numbers would align with this data. For
example, pitching at a frequency of 𝑆𝑡 = 0.50 for the NREL 5 MW turbine also means that the system is excited
close to the eigenfrequency of the platform pitch motion. In the y-axes label 𝜃𝑐𝑜𝑙 refers to the collective pitch
angle of the blades.

where 𝐴 is the amplitude [-], 𝐷 the rotor diameter in [m], 𝑉∞ the inflow velocity in [m/s]
and 𝑆𝑡 is the Strouhal number [-], in which 𝑓𝑒 is the pitching frequency in Hz. Finally, 𝑡 is
the time in [s]. With this time-varying thrust coefficient, the overall thrust force on the
rotor will vary in a sinusoidal manner. This method only works for free stream turbines
and not necessarily waked turbines. If a similar type of actuation is beneficial for waked
turbines requires further research. In this paper, we adopt the strategy proposed in [89].
The time-varying thrust force as described in Equation 2.1 can be realised by pitching the
turbine blades with a similar sinusoidal signal.

2.3.2 Floater Dynamics
To capture the behaviour of the OC3 platform [82], several frequency response simulations
are performed. The Pulse is applied at different frequencies after which the floating turbine
reaches steady-state behaviour. Using the steady-state signals, the gain and phase between
input and outputs can be mapped.

Platform Motions
Figure 2.2 shows the frequency responses for each of the degrees of freedom of a floating
turbine. The turbine response shows that the type of motion that the floating turbine
undergoes is dependent on the excitation frequency, with different movements becoming
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Figure 2.3: Two examples of floating turbines undergoing both surge and pitch motion resulting in different
displacements of the nacelle.

dominant at different frequencies. For example, while the surge motion is dominant at
lower frequencies, the floating turbine undergoes a combination of pitching and surging
motions at higher frequencies. All other motions typically appear with at least an order of
magnitude lower amplitude than the surge or platform pitching motion. Therefore, they
will be neglected in further analysis.

Effect on Nacelle Displacement
The motion of the nacelle is mainly dependent on the magnitude of and coupling between
surge motion and platform pitch, which is a result of floater design [90]. While generally it
is expected that a surge and pitch motion results in a nacelle displacement, it is possible
that the surge and pitch motion counteract each other, causing the nacelle to remain
almost stationary. An example of this is given in Figure 2.3: it depicts two floating turbines
which are both pitching and surging whilst having different nacelle displacements. As will
be shown in the frequency analysis, this is dependent on the phase and gain difference
between the two motions. The movement of the nacelle is of interest as it will cause the
turbine to experience a time-varying inflow and thus a time-varying thrust loading. It is
expected that this may interfere with the working principle of the Pulse. Therefore, the
movement of the nacelle is also included in the frequency analysis. The frequency response
diagrams for platform pitch, surge and nacelle motion are shown in Figure 2.4.

At low frequencies, that is until 0.01 [Hz], the motion of the nacelle is nearly one-to-one
coupled to the surge motion, as the platform pitch angles are negligible. This can also
be seen in the phase data, where the phase of the surge motion and nacelle motion are
locked. Between 0.01 and 0.02 [Hz], the nacelle motion is the smallest for the frequency
range considered. Within this frequency range the platform surge and pitch motion are
almost 180 degrees out of phase. This, combined with the lower surge motion, results in the
floating turbine undergoing pitching and surging motion, without any significant nacelle
displacement. This behaviour is depicted in the left situation of Figure 2.3. At its lowest
point, the absolute gain from blade pitch angle to nacelle displacement is only 0.4 [m/deg],
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Figure 2.4: Frequency response functions for platform pitch, surge and nacelle motion for NREL 5 MW turbine on
the OC3 spar-buoy platform. In the y-axes label 𝜃𝑐𝑜𝑙 refers to the collective pitch angle of the blades.

meaning for every degree of blade pitch angle the nacelle only moves by 40 centimetres.
As frequency increases, the phase difference between surge and platform pitch diminishes
and both motions enhance the nacelle motion, graphically depicted in the right situation
in Figure 2.3. This is most prominent at 𝑆𝑡 = 0.5, where the nacelle motion achieves its
second-to-maximum gain (the first being at a lower frequency).

Effect on Turbine Thrust
Up till this point, only the displacement of the floating turbine at different frequencies has
been considered. For a bottom-fixed turbine the frequency, and blade pitching amplitude,
at which the Pulse is applied, significantly impact the wake mixing behind the turbine.
Typically, the frequency of 𝑆𝑡 = 0.25 is taken as ideal when considering two aligned turbines
spaced 5 rotor diameters apart [43]. It could be, however, that this is no longer the case for
floating turbines, as the effect of the motion of the floating turbine has to be taken into
account. It could well be that actuating at different frequencies on a floating turbine, yields
different (local) optima.

One turbine parameter that provides insight into the expected wake mixing is the
thrust force. By varying the thrust force, the wake is disturbed through the resulting
time-varying wind field. As the turbine moves, it will experience a different relative wind
speed, influencing the thrust force of the turbine. It could be that the extra dynamics could
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Figure 2.5: Frequency response functions for thrust force variation and nacelle motion, for NREL 5MW turbine
on the OC3 spar-buoy platform. The resonance frequencies in nacelle motion coincide with the anti-resonance
frequencies in thrust force variation. In the y-axes label 𝜃𝑐𝑜𝑙 refers to the collective pitch angle of the blades.

lead to locally higher, or lower, peaks in the thrust force variation. Figure 2.5 shows the
frequency response of the thrust force as well as the nacelle motion.

Within Figure 2.5 two antiresonances can be identified in the floating thrust force. One
is located at 0.008 [Hz] and a more prominent antiresonance is between 0.03 and 0.04 [Hz].
At both frequencies there is also a peak in the motion of the nacelle, indicating that there
is indeed a coupling between platform and Pulse dynamics. This coupling, however, seems
to have a negative impact, as in, as the motion of the nacelle increases the variation in
thrust force decreases. The difference in the size of the antiresonance can be explained
by considering the frequency at which the motion is at its maximum. The second peak
occurs at ≈ 5 times the frequency of the first peak, which means the nacelle is moving with
a higher velocity.

At 𝑆𝑡 = 0.25 the opposite behaviour to the antiresonance frequencies can be seen. Here,
the nacelle motion has an antiresonance and the thrust has a peak. At higher frequencies
(> 0.06 [Hz]) the gain in thrust reaches its highest gain. However, it is also at this frequency
that the Pulse becomes less effective as the blades are pitching too quickly to excite the
wake roll-up dynamics. The frequency area of interest is therefore between 𝑆𝑡 = 0.125 and
𝑆𝑡 = 0.5. Also included in Figure 2.5 is the gain from blade pitch angle to turbine thrust
for a bottom fixed NREL 5MW turbine. At all frequencies, the gain for the bottom-fixed
turbine is equal to or greater than that of the floating turbine. At frequencies where the
nacelle is not moving, or moving at low velocity, the gain for thrust approaches that of the
bottom-fixed turbine. At the resonance peaks of nacelle motion, there is a large difference
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in thrust force when compared to a bottom-fixed turbine.
The frequency analysis, as presented in this section, is a form of linear system analysis

to describe how a system responds to an input signal with one distinct frequency. It fails
to capture any non-linear dynamics in the system when the input signal is not a single
sinusoid or the amplitude is time-varying. The full, potentially non-linear, behaviour of
a floating wind turbine is captured within the time domain simulations. Based on the
frequency analysis it is clear that the nacelle motion has an effect on the time-varying
thrust force. The full impact on the onset of wake mixing of the wake due to the nacelle
motion and the physical displacement of the rotor plane is analyzed in the following section.
Based on the thrust analysis it is expected that the movement will affect the degree of wake
mixing.

2.4 Time Domain Results
This section investigates if the floating turbine movement for different Pulse frequencies
has any noticeable impact on wake mixing. This is done by performing time domain
simulations at three different Strouhal numbers: 𝑆𝑡 = 0.125, 𝑆𝑡 = 0.25 and 𝑆𝑡 = 0.5 for
both a bottom-fixed and floating turbine. The first and last frequencies correspond to a
frequency where the floating turbine shows significant displacement. All floating turbine
simulations are compared to a bottom-fixed turbine with the Pulse at the same frequency.
First, the time domain results for nacelle displacement and corresponding thrust force will
be shown and discussed. Then, for each simulation, the average wind in the wake will be
evaluated.

In total 8 different simulations are performed from which it is possible to evaluate
downstream wind speeds at different locations. For these simulations, the settings as
described in Section 2.2 are used. In each of the simulations, the turbine is floating unless
stated otherwise. The eight simulations are:

1. Constant blade pitch angle (bottom-fixed baseline).

2. Constant blade pitch angle (floating baseline).

3. Pulse with 4
◦ pitching amplitude at 𝑆𝑡 = 0.125, bottom-fixed.

4. Pulse with 4
◦ pitching amplitude at 𝑆𝑡 = 0.125, floating.

5. Pulse with 4
◦ pitching amplitude at 𝑆𝑡 = 0.250, bottom-fixed.

6. Pulse with 4
◦ pitching amplitude at 𝑆𝑡 = 0.250, floating.

7. Pulse with 4
◦ pitching amplitude at 𝑆𝑡 = 0.500, bottom-fixed.

8. Pulse with 4
◦ pitching amplitude at 𝑆𝑡 = 0.500, floating.

2.4.1 Turbine Performance in Time Domain Simulations
Figure 2.6 shows the nacelle displacement as well as the resulting thrust for the three differ-
ent frequencies considered. Alongside the data for the nacelle displacement, a simulation
with a constant blade pitch angle is depicted for reference. This shows the steady-state
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Figure 2.6: Time domain results for platform motion at three different Strouhal numbers. Each frequency has
noticeable nacelle displacement which leads to differing behaviour in the thrust force. Note that the cases to
which the floating simulations are compared differ between the top and bottom graphs. The top graph shows
nacelle displacement with respect to its steady-state un-actuated position, the bottom graph compares thrust
force variation to the best-case bottom-fixed simulation.

position around which the floating turbine is oscillating. For the thrust force data, a refer-
ence case with a bottom-fixed turbine excited with the Pulse at 𝑆𝑡 = 0.25 is also included.
At 𝑆𝑡 = 0.5 the nacelle undergoes the largest displacement, with a total movement of 15
metres. As this occurs at the highest actuation frequency, it results in the highest velocity
perceived by the nacelle. This combination of large amplitude and high frequency is of
greater interest, as it equates to a larger fluctuation in relative wind speed.

The effect of this becomes apparent when looking at the thrust force of the turbine. For
𝑆𝑡 = 0.5 the variation in thrust is significantly diminished compared to the bottom-fixed
case. This observation is reinforced by looking at the 𝑆𝑡 = 0.125 case. For that case, the
total nacelle displacement is not significantly less than for 𝑆𝑡 = 0.5, but due to the lower
frequency, the variation in velocity experienced by the turbine will be substantially slower.
This is reflected in the variance of the thrust force, which is larger compared to the 𝑆𝑡 = 0.5

case. As this time-varying thrust force is the driving mechanism behind the Pulse, it is
expected that the lower peak-to-peak amplitude results in less wake mixing and thus lower
downstream wind speeds.

In conclusion, the lower peak-to-peak amplitude in the thrust force due to the platform



2

26 2 Investigating the Pulse Wake Mixing Method for Floating Turbines

motion can be compared to applying the Pulse to a bottom-fixed turbine, but with a smaller
amplitude. This is likely reducing the overall effectiveness of the wake-mixing strategy, as
investigated in the next section.

2.4.2 Average Wind Speed Downstream
Thus far, the focus has primarily been on turbine performance and its, potential, relation
to wake mixing dynamics. The time domain data confirms that the fluctuation of the
thrust force varies significantly for different operating frequencies. Up to this point, it
is hypothesised that this will affect the degree of wake mixing behind the turbine. This
section analyzes the wind speed in the wake, which is directly related to wake recovery
due to wake mixing.

Figure 2.7: A screenshot from QBlade during one of the floating simulations. The left floating turbine shows the
wake as represented by the free vortex implementation. Each black line in the wake represents a vortex element.
The contraction and expansion of the wake as a result of the time-varying thrust force are clearly visible in the
wake. A 2D velocity plane of the same wake is shown on the right-hand side. The bright green colour signifies
areas of higher wind speed and blue areas denote areas of low wind speed. Each point in the velocity field is
calculated with respect to each of the vortex elements. If a point in the velocity grid is very close to a vortex
element it can lead to higher than free stream wind speeds in wake due to the nature of calculating the induced
velocity. Such a point is represented by the small red points in the velocity profile.

For each simulation the wind speed is calculated at 0.5𝐷 distance spacing, starting 0.5𝐷
in front of the turbine up to 7𝐷 behind the turbine for a total of 16 velocity measurements.
At each 0.5𝐷 a YZ-plane measuring 360 by 360 metres and centred at turbine level is
exported for every 0.5 seconds. This plane is sectioned in squares of 3 by 3 metres yielding
a grid of 120 by 120 individual velocity measurements. These dimensions were chosen such
that wake expansion is fully captured over the entire domain. For each velocity plane, the
average velocity experienced by a second NREL 5 MW turbine downstream, is computed
for each time step for 10 minutes of data (1200 data points per simulation). An example of
the wake and its 2-dimensional velocity profile at hub height can be seen in Figure 2.7.
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Figure 2.8 shows a comparison between cases with the same Pulse frequency and
their respective baselines. Between the floating and bottom-fixed baseline there is, when
averaged, no difference in downstream wind speed even though there is a slight difference
in operating conditions. For the 𝑆𝑡 = 0.125 and 𝑆𝑡 = 0.25 cases, there is little difference
between bottom-fixed and floating cases. At distances of 4𝐷 and higher, the floating
𝑆𝑡 = 0.125 case does show lower wind speeds compared to its bottom-fixed counterpart.
However, the most notable difference in downstream wind speed can be seen at 𝑆𝑡 = 0.5.
Over the entire distance of the considered domain, the wind speed remains lower compared
to the bottom-fixed case. As seen in the previous section, it is also the frequency at which
the smallest peak-to-peak amplitude in thrust force is seen in the time data.

Figure 2.8: Average wind speeds over the analyzed domain for all simulations. Each floating simulation is
compared to its bottom-fixed counterpart. Also included in the graphs are both baselines. The top figure shows
all the cases for which the excitation frequency is 𝑆𝑡 = 0.125, the middle figure has all the cases for 𝑆𝑡 = 0.25 and
the bottom figure the cases with 𝑆𝑡 = 0.5.

Figure 2.9 shows the same data but then all of the bottom-fixed and floating cases are
compared with each other. For the bottom-fixed cases, there is a difference in wind speed
close to the turbine. As the wake progresses downstream the wind speed converges to
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similar values between the cases. These findings are different with respect to the work
presented in [43] in which there is a difference in energy capture for the different Strouhal
numbers. This is likely a result of using a vortex representation to model the wake as it is
prone to wake breakdown due to numerical instabilities in the wake. This accelerates the
mixing process. For the floating cases, there remains a distinct difference in wind speed,
where the 𝑆𝑡 = 0.25 outperforms both other pulse cases over the entire domain.

Figure 2.9: Average wind speed comparison between cases with the same mounting method. Where all bottom-
fixed cases converge to the same wind speed, a difference between floating cases can be identified. The top graph
compares all bottom-fixed cases, the bottom graph compares all floating cases.

2.4.3 Discussion
Based on the analysis presented in this section it is clear that the additional dynamics of a
floating turbine do not necessarily lead to an increase in wake mixing. More importantly,
one can conclude that when applying the Pulse whilst disregarding floater dynamics, it
could lead to lower performance of the Pulse when applied to an otherwise identical
bottom-fixed turbine. In Section 2.2 it was stated that this work uses the NREL 5MW
turbine on the OC3 platform without loss of generality. In this section, a discussion is
presented that will elaborate on this statement.

Recent work presented in [91] confirms the findings in this section. In that work, an
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adjoint optimization is performed to find the ideal Pulse signal for a 2-turbine floating
wind farm, in which only the first turbine is actuated. The optimal excitation signal has
a frequency which matches the frequency at which the nacelle is moving the least. The
floating turbine in [91] is modelled as a second-order mass-spring-damper system. Surge
motion is represented by a translational mass-spring-damper and platform pitch by a
rotational mass-spring-damper system.

In general, themovement of a floating structure/vessel can bemodelled as amass-spring-
damper system in which the stiffness and damping properties depend on the hydrodynamic
properties and the mooring solution of the floater [92]. Depending on these values a
floating turbine will exhibit eigenfrequencies in pitch and surge, which could result in
a similar coupling to nacelle motion as for the OC3 used in this work. As the moment
arm from turbine thrust to the centre of gravity of the system is unchanged, the coupling
between Pulse dynamics and platform dynamics will remain the same: a change in thrust
force will be counteracted by the resulting movement of the platform.

The extent to which this will influence the wake mixing technique depends on the
floater type and mooring solution. For example, tension leg platforms will show different
dynamics to that of a semisubmersible or single spar platform [92]. The degree to which
this coupling exists depends on their respective stiffness. Since floating wind is still a (fast)
emerging technology, a desire to use wake mixing techniques in a floating wind farm could
influence floater choice and/or design.

Turbine size could also affect the overall effectiveness of the Pulse wake mixing tech-
nique on a floating wind turbine. The Strouhal number is, among other parameters,
dependent on the turbine diameter. The larger a turbine is the lower the excitation fre-
quency will be to actuate at a desired Strouhal number. The dynamics of the floating
turbine are mainly a result of the hydrodynamic properties of the floater and less so the
size of the turbine. The ideal mixing frequency of 𝑆𝑡 = 0.25 could therefore align with the
anti-resonance in nacelle motion, leaving the wake mixing technique largely unaffected by
the limited platform movement. An opposite scenario is also possible. In such a scenario a
different, potentially less effective, excitation frequency should be chosen to get a desirable
amount of wake mixing.

It is expected that for different floating turbines the findings in this work would remain
largely the same: Given the coupling between floater dynamics and the turbine thrust extra
care should be taken when choosing an excitation frequency for the Pulse wake mixing
technique.

Finally, it should be mentioned that with dynamic blade pitching techniques such as
the Pulse the loading of the turbine will be impacted. Differences in loading might impact
the effectiveness of the wake mixing technique. How the potential gains of wake mixing
are influenced by the loading of the turbine is a different area of research, see for example
[93] and [94].

2.5 Conclusion
For bottom-fixed turbines, the effectiveness of the Pulse wake mixing strategy depends on
both the application frequency as well as the amplitude of the sinusoidal signal. This work
shows that the same holds for floating wind turbines. However, the turbine motion induced
by the Pulse at different frequencies, predominately in the surge and pitching direction, will
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further influence its effectiveness and make it more sensitive to the excitation frequency.
The dynamic coupling between thrust and the resulting nacelle displacement is such that
at certain frequencies the large nacelle displacement results in lower downstream wind
speeds, a direct result of a reduction in wake mixing.

This nacelle displacement causes the turbine to experience a varying relative wind
speed which negatively impacts the thrust force of the turbine. When the floating turbine
is moving due to the Pulse, the movement is such that it lowers the peak-to-peak amplitude
of the thrust force. Time domain simulations for three different frequencies show that this
lowering of the peak-to-peak amplitude of the thrust force correlates to lower wind speeds
downstream in the wake. This implies that the degree to which wake mixing occurs is
lowered due to the movement of the floating turbine at certain frequencies.

The work presented in this paper shows that the coupling between wake mixing
dynamics and floating turbine dynamics will present a new challenge in finding the right
operating frequency, should the Pulse be deployed in a floating wind farm. With this specific
floater turbine combination, movement is undesired from a wake mixing perspective.
However, new floater designs will also introduce different floating dynamics which might
produce different results, or floaters could potentially be designed such that they are
guaranteed to enhance wake mixing through their design.
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2.A Convergence Study
This appendix covers the in-depth convergence study that was done to set the simulation
settings used in this research. This convergence study focused on the effect that blade
discretization has on turbine performance. Two parameters are analyzed, the turbine thrust
and blade tip deflection. The first variable is key to being accurately resolved for the
purpose of this research. The second variable is a direct result of the accuracy at which
the aerodynamic force is resolved on the blade. Blade discretization also influences the
number of vortex elements released into the wake (see Figure 3.7), which directly impacts
computational time.

The results of the convergence study are shown in Figure 2.10. A blade discretization
with 30 panels is chosen as the baseline, as it is likely this gives the most accurate rep-
resentation of the turbine. As will be shown in the results, going higher than 30 yields
diminishing marginal gains in terms of accuracy at the cost of computational time. All
other data are presented as percentual differences with respect to it. The turbine thrust
converges already at 10 panels. The blade tip deflection, however, converges at 15 panels
or higher.

Furthermore, as the number of panels increases, so does the computational time. Ulti-
mately the choice of the number of blade panels is a trade-off between the desired accuracy
and computational time. QBlade is provided with a model of the NREL5MW turbine in
which the blade is discretised into 18 panels. A data point for 18 panels is also included in
the convergence plot.

The effect of having different wake zones on the wake is also investigated. This is
done by looking at the wind speed in the wake. Whenever the wake transitions from one
zone to another, the number of vortex elements is reduced by interpolating among vortex
elements and replacing them with a representative, new, vortex elements. Within QBlade
the length of a wake zone is defined in the number of turbine revolutions. The total number
of revolutions for all wake zones summed is kept at 10 for this investigation. A further
half revolution is reserved for the near wake, which is a fully panelised wake and is visible
in Figure 3.7. The influence of the different distributions of wake zones is analysed by
looking at the velocity in the wake at a distance of 400 metres downstream. The results
are presented in Figure 2.11. From the results in Figure 2.11, it is clear that there is no
difference between cases 1 to 3. This is likely due to the fact that the wake only transitions
after the chosen distance of 8 wake zones. This is confirmed by looking at case 4, where
the length of zone 2 is expanded. In that case, the velocity field fully falls in zone 2. This
results in a slight increase in wind speed and a larger variance which implies that the wake
is less stable. Transitioning to wake zone 3 further increases the downstream wind speed
and corresponding variance. The biggest takeaway is that allowing the wake to transition
to zone 2 impacts the stability of the wake slightly and results in a small increase in wind
speed. However, keeping the velocity field of interest in zone 2 seems to provide a good
trade-off between accuracy and computational time. Therefore, the wake zones chosen for
this research, as presented in Table 2.2, are chosen such that the wind field fully falls into
zone 2 whilst also allowing zone 1 enough time to fully develop.
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Figure 2.10: Selected results for the convergence results. The plot shows convergence for both an integral
parameter (thrust) and an instantaneous parameter (blade tip deflection).

Figure 2.11: Average wind speeds downstream for different wake zones. The numbers on x-axis indicates the
unit length of measure for Wake Zone 1/2/3 respectively. The 25𝑡ℎ, 50𝑡ℎ and 75

𝑡ℎ percentile are shown as a box.
The bars indicate the distance to the, non-outlier, minima and maxima in the data set. Any circles indicate data
outliers excluded in the boxplot.
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3
Investigating the Helix

Wake Mixing Method for
Floating Turbines

Energy production of a wind farm can be increased by reducing the wake interaction between
turbines within the farm. In recent years, control solutions such as dynamic induction control
and dynamic individual pitch control have shown the potential to decrease this interaction by
actively triggering the wake mixing process behind the turbine.

As floating wind technology matures, these floating wind farms will run into similar wake
interaction challenges as their bottom-fixed counterparts. However, when transitioning wake
control solutions from bottom-fixed turbines to floating turbines they interact with the platform
dynamics of these turbines. This coupling depends on the type of floater on which the turbine
is mounted and results in the movement of the whole turbine. Typically this movement is
undesired and extensive research has gone into the control of floating turbines with the aim of
minimising platform movement.

Recent work has also shown that these movements can be leveraged to increase wind farm
efficiency. This work investigates the coupling between the Helix wake mixing method and
the platform dynamics of the floating turbine for the IEA 15MW turbine mounted on the
VolturnUS-S floater. More specifically, it investigates if movement is triggered when the Helix
is applied and how any potential movement impacts the wake-mixing dynamics.

For this floater type, the frequency range within which the Helix wake mixing method typically
is applied encompasses an eigenfrequency in yaw. At this eigenfrequency, which coincidentally
lies close to the ideal mixing frequency, a typical blade pitch of 4◦ amplitude results in yaw
motion of up to 8◦. When the wind speed behind the actuated turbine is analysed for both
a bottom-fixed turbine and a floating turbine a reduction in wake recovery is seen for the
floating turbine. Moreover, the impact on wake recovery is largest at the eigenfrequency in
yaw for this particular floating turbine and the ideal mixing frequency has shifted compared
to the IEA 15MW bottom-fixed turbine.
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3.1 Introduction
Achieving the European Union’s target of 510 GW of installed wind energy capacity by
2030 requires a significant expansion of the currently installed capacity of 255 GW [61, 95].
As a consequence of these ambitions, the power density of newly developed wind farms is
rising by increasing the number of turbines within a wind farm and the size of individual
turbines [96]. The larger wind farms are predominantly located offshore where wind
conditions are more consistent and, on average, wind speeds are higher compared to
onshore locations [21]. Furthermore, over 80% of Europe’s wind energy resources can be
found in waters too deep for bottom-fixed turbines [48, 97], resulting in a sharp increase in
the interest in floating wind turbines over the past decade.

As wind turbines extract energy from the incoming wind, they create an area of
turbulent, low-velocity airflow behind them, often referred to as the turbine’s wake. The
force that the turbine exerts on the flow also creates an area of low velocity in front of the
turbine. This area is often referred to as the induction zone of the turbine, as it induces a
lower velocity in the free stream. An example of the wake effect of a turbine can be seen
in Figure 3.1, where the wakes of the upstream turbines in the Horns Rev wind farm are
visible due to specific atmospheric conditions at the time of photographing. As these wakes
travel downstream, they interact with the turbines behind the upstream turbines.

This interaction causes extensive losses in energy production for the waked turbines.
Research indicates that this loss can amount to up to 25% of the energy production of
an otherwise unwaked turbine [65, 66]. Since wake interaction accounts for a significant
loss in a wind farm’s efficiency, it has been an area of substantial research [28]. The first
investigation into the wake interaction between turbines dates back to the 1980s, with
work discussing wake steering, [98], and work that aims to develop a fast analytical model
of the wind turbine wake in 1983 [67]. This model, often referred to as the Jensen model,
introduced in [67] formed the basis of the development of many subsequent wake models
each further expanding upon their capabilities, see for example [99].

With the introduction of fast analytical wake models, the first major attempt at in-
creasing the wind farm’s efficiency was using wind farm layout optimization. Early work
by [68] explored an optimization trading off power production and installation costs using
the Jensen wake model to model turbine interaction. In more recent work [37], an increase
in a wind farm’s power production by 1 to 2 per cent is realized by optimizing two existing
wind farms using different wake modelling techniques. Current research focuses mainly on
comparing optimization algorithms [100–102] or considers more complex onshore terrain
complicating the optimization [103]. These optimizations typically assume the turbines
to be static and aligned with the incoming wind direction. In this scenario, the layout is
designed such that power production is maximised for the prevailing wind direction, with
diminishing gains for the remaining wind directions.

These diminished gains can be recovered by using a wake steering controller. Although
the concept of wake steering was first introduced in [98] in 1982, it was only discussed
within a purely academic framework. In 2001 [104] and 2005 [105] it was again covered but
the method significantly gained traction in both the scientific and industrial setting [26] in

This chapter is based on  D. van den Berg, D. De Tavernier, D., Marten, J. Saverin and J.W. van Wingerden. Wake
Mixing Control for Floating Wind Farms - Analysis of the Implementation of the Helix Wake Mixing Strategy on the
IEA 15MW Floating Wind Turbine in IEEE Control Systems, vol. 44, no. 5, pp. 81-105, Oct. 2024.
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Figure 3.1: Visualization of wind turbine wakes for the Horns Rev wind farm. Atmospheric conditions were such
that water vapour condensed due to the pressure change behind the wind turbines resulting in visible wakes.
Image courtesy of Vattenfall, distributed under the CC BY-ND 2.0 license.

the past two decades. With wake steering, the turbine’s nacelle is yawed to divert the wake
away from any downstream turbine, increasing overall farm power production [23, 24, 30–
33].

As discussed in the aforementioned work, wake steering is an example of steady-state
optimal control that is used to increase wind farm power production. Using engineering
wake models, like FLORIS [35], lookup tables can be generated for ideal yaw angles for
each turbine in a wind farm at given wind directions. Once yawed, the turbine’s orientation
is kept constant until the environmental conditions change. Recently, attempts have
been made at incorporating control techniques such as wake steering into the layout
optimization problem [106, 107]. Another recent advance in these wake models is the
inclusion of dynamic behaviour of the wind field [36, 108]. This enables active control of
turbines during time-varying wind conditions.

3.1.1 Dynamic Wake Mixing Techniqes
Other forms of control of wind turbines involve wake mixing techniques. Wake mixing
control solutions can be classified as control techniques that use existing, or potentially
novel, actuators available on the wind turbine to excite aerodynamic instabilities in the
wake. Contrary to wake steering control, the primary goal of wake mixing is to dissipate the
wake by promoting the wake roll-up dynamics. When a wake starts to mix, it re-energises
itself with the outside flow, increasing downstream wind speeds. The first wake mixing
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Figure 3.2: Wakes of three turbines each with different control targets. The domain is 1500 metres long with every
blue line spaced by 250 metres. The turbine on the left is set to what is called ‘greedy’ control as it aims to extract
the most amount of energy from the wake. This creates a long uniform wake of low wind speed, represented by
the darker colour. The middle turbine and the rightmost turbine use the Pulse and Helix respectively. Notice how
the wake for the Pulse expands and contracts over distance. This pulsating (hence ‘The Pulse’) effect promotes
wake mixing. Both methods induce wake mixing which disrupts the wake and increases downstream wind speed.
Image generously created by Marcus Becker.

technique was proposed by [45], and a similar idea was already patented in [109].
In [45], an optimal control solution was sought to increase the energy capture through

the boundary layer of the wake. In that work, a conjugate-gradient optimization method
was used to find an optimal coefficient of thrust for each turbine such that energy extraction
of the wind farm was maximised. The adjoint optimization was run within a large eddy
simulation of a wind farm of aligned turbines. The optimal control input resulted in a time-
varying coefficient of thrust and led to an increase of 6.0% energy extraction of the wind
farm. Analysing the wake dynamics showed that the driving factor behind this increase is
that with this control method, the wind speed in the wake becomes time-varying which
promotes the mixing process.

The results presented in [45] led to the development of two active blade pitching
techniques that are capable of achieving similar results as described in that work. These
are: Dynamic Induction Control (DIC or the Pulse) [43] and Dynamic Individual Pitch
Control (DIPC or the Helix) [44, 110] with the latter also being patented [111]. Both
techniques use the blade pitch angle to control the turbine’s thrust to promote the onset of
wake mixing behind the turbine. The Pulse method uses the collective blade pitch angle
to create a time-varying thrust coefficient. The Helix method differs from the Pulse in
that regard, as with the Helix method, each blade is controlled individually, creating a
helical induction zone. Simulations carried out in [44] for an aligned two-turbine wind
farm showed that the aggregate power of the farm can be increased by 4.6% using the
Pulse and 7.5% using the Helix method. For this investigation, the turbines are spaced at a
distance of five rotor diameters apart. An example of the wakes of turbines actuated with
the Pulse and Helix wake mixing methods is shown in Figure 3.2. Included in the figure is
the wake of an unactuated turbine which often serves as a baseline comparison.
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For novel techniques like the Pulse and the Helix another area of research concerns the
loading of the actuated turbine. The increase of downstream wind speed from wake mixing
methods comes at the cost of increased loading of the upstream turbine [93, 94]. This needs
to be taken into account when deciding to use these techniques on both bottom-fixed and
floating turbines. Furthermore, when looking at the farm level the turbines directly behind
the actuated turbine will also see an increase in loading, due to the increased wind speed
they experience. For example, in [93] an increase of 8% in blade loads is reported for the
second turbine when the Helix is activated on the upstream turbine.

3.1.2 The Transition To Floating Wind
Within this work, we explore how dynamic wake mixing control interacts with floating
wind turbines and if it can significantly reduce this wake interaction between turbines. In
particular, we will consider if the extra six degrees of freedom of a floating turbine can
be leveraged to mitigate the wake interaction. These six degrees of freedom consist of
three translational ones: surge, sway and heave, and three rotational ones: roll, platform
pitch and yaw, which are defined in Figure 3.3. These extra degrees of freedom typically
complicate the design of these kinds of turbines and controllers. However, from a control
perspective, it also offers extra opportunities for mitigating the wake interaction between
turbines. One such example is the ability to actively relocate the turbines within a floating
wind farm to minimize wake overlap [57–59]. This topic is also covered in the contribution
in this edition of Control Systems Magazine titled “Floating Offshore Wind Farm Control
via Turbine Repositioning” by Niu et al. By altering the yaw angle and magnitude of
the thrust vector, [58] increased the efficiency of an idealized wind farm by 5 to 10% by
relocating the floating turbines. The exact gain depends on the wind direction for which
the farm is being repositioned.

Alternatively, some of the mechanical properties of the floater can also be adapted
during operation. For specific floaters, water can be pumped into the columns altering the
roll or platform pitch angle of the platform. Pitching the platform of a floating turbine has
a similar effect on the wake as when the nacelle of a turbine is intentionally misaligned in
yaw with the incoming flow. In both cases, the misalignment creates a force component
perpendicular to the incoming flow that deflects the wake behind the turbine. The concept
of pitching the floating platform is explored in [60], where a 5% increase of the cluster is
realized when the floater of the upstream turbine is pitched forward by 20 degrees. At this
platform pitch angle, the turbine deflects the wake towards the sea allowing higher energy
flow to enter from above the wake and reach the downstream turbine.

When the aforementioned wake mixing techniques are applied to a floating turbine,
the time-varying thrust will excite the six degrees of freedom. If and how this movement
influences the effectiveness of the wake mixing technique depends on the coupling between
the wake control method and floating turbine dynamics. For the Pulse and the Helix, this
is explored in [74, 91, 112]. Furthermore, using the motions of the turbine for the benefit
of wake mixing is patented in [113].

For the Pulse, the coupling was found to reduce the effectiveness of this particular
wake mixing method. The work presented in [74] used prescribed motions to mimic the
motions of a floating wind turbine. This approach, however, does not capture any further
coupling between the platform motions and the mechanisms behind the Helix wake mixing
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technique.
This highlights one of the research gaps when transitioning controllers from bottom-

fixed to floating turbines. Controllers optimized for bottom-fixed turbines might underper-
form when coupled to a floating turbine, or new optimal operating conditions need to be
derived to account for the platform dynamics of the turbine.

Figure 3.3: Axes system showing the six degrees of freedom for a floating turbine.

3.1.3 Research Objectives
This work presents a comprehensive overview of the Helix wake mixing method and the
coupling between aerodynamics and the structural- and hydrodynamics of a floating wind
turbine. First, a frequency domain analysis of the coupling between Helix and platform
motions is presented and second, time domain simulations are executed to investigate the
system using its full nonlinear representation. For these simulations, QBlade is used [114].
QBlade is a simulation suite capable of simulating hydro-, aero-elastics and wake dynamics.
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Figure 3.4: General closed-loop control scheme for the IPC control method. Individual blade pitch angles are
given by 𝛽𝑖 with 𝑖 ∈ [1,2,3] and the out-of-blade root bending moments by 𝑀𝑖. The main objective of IPC is to
minimise the fixed-frame tilt, 𝑀𝑡𝑖𝑙𝑡 , and yaw, 𝑀𝑦𝑎𝑤 , moments, which can be obtained from the blade individual
moments using the MBC transform.

3.2 The Development of the Helix Method
This section will introduce the Helix wake mixing method. First, the Helix method’s
principle, derived from individual pitch control (IPC) for load mitigation and dynamic
induction control, will be introduced. Second, an interpretation will be given of the Helix’s
effect on the wind turbine’s thrust vector and finally, how it induces wake mixing and its
effect on the downstream wake. The appendix “Background on Wake Mixing” provides a
short aerodynamic background to the mixing process.

3.2.1 Individual Pitch Control
The Helix method was first proposed in [110] and further explored, e.g., in [44]. The
main characteristic of the Helix is that it leverages the blade pitch degree of freedom of
a wind turbine to manipulate the location of the point of origin of the resulting thrust
vector. As a result of this dynamic thrust vector, the force exerted on the incoming flow
will also be time-varying which, when excited at the right frequency, can lead to wake
mixing increasing the power production of the downstream turbine. The inputs required to
create the Helix are based on the same signals that are used for load mitigation using IPC.
It is, therefore, useful to consider the development of IPC and its, mainly mathematical,
similarities to the Helix method.

IPC was developed with the goal of load mitigation [115, 116] and continues to be a
topic of active research, see for example [94, 117]. Typically, the dynamics and thus loads
of a wind turbine are described in the rotating frame. The objective of an IPC controller is
to minimise the fixed frame loads to extend the lifetime of the turbine. The loads on the
blades that are described in the rotating frame, can be translated into loads on the fixed
turbine using the multi-blade-coordinate transformation (MBC) [118].

The scheme of Figure 3.4 shows the general form of an IPC loop using the MBC. The
blade root moments 𝑀𝑖, with 𝑖 ∈ [1,2,3], are transformed into the fixed-frame moments
using the MBC transformation. Mathematically the MBC transformation can be expressed
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Figure 3.5: General open-loop control scheme for the Helix wake mixing method. Contrary to IPC, the individual
blade pitch angles are derived using the inverse MBC transform from the fixed-frame input signals. When applied
to the turbine, the resulting fixed-frame moments are similar to the input fixed frame blade pitch angles.
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i.e., the moment on the entire rotor rather than the tilt or yaw axis. The transformation
from individual blade pitch angles to fixed frame blade pitch angles is synonymous to (5.3).
The controller will output fixed-frame blade pitch angles which can be transformed back
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which is known as the inverse MBC transform.

3.2.2 From IPC to the Helix
While the main goal for IPC is to minimize the time-varying tilt and yaw moments (𝑀𝑡𝑖𝑙𝑡

and 𝑀𝑦𝑎𝑤), with the Helix method, a time-varying tilt and yaw moment is applied to the
turbine. This is achieved by applying, in open loop, a time-varying signal to the fixed frame
tilt, 𝛽𝑡𝑖𝑙𝑡 , and yaw, 𝛽𝑦𝑎𝑤 , pitch angle. A schematic representation of the open loop is given
in Figure 3.5.

The type of signal used as an input in the fixed-frame can be chosen freely. For this
work, the inputs derived in [44] are used, which are two sinusoidal inputs on both the tilt
and yaw axes

𝛽𝑡𝑖𝑙𝑡 = 𝐴𝑡 sin
(
2𝜋𝑆𝑡
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𝐷

𝑡
)
, (3.3a)

𝛽𝑦𝑎𝑤 = 𝐴𝑦 sin
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𝐷
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𝜋

2)
, (3.3b)

in which 𝐴𝑡 and 𝐴𝑦 are the blade pitch angle amplitudes [deg], 𝑉∞ the free-stream wind
speed [m/s], 𝐷 the rotor diameter [m] and 𝑆𝑡 is a dimensionless frequency characterized
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by the Strouhal number. The Strouhal number is defined as

𝑆𝑡 =

𝑓𝑒𝐷

𝑉∞

, (3.4)

in which 𝑓𝑒 is the actuation frequency [Hz]. The phase difference ±𝜋

2
in (3.3b) determines

if the Helix is applied in a clock-wise or counter-clockwise manner [44]. For example, the
signals shown in Figure 3.5 are for a counter-clockwise Helix (which equals to a phase lead
of 𝜋/2 in (3.3b)). The work in [44] shows that both clock- and counter-clockwise versions
of the Helix are able to increase downstream wind speeds, but the counter-clockwise
version proved to be more effective. The reasons for this are a current topic of research. As
such, the counter-clockwise Helix will be used throughout this work.

Varying the tilt and yaw moment causes the origin of the thrust vector of the turbine to
change its location with respect to the centre of the turbine. This is schematically depicted
in Figure 3.6, which shows the front view of a wind turbine. Each blade is colour coded to
match the individual pitch angle signals shown in Figure 3.5.

At any given time, each of the blades will have a different pitch angle except at certain
time instants when at most two blades have the same pitch angle. The differing blade
pitch angles result in different aerodynamic forces acting on each blade. As a result, the
overall turbine thrust vector is no longer centred in the rotor plane but rather at an offset
to the centre. In Figure 3.6, this offset is represented by the green arrows, which also,
schematically, represents the path of the resulting thrust vector during one period of the
Helix. This period is in order of 10 times longer than the rotational period of the turbine,
i.e., when the Helix has completed one period the turbine has rotated approximately 10
times. In reality, the offset is significantly smaller, typically in the order of a few meters. A
major difference to the Pulse wake mixing technique is that with the Helix, the magnitude
of the thrust force remains unchanged and only the origin of the thrust force changes over
time considering ideal conditions.

The effect of this moving thrust on the wake velocity profile can be seen in the wake of
the rightmost turbine in Figure 3.2. The darker shaded area behind the turbine indicates an
area of lower wind speed than the free stream, which is transparent. As the thrust vector
is moving over the rotor plane, the incoming wind is most slowed down at its location.
Directly opposite to the thrust vector the local induction, i.e., force opposing the incoming
flow, is the lowest resulting in the highest local wind speed. This creates a rotating area
of lower and higher wind speeds that, as it moves downstream from the turbine, create a
characteristic helical shape of wind speed in the wake. The Helix method obtains its name
from this shape.

The area of low wind speed in Figure 3.2 starts to dissipate after travelling roughly 4
rotor diameters of distance downstream as the wake mixes with the outside flow increasing
downstream wind speed. The effectiveness of the Helix is dependent, among other factors,
on the amplitude of the blade pitch angles and its application frequency. Current research
indicates that the most gain in wind speed for the Helix is achieved between 𝑆𝑡 = 0.30 and
𝑆𝑡 = 0.40 for a two-turbine wind farm with turbines spaced at 5𝐷 [119, 120]. The exact
aerodynamic principle behind this is still a topic of research, see, for example, [121–124].
It should be noted that the relative gain is distance-dependent. As the wake travels further
downstream, more natural mixing occurs and the overall contribution of the Helix is lower.



3

42 3 Investigating the Helix Wake Mixing Method for Floating Turbines

Figure 3.6: Front view of the rotor plane of a wind turbine. As each blade is pitched the thrust vector will move,
off-centre, clock or counter-clockwise over the rotor plane. This dynamic induction zone promotes the onset of
wake mixing.

Closer to the turbine the natural mixing process has not started yet and the wind speed in
the wake is still low.

Typically, research into wake mixing methods focuses on increasing the energy of a
turbine located at a distance of five rotor diameters. On average the spacing in current
offshore wind farms is ten rotor diameters [125, 126]. Furthermore, if significant gains in
power production can be achieved for distances closer to the upstream turbines, it is also
feasible to pack more turbines within the same wind farm, further increasing its power
production.

For bottom-fixed turbines, the Helix has shown significant potential to mitigate the
turbine-to-turbine interaction. The time-varying moments which are applied to the turbine
using the Helix methodwill interact with a floating structure. When a tilt moment is applied,
the turbine will likely change its floater pitch angle, changing the inflow angle. When a
yaw moment is applied, the floating turbine will yaw, resulting in yaw misalignment of the
turbine with respect to the flow. These movements will affect the flow behind the turbine.
Furthermore, the misalignment of the turbine with respect to the incoming flow creates
a tangential force component at the location of the rotor thrust vector. Either or both of
these effects can potentially influence the wind speed downstream, be it by affecting the
wake mixing technique directly or by interacting with the aerodynamic mixing process.
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3.3 Coupling Between the Helix Method and the
IEA 15MW Floating Turbine Motions

This section provides an in-depth analysis of the movements of the IEA 15MW turbine [127]
mounted on the VolturnUS-S floater [128] when using the Helix method. To gain a better
understanding of the coupling frequency response functions are analyzed. These responses
are obtained from input-output data acquired from identification experiments [88]. The
identified response functions provide insight into how the platform dynamics of the floater
and the dynamics of the Helix couple. The frequency response data give insight into the
dynamics of a single turbine and how it interacts with the Helix method, but not the impact
on the wake mixing process. The influence of the resulting motion on the wake is discussed
in the next section.

3.3.1 Simulation Tools and Research Methodology
All investigations presented in this research are conducted using QBlade [114]. QBlade is
capable of simulating coupled aerodynamics, structural dynamics and hydrodynamics. To
model the turbine and wake aerodynamics, a free wake vortex method is used. The vortex
method was originally developed for modelling the wake of helicopter rotors [76, 77]. Its
benefits over comparable computational fluid dynamic methods primarily come from being
computationally more efficient without major loss of accuracy [78].

Figure 3.7: A close-up of the IEA 15MW turbine on the VolturnUS-S floater in QBlade. The image is taken at the
start of the simulation at which only the near wake is visible represented by the black lines which are vortex
elements released in the wake.
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The free vortex method as used in QBlade can be viewed as a low-cost alternative
method of simulating the wind turbine wake. The majority of the research investigating the
wakes of individual wind turbines or wind farms uses some form of large-eddy simulations
to investigate near and far wake behaviour whilst being reasonably efficient. However, for
LES simulations the whole domain needs to be discretized with finite-volume elements. In
general, reducing the size of these volume elements increases the accuracy of the resolved
wake at the cost of growth in computational costs.

The free vortex method models the wake and flow field using a Lagrangian approach.
These methods have previously successfully been used to model wind turbine wakes
[79, 80, 129–131]. In [79] the predicted wake breakdown location is analyzed using the
same free vortex wake code as used in this work. It is compared to an identical simulation
carried out in LES and other literature data. It was observed that the transition position
aligns well with the predictions of LES modelling. Beyond the point of transition, however,
the LLFVWmodel does not accurately capture the effect of turbulent diffusion. Furthermore,
the same work also describes how the actuation of flaps located near the tip of the blade
can accelerate the tip-vortex pairing, a process that instigates wake breakdown. Finally, it
also proposes a solution to improve upon the accuracy of the current implementation of
the free vortex wake method.

An important distinction between [79] and this work is that the frequency at which
the control is implemented is an order of magnitude lower for the Helix method compared
to the flap control used in [79]. As this work focuses on the behaviour of the wake near the
upstream turbine and only up to five 𝐷 downstream, the free wake vortex method can be
used. To understand the wake behaviour a quantitatively accurate method such as LES is
required to validate these approaches and explore more accurately the impact of turbulent
statistics in the post-transition region.

The IEA 15MW, [127], on the VolturnUS-S, [128], floater, as modelled in QBlade, can be
seen in Figure 3.7, including part of the wake represented by the free vortex elements. For
every simulation conducted in this work, the inflow wind speed is uniformly distributed
and set at 9 m/s. This represents an ideal case scenario for the wake mixing strategy.
At this wind speed, the turbines are operating in below-rated conditions and extract all
available energy from the flow. In above-rated conditions, there is typically enough energy
in the flow behind the turbine that any waked downstream turbines can also operate
near or at rated power [24, 132]. A further reason for choosing a fixed wind speed is that
the excitation frequency, defined by the Strouhal number, (3.4), is wind speed dependent.
Considering multiple wind speeds would complicate the analysis and increase the number
of simulations.

Finally, the flow is considered to be laminar. When turbulent inflow is used, natural
mixing occurs in the wake. This reduces the relative effectiveness of the wake mixing
technique. However, wake mixing can still be beneficial even when turbulence is considered.
The work in [123] and [124] use synthetic turbulence in their simulation, i.e., turbulence is
superposed onto a mean inflow. For both works the turbulence intensity (TI) is around
5%. Similarly, work on the Helix in [44] and [122] includes turbulence developed in an
atmospheric boundary layer. In [44] the TI is set to 5% over the whole domain whereas [122]
uses a TI that varies between 3% at the top of the turbine and 5.8% at the bottom. What
these four investigations have in common is that the turbulence level is relatively low. It
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is expected that this control strategy will be applied in conditions with a TI level in this
range as it is most effective for those conditions. Omitting turbulence from the simulation
enhances the effect of the Helix method on the wake allowing for easier comparison of the
wake behaviour between that of a bottom-fixed turbine and a floating turbine.

For the simulations of the floating turbine, a wave field is included in the simulation.
The presence of a wind field above a still body of water will generate waves [133], so-called
wind-swept waves. The exact nature of the waves is site-dependent and is determined
through site-specific assessments. When site-specific information is not available during
the design phase of the turbine, the IEC 61400-3-1:2019 standard can be used [134]. The
table with wind speeds and associated wave parameters can be found in [128], see Table
12 in that work. The size and frequency content of these waves is parameterized using a
JONSWAP wave spectrum [135]. For the interested reader, a detailed description of QBlade
can be found in the appendix “Aero-servo-hydro-elastic models in QBlade". The specific
settings used in this work can be found in the Chapter 2.

3.3.2 Freqency-Domain Analysis
To capture the dynamics of the IEA 15MW floating turbine, the system is excited using
a chirp signal. This signal is chosen such that it excites the system over 1 ⋅ 10−3 to 1 Hz
frequency range. The input is logarithmically distributed over the full duration of the
experiment such that more of the data collected is generated at lower frequencies. The full
experiment produces 28800 seconds (8 hours) of data. In previous work, it was identified
that for semi-submersible platforms, like the VolturnUS-S platform, the yaw motion is
dominant [74]. For that reason, the chirp is applied to the fixed frame 𝛽𝑦𝑎𝑤 input.

Figure 3.8 shows the frequency response for all six degrees of freedom of the floating
turbine as a function of blade pitch angle. The data is presented as the ratio between the
input and output spectra. Beyond 0.1 Hz the system becomes insensitive to any input which
is the reason the data is displayed up to 0.1 Hz even though the system is excited to 1 Hz.
Included in Figure 3.8 are vertical lines at three frequencies typically considered for wake
mixing. The corresponding Strouhal number for the IEA 15MW turbine is annotated above
the dashed lines. Between 𝑆𝑡 = 0.10 and 𝑆𝑡 = 0.50, the wake mixing process is most effective.
Higher Strouhal numbers result in less effective wake mixing as the blade pitching is no
longer triggering the wake instabilities.

In terms of absolute gain, two of the six degrees of freedom are excited almost equally.
These are the sway and yaw motions, both with a peak gain of 2.5 albeit at different
frequencies. However, given the scale of the turbine, the absolute displacement of the sway
motion can be considered negligible. For example, if the Helix were applied with a four
degree blade pitch amplitude on both fixed frame coordinates, the turbine would displace at
most 10 metres which is considered small compared to the rotor diameter. On the contrary,
the same input results in ±10 degrees of yaw misalignment, which can be considered a
sizeable yaw misalignment angle. Aside from these two motions, the remaining 4 degrees
of freedom are excited an order of magnitude smaller or are excited at frequencies outside
the range of interest for wake mixing.

The presence of waves will also cause the platform to undergo a degree of motion.
However, wave excitation often occurs in a frequency range an order of magnitude higher
than that of the Helix. When designing a floating vessel Response Amplitude Operators, or
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RAOs, are constructed to represent the response of the vessel to wave inputs at different
frequencies [92]. For the VolturnUS-S reference platform, the RAOs can be found in [128].
The platform motions for a wavefield with a similar wave height as used in this work are
small such that their impact on the wake is negligible. Especially in yaw, the Helix-induced
yaw motion will be significantly larger than that of the wave forces.

From the frequency response data, it is possible to evaluate if the yawing motion affects
the Helix method. This can be measured by evaluating the transfers from the fixed frame
blade pitch angles to the fixed frame tilt and yaw moments. These transfer functions
provide insight into the full coupling between the aero- and platform dynamics. The
relations between blade pitch input and fixed frame tilt and yaw moments are shown in
Figure 3.9, where the data for 𝑀𝑡𝑖𝑙𝑡 and 𝑀𝑦𝑎𝑤 is normalized with respect to the maximum
value of𝑀𝑦𝑎𝑤 . In the same figure the response of the yaw motion to 𝛽𝑦𝑎𝑤 is also included.
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Figure 3.8: Frequency responses for the IEA 15MW
turbine on the VolturnUS-S semi-submersible plat-
form for all 6 degrees of freedom. The vertical dot-
ted lines represent the frequencies for 3 different
Strouhal numbers. At different actuation frequen-
cies, the platform will undergo differing types of
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Even though the experiment only uses the 𝛽𝑦𝑎𝑤 input, there is still a response on the
𝑀𝑡𝑖𝑙𝑡 axis. Hence, a coupling exists between the fixed-frame yaw and tilt axis with this
implementation of the MBC transform. This can be solved by including an azimuth offset
in the transformation [117]. When the yaw motion is small (gain ≈ 1 or lower), the gain
for the yaw moment remains constant. However, at the eigenfrequency of the yaw motion,
there is a small antiresonance in the yaw moment. Coincidentally, the frequency range
where the yaw motion is most prominent is also the frequency range where the Helix is
most effective.

The investigation presented in this section indicates that there exists a two-way coupling
between the dynamics of the Helix and the platform dynamics of the floating turbine. The
yaw movement of the floating turbine reduces the yaw moment of the Helix. The impact
that this has on the wake mixing behind the turbine will be investigated in the following
section.
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Figure 3.10: Front view of the IEA 15MW turbine mounted on the VolturnUS-S platform with the points at which
the wind speed is measured. The rotor swept area is indicated by the dashed circle.

3.4 Time-Domain Analysis of Wake Recovery
This section will analyse the dynamics of the wake mixing process and whether the yaw
movement has any impact on it. This is done by comparing the wind speed downstream of
the turbine for different Strouhal numbers. Wake recovery can be evaluated by comparing
the wind speed at different distances downstream to a baseline case. Furthermore, all
simulations will be run for two different amplitudes for the blade pitch angles, to assess
the impact of different blade pitch angles.

For comparison, the same simulations will be executed for a bottom-fixed version of
the IEA 15MW turbine. By comparing the simulations for a floating turbine to those of a
bottom-fixed turbine, the impact of the motion can be better analyzed. First, the simulation
cases and the metrics that are being analysed will be introduced. Second, the results of the
simulations are presented.

3.4.1 Time-Domain Simulation Scenarios
All simulations carried out in this work were done using the software-in-the-loop interface
of QBlade [136]. The settings, as described in Chapter 2, were used for all simulations. The
total simulation time for each simulation was 1600 seconds, of which the first 400 seconds
were omitted to remove transients from the simulation initialisation. The remaining 1200
seconds were used for the data analysis.

For the baseline case, both the bottom-fixed and floating turbines have their blade
pitch angle set to 0 degrees. Maximum power extraction is achieved by employing a 𝑘𝜔2

controller that controls the generator torque such that the turbine operates at the optimal



3

48 3 Investigating the Helix Wake Mixing Method for Floating Turbines

-6

-4

-2

0

2

4

6

8

10

Y
aw

M
ot

io
n

[d
eg

]

Amplitude 2/ St = 0:00
St = 0:10

St = 0:30
St = 0:50

1150 1200 1250 1300 1350 1400

Time [s]

-10

-5

0

5

10

Y
aw

M
o
ti
on

[d
eg

]

Amplitude 4/

Figure 3.11: Yaw motion for the 2-degree (top figure) and 4-degree (bottom figure) Helix input amplitudes. The
selected data are the results for the baseline cases and 3 different Strouhal numbers. The yaw motion at 𝑆𝑡 = 0.30

exhibits the largest amplitude. The amplitude in yaw motion for the 2-degree input is slightly larger than the
gain found in the frequency response functions.

tip-speed ratio [137]. For each simulation, the wind speed is retrieved at the following
distances

𝐷 =
[
−1.0 0.0 1.0 2.0 2.53.0 3.5 4.0 4.5 5.0 6.0

]
. (3.5)

As the floating turbine has a steady-state surge offset, an offset of ≈ 16 m is applied to
(3.5). The average wind speed is retrieved at the points shown in Figure 3.10. This number
of points was found to be a good trade-off between computational expense and accuracy.
The average wind speed as measured at these locations provides insight into the potential
power production for a second downstream turbine.

The Helix is applied with a blade pitching amplitude of 2 and 4 degrees. At these
amplitudes the wake mixing process will be triggered by the Helix method and at the same
time it provides insight into a, potential, non-linear relation between yaw motion and the
Helix method. It could be that at smaller platform yaw angles it provides a benefit which is
diminished at larger yaw angles. To investigate the impact of the motion, the application
frequencies used in this work cover the full range in which wake mixing is effective. The
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following Strouhal numbers were chosen

𝑆𝑡 =
[
0.00 0.10 0.15 0.20 0.25 0.30 ...

...0.35 0.40 0.45 0.50 0.60 0.70
]
,

(3.6)

in which 𝑆𝑡 = 0.00 represents the baseline case. Research indicates that an optimum fre-
quency exists for wake mixing, which is dependent on the distance to the next downstream
turbine. For dynamic induction control, this is 𝑆𝑡 = 0.25 for a two-turbine wind farm spaced
at 5 rotor diameters [43]. By evaluating the wind speed over distance, (4.3), and Strouhal
number, (3.6), this ideal frequency can be found for the Helix. Furthermore, comparing the
data from bottom-fixed and floating turbines can provide insight on whether the optimum
changes are due to the extra dynamics of a floating turbine.
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Figure 3.12: Tilt moment for the 2-degree (top fig-
ure) and 4-degree (bottom figure) blade pitch ampli-
tudes for the same 3 Strouhal numbers considered
in Figure 3.11. The solid lines represent the data
from the bottom-fixed IEA 15MW turbine and the
dotted lines that of its floating counterpart. The
high frequency variations in tilt moment are due
to the waves hitting the floating turbine.
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Figure 3.13: Yaw moment for the 2-degree (top fig-
ure) and 4-degree (bottom figure) blade pitch am-
plitudes for the 3 different Strouhal numbers con-
sidered in Figure 3.11. The solid lines represent the
data from the bottom-fixed IEA 15MW turbine and
the dotted lines that of its floating counterpart. For
both 𝑆𝑡 = 0.10 and 𝑆𝑡 = 0.5, there is essentially no
difference between bottom-fixed and floating cases.
At the eigenfrequency in yaw motion, there is a
notable decrease in the yaw moment.

3.4.2 Time-Domain Simulation Results
The results will be presented in three different subsections. First, the yaw motion and
yaw- and tilt moment for both blade pitch amplitudes will be shown. For these data sets,
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Figure 3.14: Instantaneous velocity slices at hub height for 4 different actuation frequencies. From top to bottom,
the following frequencies are shown: 𝑆𝑡 = 0.00, 𝑆𝑡 = 0.10, 𝑆𝑡 = 0.30 and 𝑆𝑡 = 0.50. The left column shows results
for the bottom-fixed turbine and the right column the floating turbine. The solid yellow line indicates the position
of the turbine. Notice how the wake at 𝑆𝑡 = 0.30 has deflected more at 3𝐷 and 5𝐷 for the floating turbine. Colour
map courtesy of [138].

three different Strouhal numbers are chosen. These Strouhal numbers represent the system
behaviour before, at, and after the eigenfrequency. Furthermore, the time-domain data
at these three frequencies can be used to verify the results found using the frequency
response functions. Secondly, the average wind speed downstream is evaluated. By looking
at the wind speed downstream and comparing it to the baseline case the accelerated wake
recovery can be quantified. Finally, the average aggregated power production of the two
turbine wind farms is compared. Higher actuation frequencies and larger amplitudes lead
to a loss in the power production of the actuated turbine. Furthermore, if an optimum
exists for wake recovery, i.e., a Strouhal number and distance where the relative gain in
wind speed is largest, this combination of Strouhal and distance does not necessarily result
in the highest gain of power production.

Turbine Time-Domain Response
The yaw motion for the three different Strouhal numbers and both blade pitch amplitudes
are shown in Figure 3.11. The time range shown is equal to one period for 𝑆𝑡 = 0.10.
Included in Figure 3.11 is the yaw motion for the baseline case. The incoming waves do
not perturb the turbine such that they create any significant yaw motion. This is for two
reasons. First, the wave field used is aligned with the incoming flow and does not excite
the yaw degree of freedom. Second, the wave field used represents a calm sea for this wind
condition and therefore wave forces are relatively small.

The amplitude in yaw motion for the two-degree input peaks at six-degrees. This is
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Figure 3.15: Instantaneous velocity slices taken from a side view for 4 different actuation frequencies. From top to
bottom, the following frequencies are shown: 𝑆𝑡 = 0.00, 𝑆𝑡 = 0.10, 𝑆𝑡 = 0.30 and 𝑆𝑡 = 0.50. The left column shows
results for the bottom-fixed turbine and the right column the floating turbine. The solid yellow line indicates the
position of the turbine. The ground and sea are marked by the coloured rectangles. Notice how even without
actuation the wake deflects upwards for the floating turbine, a result of the whole floating structure having a
floater pitch offset. Colour map courtesy of [138].

higher than the expected amplitude based on the gain found in the frequency response
experiment. For the four-degree input, the amplitude of the yaw motion matches the
gain, as the identification input is four degrees. The greater-than-expected motion at two
degrees can be explained by the fact that both the stiffness and damping of a floating
vessel are dependent on the amplitude and velocity of the motion [92]. At the lower blade
pitch amplitude, the platform has a lower yaw velocity and thus the interaction between
the floater movement and the water is different compared to the four-degree case. This
nonlinear behaviour of the stiffness and damping can be one of the reasons why there is a
difference in expected versus actual yaw amplitude.

The tilt and yaw moments for the bottom-fixed and floating turbines are shown in
Figures 3.12 and 3.13. For the tilt moment, see Figure 3.12, there are only small differences in
peak-to-peak amplitude when comparing the floating and bottom-fixed turbines. This can
potentially be put down to the nacelle moving forward and backwards due to wave-induced
motion or the applied tilt moment. The larger yaw movement does have an impact on the
yaw moment that is generated by the Helix.

Figure 3.13 shows the comparison of the yaw moment for the bottom-fixed and floating
turbine. When actuated at 𝑆𝑡 = 0.30 there is a significant reduction in yaw moment which
confirms the frequency analysis. The reduction in yaw moment can be explained by the
fact that as the turbine is undergoing yaw motion part of the turbine is moving away from
the incoming flow, reducing the effective wind speed. If the fixed frame thrust force, which
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Figure 3.16: Contour plots that show the relative gain in the time-averaged downstream wind speed for both
hypothetical bottom-fixed and floating turbines for both blade pitch amplitudes. The wind speed is measured
directly behind the upstream turbine. For all actuated cases, wake recovery is accelerated with respect to the
baseline case. Furthermore, there exists an area where the gain is highest, indicating that the relative wake
recovery is highest at that Strouhal and distance. Colour map courtesy of [138].

is a function of effective wind speed, is located in the half moving away from the flow the
thrust will be reduced. This translates to a reduction in applied yaw moment. A change
in phase coupling between blade pitch input and yaw motion could therefore also lead to
different behaviour.

There exists no such reduction in tilt moment for the Helix method. A reduction of tilt
moment would be expected if the platform undergoes either surge, platform pitch motion
or a superposition of both. The fore-aft motion influences the relative velocity the turbine
experiences which affects the thrust of the turbine. However, the eigenfrequency in surge
and platform pitch are located at 0.007 and 0.036 Hz respectively [128], the latter being
outside the Strouhal range of interest. Both eigenfrequencies can be seen appearing in
Figure 3.8.

For the effect on the Helix, these time domain results can be interpreted as follows:
where for a bottom-fixed turbine the thrust vector would move in a circular pattern over
the rotor plane, it now resembles more of an oval path. As the wake mixing performance
is related to the variation in the strength of the released vorticity, this reduction in yaw
moment would, all other things being equal, lead to a reduction in wake mixing. However,
this assumes that the extra yaw misalignment has no positive impact on this process, which
is evaluated in the next section.



3.4 Time-Domain Analysis of Wake Recovery

3

53

1

1

1.08

1.08

1.16

Bottom-Fixed 2/

0

0.1

0.2

0.3

0.4

0.5

0.6

S
tr
ou

h
a
l
[-
]

1

1

1

1.08

1.08

1.16

Floating 2/

1.3
2

1

1

1.08

1.08

1.1
6

1.16

1.24

1.24

Bottom-Fixed 4/

0 1 2 3 4 5 6

Distance in Rotor Diameters [D]

0

0.1

0.2

0.3

0.4

0.5

0.6

S
tr
o
u
h
a
l
[-
]

1

1

1

1.08

1.08

1.1
6

1.16

1.24

1.24

Floating 4/

0 1 2 3 4 5 6

Distance in Rotor Diameters [D]

Relative Wind Farm Power

Figure 3.17: These contour plots show the relative gain in power production for both bottom-fixed and floating
wind farms for both blade pitch blade amplitudes. As the wake recovers to higher windspeeds, more power can be
produced by the wind farm. The areas of the highest relative gain have moved further downstream with respect
to the wind speed results. For the four-degree results with the floating turbine, two areas of equal gain appear.
Colour map courtesy of [138].

Average Wind Speed Results
An instantaneous snapshot of the wakes from both a top and side view are shown in
Figures 3.14 and 3.15. The left column shows the wake of the bottom-fixed turbine, while
the right column shows the wake of the floating turbine. For all actuated cases, the blade
pitch amplitude is four degrees. Areas of darker colour indicate areas of low wind speed,
and the higher the wind speed the lighter the colour. For the baseline cases (𝑆𝑡 = 0.00),
wake recovery only starts around 5𝐷. When the Helix is enabled, the wake shows patches
of lower and higher wind speed. The patches of lower speed are part of the helical structure
in the wake that is specific for the Helix method, see Figure 3.2. At higher frequencies,
more of these patches appear as the thrust vector rotates with a higher velocity over the
rotor plane, creating more helices. When comparing the wake for the bottom-fixed and
floating turbines at 𝑆𝑡 = 0.30 it can be seen that the wake for the floating turbine shows
more lateral movement. Especially at 3𝐷 and 5𝐷, the wake has moved further sideways
compared to the bottom-fixed turbine. In the side view an upward deflection of the wake
can be recognised. This deflection is a result of the platform pitch angle which results from
the thrust force on the floating structure.

The wake mixing performance can be evaluated using the time-averaged downstream
wind speed. The fact that the wake deflects under dynamic yaw motion is apparent from
the snapshot depicted in Figure 3.14. Figure 3.16 shows the average gain in wind speed
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with respect to the baseline for both blade pitch amplitudes and turbines. The left column
shows the results for the bottom-fixed turbines and the right column presents the results
for the floating turbine. For the two-degree blade pitch amplitude cases, there is a distinct
area where the gain in wind speed is highest. The largest increase, relative to the baseline,
is achieved around 𝑆𝑡 = 0.3 to 𝑆𝑡 = 0.4 for bottom-fixed, and around 𝑆𝑡 = 0.3 to 𝑆𝑡 = 0.35

for the floating turbine. The relative gain in windspeed is the same between both turbines,
only the frequency range in which this gain can be achieved is smaller for the floating
turbine. This data suggests that an optimal Strouhal number exists for wake mixing and
that this remains the case for the floating turbine albeit for a smaller frequency range.

When the blade pitch amplitude is doubled, this area with the highest gain increases
in size and moves further upstream. This can be explained by the larger amplitude in
the blade pitch angle, which increases the difference in magnitude of the shed vortices,
accelerating the wake mixing process. Contrary to the two-degree case, there is now a
difference in relative gain between both turbines. Likewise, the area of the highest gain
is smaller for the floating case. The downstream distance at which this gain is highest
remains similar between both turbines.

Wind speed is a measure of wake mixing, but recall that the goal is to maximize the
power production of a wind farm. A large, relative, gain in wind speed might not equal a
similar increase in power. The main cause for this is that the wind speed in the baseline
case also increases as the wake recovers due to the natural mixing process. The relative
contribution of the Helix might be lower further downstream due to this, but the overall
power of the wind farm could still be higher. How the results differ between wind speed
and power production will be discussed in the next subsection.

Average Wind Farm Power Results
The power production of the wind farm is calculated by adding a second, hypothetical,
IEA 15MW turbine directly in line with the first turbine. The power production of this
hypothetical turbine is calculated under the assumption that it is operating at a fixed
power coefficient, using greedy control. With this assumption, the power can directly be
calculated using the wind speed information from the previous section.

The power production of the upstream turbine is included in the analysis to calculate
the power of the two-turbine farm. Actuating the Helix will result in a small loss in
power for the upstream turbine which is dependent on blade pitching amplitude as well
as its actuation frequency [122]. Likewise, yaw misalignment also causes a loss in power
production. Because of these two effects, it is important to include the first turbine in the
power calculation.

Figure 3.17 shows the average gain in wind farm power production with respect to the
baseline case. The layout of the graph is the same as that of the wind data in Figure 3.16.
Recall that this gain is still relative to the baseline case, i.e., the highest gain doesn’t
necessarily equate to the largest possible power production within the presented data set.

Looking at the data, the shape of the surfaces has changed significantly with respect to
the wind speed data. In particular, the Strouhal range within which the highest gain can be
achieved has narrowed to an area around 𝑆𝑡 = 0.3 for the 2-degree case. Furthermore, the
downstream distance at which it occurs is also 1 rotor diameter further downstream, which
is due to the wake continually recovering to higher wind speeds as it travels downstream.



3.4 Time-Domain Analysis of Wake Recovery

3

55

0.5
0.
6

0.6

0.
7

0.7

0.8

Bottom-Fixed 2/

0

0.1

0.2

0.3

0.4

0.5

0.6

S
tr
ou

h
a
l
[-
]

0.5

0.
6

0.6

0.
7

0.7

0.8

Floating 2/

0.5

0.6

0.6

0.
7

0.7

0.8

0.8

Bottom-Fixed 4/

2 3 4 5 6

Distance in Rotor Diameters [D]

0

0.1

0.2

0.3

0.4

0.5

0.6

S
tr
o
u
h
al

[-
]

0.
9

0.5

0.
6

0.6

0.
7

0.7

0.8

0.8

Floating 4/

2 3 4 5 6

Distance in Rotor Diameters [D]

Normalized Wind Speed

Figure 3.18: Absolute wind farm velocity normalized with 𝑉∞ = 9 m/s. Between 𝑆𝑡 = 0.3 and 𝑆𝑡 = 0.35, the gain in
wind speed is the highest for both types of turbines. Increasing the blade pitch amplitude increases the frequency
range at which higher wind speeds can be achieved. Colour map courtesy of [138].

Similar to the wind speed results, the range in which the maximum is achieved for the
floating turbine is smaller compared to the bottom-fixed case.

The 4-degree results show that the largest increase in power production relative to
the baseline case is between 4𝐷 and 5D. The affected frequency range is still the same.
For the floating turbine, this conclusion no longer holds for this input. While previously,
there was one optimal frequency and distance, there are now two distinct areas for the
floating turbine. These optima lie outside the range where this floating turbine has the
largest yaw motion, indicating that the extra yaw motion cannot compensate for the loss
in wake mixing.

Up to this point, all the results that have been presented are with respect to the baseline.
Comparing the results to a baseline case shows how much can be gained from the Helix
wake mixing technique for both bottom-fixed and floating turbines. Figure 3.18 shows the
wind speed normalized with the inflow velocity. A gain of 1 would mean that the wake
has fully recovered to the 9 m/s wind speed. The ideal mixing frequency can be identified
to be around 𝑆𝑡 = 0.3, which is in line with the results from the relative comparisons. The
natural increase in wind speed for the baseline is also visible in the data.

When comparing the baseline case, represented by 𝑆𝑡 = 0.0 for both floating and bottom-
fixed, the downstream distances at which the contour lines meet the x-axis are closer to
𝐷 = 0 for the floating turbine than the bottom-fixed turbine. This implies that the floating
baseline case has, on average, a higher wake recovery compared to the bottom-fixed turbine.
Even without blade pitch actuation, the floating turbine is undergoing motions due to the



3

56 3 Investigating the Helix Wake Mixing Method for Floating Turbines

waves hitting the floater that causes some degree of wake mixing. As such, when looking
at absolute data, the floating turbine actually reaches a higher downstream velocity than
the bottom-fixed case even though the relative gain is lower. In general, the absolute wind
speeds echo the results of the relative wind speed results. The highest wind speeds are
centred around 𝑆𝑡 = 0.30, with the area extending down to 𝑆𝑡 = 0.20 and up to 𝑆𝑡 = 0.40.
When the blade pitch angle is increased to four degrees, the frequency and distance range
increase in size.

3.5 Future Challenges
The overarching conclusion that can be drawn from the results presented in the previous
two sections is that the interaction between the wake mixing controller and the floating
turbine introduces additional challenges and opportunities. These stem primarily from
the additional six degrees of freedom that must be taken into account when designing a
control system. Furthermore, the coupling between the controller and the floating turbine
is dependent on the design of the floating turbine, see for example the sidebar “??”. This
work shows that the effectiveness of the Helix is impacted when coupled with the yawing
degree of freedom of the floating turbine.

However, this work focused on only one type of turbine mounted on one floater design.
In reality, over 50 types of different floater designs are being considered in industry and
academia alike [52]. All of these floaters have different dynamics depending on the type
of floater, water depth in which it will be deployed, sea conditions, type of turbine and
many more parameters. The results discussed in this work could therefore be limited to
this floater, or this type of floater. This remains one of the main challenges that need to be
considered when designing control solutions for a floating turbine.

For example, in [112] a similar investigation to the one presented in this work was
executed for the Pulse wake mixing technique. In that work, the floating turbine considered
was the NREL 5MW [139] mounted on the OC3 platform [82] which is a single spar-type
floater. For more details see Chapter 2. Its dominant motion was found to be the surge and
platform pitch motion which, when combined, resulted in a fore-aft motion of the nacelle.
Similar to this work, at the eigenfrequencies of that motion, the effectiveness of the wake
mixing technique was reduced. Conducting the same experiments in that work on the
floater used in this work would result in significantly different results because the surge
and platform pitch motion of this floater is much smaller compared to the OC3. Likewise,
conducting the experiments in this work on the OC3 and the anti-resonance in𝑀𝑦𝑎𝑤 might
not exist, as the OC3 has no eigenfrequency in yaw motion.

This contrast is just one specific example of two different floating turbines with differing
dynamics that both couple in a way that reduces the wake mixing technique. If the floater
and turbine are designed independently of each other, these kinds of couplings have to be
identified before deciding on the type of wake mixing control that can be deployed. This
can be solved by considering the control co-design of the floater, turbine, and its controls.
This way dual optima such as in Figure 3.17 can be identified in the design stage, and the
control dynamics can be optimized towards operating in that window.
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3.6 Conclusion
Tackling the climate change challenge requires a significant increase in renewable energy
capacity. This growth can be realized by increasing the efficiency of a wind farm by
reducing the wake interaction between turbines. Control solutions designed for bottom-
fixed turbines will have to be adapted to the floating turbines within those farms to
accommodate the floating turbine dynamics. In this work, this transition is analyzed for
the Helix method.

The effectiveness of the Helix wake mixing method depends on the application fre-
quency and the blade pitch amplitude. For bottom-fixed turbines, this work shows that an
ideal mixing frequency exists, between 𝑆𝑡 = 0.30 and 𝑆𝑡 = 0.40, which leads to the highest
increase in wind speed downstream. A similar result was found for a floating turbine.

However, when the Helix is applied to a floating turbine, it will undergo a yaw motion.
The magnitude of this motion is a function of the design of the floater and the actuation
frequency of the Helix. For the turbine and floater used in this work a frequency identi-
fication experiment showed an eigenfrequency exists in yaw at 𝑆𝑡 = 0.30. This yawing
motion couples with the Helix method, and when yawing at the eigenfrequency it leads
to a reduction in yaw moment, captured as an anti-resonance in the identification data.
This reduction in yaw moment leads to a reduction in the effectiveness of the Helix, as the
difference in magnitude for the shed vortices is also lowered.

How this yaw motion and reduction in yaw moment impacts the overall effectiveness
of the Helix is investigated using time-domain simulations. By evaluating the evolution of
the downstream wind speed, a measure of the degree of wake mixing can be identified.
At the four-degree blade pitch amplitude used in this work, the relative gain is lower for
the floating turbine compared to the bottom-fixed turbine. This is partly due to the higher
baseline wind speed for the floating turbine, to which the results are compared, for the
floating turbine and partly due to the yaw motion. The effect of the yaw motion can be
better seen when looking at the relative power production of the two-turbine wind farm.
It is interesting to see that rather than having one optimum, there are two for the floating
turbine. These optima are centred around the yawing eigenfrequency, indicating that this
coupling restricts the Helix.

The additional dynamics provide new challenges and opportunities in finding the right
operating frequency for a wind farm operator desiring to use the Helix in a floating wind
farm. Furthermore, future floater designs might introduce different dynamics to which
wake mixing strategies couple, producing different results and requiring a new analysis.
The latter can potentially be circumvented by incorporating wake mixing control into the
design phase of the floating turbine. This way it might be possible to design controls that
enhance wake mixing through the co-design of their (hydro-)mechanical properties and
controller.



3

58 3 Investigating the Helix Wake Mixing Method for Floating Turbines

3.A Background on Wake Mixing
The underlying concept of both active and passive wake mixing strategies is to augment
the flow field in the wake of the wind turbine in order to increase the rate of entrainment of
high energy external flow into the wake induction zone. This increases turbulent diffusion
and causes the wake to recover more rapidly. The near wake of a wind turbine can be
characterised by coherent structures formed through the generation of lift and drag at
the blade sections. The application of an excitation to these structures leads to their
breakdown and decay, a highly nonlinear fluid dynamic process. This excitation may
occur through one of two actions: Through augmentation of the circulation of coherent
structures or through the displacement of these structures. Circulation augmentation may
occur through either passive means, such as the addition of blade devices which modify the
wake sheet [140], or through active means such as through blade pitch [44]. Circulation
displacement may also occur through either passive means such as the extension of a blade
tip [141], or through active means such as through the modification of rotor rotational
speed [142]. A number of studies have demonstrated that wake excitation is practically
achievable, however, considering the integral effect of the excitation on component fatigue,
the determination of the most practical and financially feasible means of excitation is an
ongoing topic of investigation.

Analytical and Numerical Results
The first analytical investigation into the stability of a helical vortex system was carried
out in the seminal work by Widnall [143]. Here it was found that three fundamental modes
of instability exist: The short-wavelength, the medium-wavelength (mutual-inductance)
and the long-wavelength instability. These results were extended to the multiple helix case
by Gupta & Loewy [144]. This work and further numerical analyses demonstrated that
the mutual inductance instability appears to demonstrate the highest unstable growth rate
due to an initial perturbation [144–146]. The influence of applying a volume force at a
range of frequencies was investigated in the work of Sarmast et al. [147]. Here similar
results were found, indicating the strong instability of the mutual inductance mode, and
an empirical formula for the transition position of the wake was derived. The impact of
the motion of a floating wind turbine on the wake stability was numerically investigated
in [148] where it was shown that the motion of the platform at certain frequencies can
contribute to the instability modes described above. A numerical analysis of the helical
wake excitation described in this work was carried out by [123], where it was found
that both wake deflection and increased entrainment contribute to the accelerated wake
breakdown and that approximately 10% more energy can be extracted from downstream
turbines through the application of the helix excitation method, see Figure 3.19.

Experimental Investigations
The mutual inductance instability was first observed in the smoke visualisation carried out
by Alfredsson & Dahlberg [149]. The nature of the pairing instabilities and the transfer of
kinetic energy over the shear layer were investigated through experiments of a small-scale
rotor in an open-jet test section in Lignarolo et al. where it was identified that the vortex
leapfrogging mechanism is the triggering event that accelerates wake recovery [150]. Both
long and short-wavelength instabilities were experimentally generated in the work of
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Figure 3.19: Vorticity isocontour of a wind turbine wake in standard control operation (above) and with helix
wake excitation (below), from [123].

Leweke et al. [151]. The influence of displacement perturbations of the vortex structure
was investigated by Quaranta et al. where it was demonstrated that the local pairing of
vortices is the driving factor behind the instability of a helical wake system and that the
leapfrogging results from global vortex pairing modes [142].

3.B Aero-servo-hydro-elastic models in QBlade
QBlade is a comprehensive software that enables the design and simulation of dynamics
for both bottom-fixed and floating wind turbine systems [114]. When simulating floating
wind energy systems, it is crucial to account for the intricate interplay between various
aspects such as aerodynamics, hydrodynamics, control mechanisms, and the effects of
elastic, inertial and gravitational loads. These interactions often result in highly nonlinear
behaviours, which can be counter-intuitive and differ significantly from the responses
observed in land-based, bottom-fixed wind turbines. To gain a deep understanding of
these inherent couplings, it is imperative to explicitly resolve the nonlinear dynamics in
the time domain, as simplified linearized models often fall short. QBlade is designed as a
medium-fidelity simulation code that can predict coupled system dynamics in real-time or
faster. This requirement has profound implications when it comes to choosing suitable
numerical models capable of accurately resolving the relevant system dynamics, see Figure
3.20.

Aerodynamics
As in most numerical approaches, the modelling of aerodynamics can be broken down
into two main aspects: the modelling of aerodynamic forces on the turbine blades and the
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modelling of rotor wake aerodynamics. Due to computational constraints, fully resolved
three-dimensional computational fluid dynamics (CFD) simulations of the blades are not
feasible for long-duration time-domain analyses. Therefore, the commonly adopted blade
element approach [152] involves representing blade loads using precomputed lift, drag, and
moment coefficient polars. These polars capture the aerodynamic characteristics of a two-
dimensional airfoil section across various angles of attack. The polar data can be obtained
through wind tunnel experiments or numerical simulations. By spatially integrating the
two-dimensional polar data along the blade span, the rotor blade, which usually consists of
multiple airfoil sections, can be effectively represented.

Figure 3.20: Two-dimensional airfoil sections and the discretization of a rotor blade into two-dimensional elements.

When aerodynamic forces act on the rotor, kinetic energy is extracted from the flow,
leading to a reduction in flow velocity as it traverses the rotor disc. This localized region of
reduced flow velocity is referred to as the rotor wake. The mechanism behind this energy
extraction involves the formation of a helical vortex system trailing behind the rotor. The
rotational motion of the vortex induces circular movement in neighbouring fluid particles.
The combined effect of this vortex system is a decrease in flow velocity downstream of
the wind turbine rotor. QBlade incorporates explicit modelling of this vortex system using
Lagrangian vortex filaments, whose convective velocity is updated and integrated at every
time step [129]. An example of such a wake can be seen in Figure 3.21 These filaments,
which are shed from the rotor blades based on their aerodynamic loading, exert an influence
on all other vortex filaments and on the rotor itself. By considering the collective impact of
all wake vortex filaments at any given point in space, the induced velocities in the wake
region can be accurately evaluated. It is worth noting that the rotor wake also significantly
affects the velocities at the position of the rotor blades themselves, as well as the evolution
of the wake itself: a phenomenon known as wake roll-up.

Structural Dynamics and Control
QBlade utilizes the versatile open-source library Project-Chrono [153] as a middleware
for modelling and solving the structural dynamics of wind turbines. The approach for
modelling structural dynamics involves representing the elastic and slender components
of wind turbine parts (such as the tower and blades) using beam elements. These beam
elements are interconnected in a multi-body formulation to represent the entire structure
of the wind turbine. Each beam element is assigned properties such as mass, stiffness, and
damping, which capture its complex composite structure and may vary along the length of
each element.
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Figure 3.21: Helical rotor wake structure discretized with Lagrangian vortex filaments. The onset of wake
breakdown is visible far downstream.

Figure 3.22: Reduction of a complete composite blade structure into blade
sections and beam elements. Figure 3.23: Representation of a

floating wind turbine with beam
elements connected in a multi-
body formulation.

By using beam elements, the complete structure of a wind turbine can be represented
with a manageable number of degrees of freedom, typically in the order of thousands. This
is in contrast to a full Finite Element Analysis (FEA) approach, which would require millions
of degrees of freedom. Despite the reduced complexity, the beam element representation
still provides accurate results when resolving the coupled response of the structural system.
Additionally, the flexible beam element formulation can be combined with lumped masses
and rigid bodies that may represent non-deformable parts of the system, such as the
floating substructure of the turbine, which is typically not susceptible to significant elastic
deformations. A combination of such a set-up is shown in Figure 3.23.

Within the multi-body system of the wind turbine, various components are connected
through actuators. For example, the blade elements are linked to the blade hub using
rotational actuators, representing the pitch drive mechanism. Another example is the
generator, which applies an opposing torque onto the main shaft connected to the rotor
hub. These actuators receive signals from controller libraries which contain the complete
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control logic of a wind turbine, including algorithms for supervisory control tasks such
as emergency shutdown events that are triggered by specific thresholds. The controller
libraries operate alongside the structural simulation, receiving inputs and sending control
signals to the actuators of the structural model, a schematic representation of this interface
is seen in Figure 3.24. The signals could be related to blade pitch (as utilized in this study),
rotor yaw, emergency brake activation or other actuators distributed over the wind turbine
system.

Figure 3.24: Communication between the controller and the turbine.

Hydrodynamics
QBlade incorporates two medium-fidelity methods to simulate hydrodynamic forces on
offshore structures: the Morison equation combined with strip theory and a model based
on linear potential flow hydrodynamics.

The empiricalMorison equation [154] estimates the forces andmoments on a submerged
body in a wave field. The Morison equation contains three essential terms for estimating
hydrodynamic forces: the inertia, hydrodynamic mass, and drag term. The hydrodynamic
inertia captures the effects of fluid acceleration or deceleration around the structure.

The added mass accounts for the additional mass of fluid that contributes to the dynamic
response of the body. The hydrodynamic drag term considers the quadratic drag experi-

Figure 3.25: Distributed Morison drag forces, in blue,
acting on the DeepCwind, [? ], floater operating in a
multi-directional, irregular wave field.

Figure 3.26: A rigid body, potential flow model of the
VolturnUS-S floater operating in a multi-directional
irregular wave field.
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enced by the structure as it moves through the fluid. When combined with strip theory,
which divides complex structures into slender strips, the Morison equation can estimate
distributed hydrodynamic forces across the entire structure, see Figure 3.25. However, the
Morison equation falls short in predicting hydrodynamic interactions between individual
components of the same structure as each strip is solved independently. Additionally, it
has limited accuracy for non-slender structures.

In contrast, the linear potential flow method [155] employed in QBlade predicts the
combined hydrodynamic excitation and radiation forces on the complete structure assuming
inviscid flow. This method relies on a preprocessed hydrodynamic response database
obtained from potential flow solvers such as WAMIT [156], NEMOH [157], or Ansys
AQWA [158]. During a simulation, this frequency-domain hydrodynamic database is
converted into the time domain. One drawback is that the potential flow method typically
calculates the hydrodynamic response for a single reference point, lumping together all
forces and moments. As a result, it does not provide a distribution of hydrodynamic
forces required to model hydro-elastic effects. However, since most floating structures
are relatively rigid compared to soft and slender rotor blades, they are often modelled as
rigid bodies with accurate mass and inertial properties - thereby capturing their dominant
contributions to the overall system response. Figure 3.26 shows the IEA15MW turbine
modelled as rigid body in an irregular wave field.

It is important to note that the potential flow theory assumes inviscid flow and therefore
cannot predict quadratic hydrodynamic drag. To incorporate drag into the simulation, the
potential flow method may be combined with the Morison-based strip theory. This hybrid
approach provides a more comprehensive representation of the total hydrodynamic forces.





4

65

4
The Influence of Phase
Offset on Wake Mixing

Performance

Wake mixing techniques like the Helix have shown to be effective at reducing the wake
interaction between turbines, which improves wind farm power production. When these
techniques are applied to a floating turbine it will excite movement. The type and magnitude
of movement are dependent on floater dynamics. This work investigates four different floating
turbines. Of these four turbines, two are optimized variants of the TripleSpar and Softwind
platforms with enhanced yaw motion. The other two are the unaltered versions of these
platforms. When the Helix is applied to all four floating turbines, the increased yaw motion of
the optimized TripleSpar results in a reduction in windspeed whereas the optimized Softwind
sees an increase in windspeed with increased yaw motion. From simulations using prescribed
yaw motion at different phase offsets between blade pitch and yaw motion, we can conclude
that this is the driving factor for this difference.

This chapter is based on D. van den Berg, D. De Tavernier, J. Gutknecht, A. Viré, and J.W. van Wingerden. The
influence of floating turbine dynamics on the helix wake mixing method. Journal of Physics: Conference Series 2767,
032012 (2024).
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4.1 Introduction
The floating wind market is rapidly growing, with the European Union aiming to have
4 GW of installed capacity operational by 2030. This is a substantial increase from the
currently operational 0.18 GW installed capacity [51]. Unlike its bottom-fixed counterpart,
there is not yet a convergence on the ‘optimal’ design of a floating wind turbine. Currently,
more than 50 different types of foundations for floating turbines are being developed in
academia and industry alike [52]. Regardless of floater design one of the main challenges
for floating wind is the interaction between conventional wind turbine control and the
dynamics of the floating platform [55].

One area where the interaction with the floater dynamics can provide benefits is wind
farm flow control. Within a wind farm, the wake interaction between turbines is a major
cause of energy loss [28]. For conventional bottom-fixed wind farms, three different control
techniques are actively researched that can mitigate this wake interaction, namely wake
steering, axial induction control and dynamic pitch control. Over the past decade especially
wake steering has been extensively researched and its potential has been proven over a
large number of publications covering simulations, wind tunnel experiments and field
tests [24, 42, 159].

Wake steering is also one example where the extra degrees of freedom of a floating
turbine can be leveraged. In [60] wake deflection is achieved by pitching the floater back-
wards or forwards. Similarly to wake steering on a bottom-fixed turbine, the misalignment
due to the platform pitch creates a force component that deflects the wake upwards when
pitched backwards and downwards when pitched forwards. One of the main findings
in [60] is that deflecting the wake downwards towards the ocean surface allows the flow in
the free stream from above the turbine to enter the wake which ultimately increases the
downstream wind speed.

An alternative solution to wake steering is dynamic wind farm flow control. Two
notable methods that fall into this category are dynamic induction control [43] and dynamic
individual pitch control (often referred to as ‘the Helix’ method) [44]. Both techniques use
the blade pitch degree of freedom to dynamically vary the magnitude or the location of
the thrust vector of the upstream turbine. The time-varying behaviour of the turbine’s
thrust leads to a time-varying wind speed within the wake which, when excited at the
right frequency, can promote the onset of wake mixing.

When these techniques are applied to a floating turbine, the time-varying force will
excite movement. The magnitude and phase of the movement with respect to the blade
pitch input is heavily dependent on the type of floater on which the turbine is mounted.
For example, the Helix wake mixing method applies a time-varying tilt and yaw moment
to the turbine that typically is of such magnitude that the motions remain small. However,
semi-submersible type floaters such as the TripleSpar [160] have an eigenfrequency in yaw
motion for which the excitation frequency falls within the frequency range with which the
Helix is typically applied [74, 161]. For a typical blade pitch input used for the Helix wake
mixing method the resulting yaw motion can reach between 5 to 10 degrees for these type
of platforms.

The influence that the yaw motion has on the Helix and the onset of wake mixing was
first investigated in [74]. In that work prescribed motion was used to replicate the floating
turbine motion. The prescribed yawmotion was derived from frequency responses acquired
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in an identification experiment for the OC4 platform [162]. An increase in downstreamwind
speeds was observed when the turbine was yawing. The same interaction is investigated
in [161] and did not use prescribed motion but rather simulated the full coupling. In [161] it
was found that actuating at the eigenfrequency, which leads to the largest yaw excursions,
diminished the effectiveness of the Helix wake mixing method.

This work aims to provide an answer to the question of why actuating the Helix method
at the eigenfrequency of a floating turbine can lead to reduced effectiveness of the Helix
method. For this purpose, the contribution of this paper is twofold: (1) It provides an
analysis of the movement that a turbine undergoes near and at the eigenfrequency using
a frequency domain analysis and, (2), it investigates wake recovery behind the floating
turbines using time-domain simulations.

The remainder of this paper is organized as follows. Section 2 introduces the research
methodology and describes the two floating turbines used in this work. Sections 3 and 4
show and explain the frequency and time-domain results, respectively. Finally, Section 5
forms the conclusion of this work.

4.2 Methodology
In this work, QBlade [114] is used to conduct all investigations. QBlade can simulate
the aero, structural and hydrodynamics of a floating turbine within a single simulation
environment. The hydrodynamic solver in QBlade has extensively been verified against
other simulation suites [163]. Within QBlade the wake aerodynamics are modelled using a
free wake vortex method. Although such a modelling technique typically loses accuracy
when wake breakdown has occurred it can be used to predict the breakdown location
accurately [79]. Knowing the location of the breakdown provides insight into when the
wake mixing process is triggered. QBlade has previously been used in [74, 112, 161] for a
similar type of research. The settings described in [112] are also used in this work.

All simulations are carried out using theDTU 10MW[164]mounted on the TripleSpar [160]
and Softwind [165] platforms are used for analysis. Both turbines are shown in Figure 4.1.
The TripleSpar is a semi-submersible type of platform while the Softwind is a spar-buoy
type. Two other floating turbines are also included in the simulations. These turbines are
optimized versions of the TripleSpar and Softwind and have enhanced yaw motion when
the Helix method is applied. The optimization was part of the FLOATECH project and the
details of the optimization set-up can be read in [166].

Because the movement of the floating turbine is frequency-dependent, the Helix will
be applied at different actuation frequencies. We make the actuation frequency dependent
on turbine size, wind speed and desired Strouhal number. The Strouhal number is a
non-dimensionalized frequency which is defined as

𝑆𝑡 =

𝑓𝑒𝐷

𝑉∞

, (4.1)

in which 𝑉∞ is the free stream velocity in [m/s], 𝑓𝑒 is the blade pitch frequency in [Hz] and
𝐷 is the rotor diameter in [m]. The following input frequencies are used:

𝑆𝑡 =
[
0 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.60 0.70

]
, (4.2)
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Figure 4.1: TripleSpar (left) and Softwind (right).

Figure 4.2: Measurement Points for analysis.

Figure 4.3: Figure 1a: A screenshot taken in QBlade showing both the TripleSpar (left) and Softwind (right) floater
supporting a DTU 10MW turbine. Figure 1b: Measurement points used for analysis overlayed on the DTU 10MW
turbine.

in which 𝑆𝑡 = 0 represents a baseline case without any pitch actuation. Although it is still a
topic of ongoing research, currently it is believed that the range from 𝑆𝑡 = 0.30 to 𝑆𝑡 = 0.40

is ideal for the Helix in terms of promoting wake recovery [119, 120]. For all simulations,
the amplitude of the blade pitch angle is set to 4 degrees. The wind speed in the wake is
calculated by taking 27 independent measurements at points distributed over the rotor
disk of a hypothetical downstream turbine. The distribution of the points can be seen in
Figure 4.2.

Wind speed measurements are taken at the following downstream distances, defined
in terms of rotor diameter,

𝐷 =
[
−1.0 0.0 1.0 2.0 2.5 3.0 3.5 4.0 4.5 5.0 6.0

]
. (4.3)

The length of the domain is limited to 6𝐷 because the free vortex wake method loses
accuracy when wake breakdown occurs and the mixing process starts. In total 12 different
actuation frequencies are evaluated for which the wind speed is measured at 11 different
distances. The simulations are performed in batches using MATLAB running QBlade
through a Dynamic-Link Library interface to streamline the simulation process [136].

For all simulations, the same environmental conditions is used. The inflow speed is
set to 9 m/s and is considered uniform. This is an idealization of a real-world scenario as
the mixing effect introduced by the Helix is more pronounced without any natural mixing
coming from turbulence. Nevertheless, the Helix remains effective in turbulent conditions.
The work done in [124] and [123] both used a turbulence level of 5% and found accelerated
recovery when the Helix was applied. Furthermore, the wave conditions used are based on
the IEC 61400-3-1:2019 standard which specifies the type of wave field to use for different
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wind conditions [134]. The size and frequency content of the waves are characterized using
a JONSWAP wave spectrum [167].

4.3 Floating Turbine Dynamics
The Helix can be applied by setting a time-varying signal on the fixed-frame pitch signals.
These signals can be transformed into individual pitch signals using the MBC transforma-
tion [118] which is defined as
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⎣
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in which 𝛽𝑐𝑜𝑙 is the collective pitch angle and 𝛽𝑡𝑖𝑙𝑡 and 𝛽𝑦𝑎𝑤 are the fixed frame pitch angles.
To create the Helix a sinusoidal signal is applied to the 𝛽𝑡𝑖𝑙𝑡 an 𝛽𝑦𝑎𝑤 with one of the signals
having a 90◦ phase-offset to each other. The resulting time-varying individual pitch angles
create time-varying out-of-plane bending moments for the individual blades. These can be
transformed back into fixed-frame moments using the inverse MBC transformation, i.e.,

⎡

⎢

⎢

⎣

𝑀𝑦,1(𝑡)

𝑀𝑦,2(𝑡)

𝑀𝑦,3(𝑡)

⎤

⎥

⎥

⎦

=

⎡

⎢

⎢

⎣

1 cos(𝜓1(𝑡)) sin(𝜓1(𝑡))

1 cos(𝜓2(𝑡)) sin(𝜓2(𝑡))

1 cos(𝜓3(𝑡)) sin(𝜓3(𝑡))

⎤

⎥

⎥

⎦

⎡

⎢

⎢

⎣

𝑀𝑐𝑜𝑙(𝑡)

𝑀𝑡𝑖𝑙𝑡(𝑡)

𝑀𝑦𝑎𝑤(𝑡)

⎤

⎥

⎥

⎦

. (4.5)

In (5.3) 𝑀𝑖, with 𝑖 ∈ [1,2,3], are the individual out-of-plane blade root moments and 𝑀𝑐𝑜𝑙 ,
𝑀𝑡𝑖𝑙𝑡 and 𝑀𝑦𝑎𝑤 are the fixed-frame moments. The subscript 𝑐𝑜𝑙 refers to the collective
moment of the turbine. The time-varying fixed-frame 𝛽𝑡𝑖𝑙𝑡 and 𝛽𝑦𝑎𝑤 pitch angles create
time-varying 𝑀𝑡𝑖𝑙𝑡 and 𝑀𝑦𝑎𝑤 moments. The changing moments will excite movement in a
floating turbine. To capture the interaction between the Helix and both floating turbines
used in this work, a frequency identification experiment is run for both the original and
optimized designs. The input for identification is a chirp signal applied to the 𝛽𝑦𝑎𝑤 channel
which excites the system between 1 ⋅10

−3 and 1 Hz. Based on the measured input-output
relations in each degree of freedom, transfer functions can be identified [168].

The results of the identification process are shown in Figure 4.4. The top row of plots
shows the gains from blade pitch input to one of the six degrees of freedom and the bottom
row shows the corresponding phase difference between the input and output signal. The
left two-by-two block of plots shows the responses in translational motions, that is surge,
sway and heave and the right two-by-two block the rotational motions, i.e., roll, platform
pitch and yaw. The solid lines are the response functions for the unaltered floating turbines,
the dash-dotted line are the response functions of the optimized floating turbines. The
translational motions remain relatively small when the system is excited over the fixed-
frame yaw axis. The displacement will be at most a few metres for a typical input of two
to four degrees of blade pitch which, compared to the turbine size, can be considered small.
This is mainly because the collective moment remains near constant and only the fixed
frame yaw and tilt axis are excited.

For the rotational motions, the yaw degree of freedom is dominant for both versions of
the TripleSpar platform. The difference between the unoptimized and optimized versions
is a small shift in the eigenfrequency coupled with an increase in the gain. When the
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Figure 4.4: Results from the frequency identification experiments. The 2-by-2 plots on the left contain the response
for the translational degrees of freedom for both the TripleSpar and Softwind platforms. The solid line is the
response for the original platform design and the dash-dotted line is for the optimized version. The right 2-by-2
plots show the results for the rotational degrees of freedom. The bottom row of the plots shows the phase coupling
between the input and output signal. The vertical dashed lines in each plot indicate the frequency corresponding
to 𝑆𝑡 = 0.10, 𝑆𝑡 = 0.25 and 𝑆𝑡 = 0.50 for the DTU 10MW turbine.

optimization was carried out the optimal mixing frequency was still considered to be
𝑆𝑡 = 0.25, hence the shift in the location of the eigenfrequency. The unoptimized Softwind
floating turbine is relatively insensitive to the input of the Helix. The optimized version,
however, has a significantly increased response in yaw. The other two rotational degrees
of freedom are much more subdued, except for roll which has an eigenfrequency outside
the frequency range typically considered for the Helix. It is unlikely that the presence
of waves will impact the motions induced by the Helix as waves excite the system at a
different frequency range, typically around 0.1 Hz.

When the Helix is applied at the eigenfrequency of the optimized TripleSpar platform,
both the latter and the optimized Softwind floating turbine will exhibit a comparable
magnitude of yaw motion. A big difference, however, is the phase coupling between the
blade pitch input and the yaw motion of the turbine. While for the Softwind platform
this coupling remains relatively constant within the frequency range of the Helix, for the
TripleSpar platform the phase can differ by 180 degrees as a result of the presence of the
eigenfrequency. A schematic representation depicting how yaw motion can influence the
Helix is given in Figure 4.5. The top row of Figure 4.5 is a front view of the rotor with
the red arrows depicting the patch of the thrust vector when the Helix is applied in a
counter-clockwise manner [44]. The blue dot denotes the exact location of the thrust vector
at four different time instances within a single Helix period, denoted by 𝑇𝑝 . The bottom
row shows yaw motion corresponding to 90

◦ phase offset. The blue arrow represents the
thrust force.
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Figure 4.5: Schematic representation of the Helix and corresponding yaw motion of the floating turbine.

When the floating turbine is yawing, one-half of the turbine is moving into the flow
and one-half is moving out of the flow increasing and decreasing the effective wind speed
respectively. Given the phase difference in Figure 4.5, the thrust vector is located at the
side which is moving into the wind. Due to the increased effective windspeed, the thrust is
also increased which would increase the yaw moment. The opposite can also hold which
would lead to a reduction of the yaw moment. Furthermore, something that is not taken
into account in this analysis is the effect of yawing on the wake. To see how this and the
change in yaw motion can impact the onset of wake mixing, time-domain simulations are
required to analyze the wind speed behind the turbine.

4.4 Wind Speed Results
In this section the wind speed behind the four different floating turbines is investigated
with the Helix applied at the frequencies mentioned in (4.2). Furthermore, a more synthetic
simulation is also carried out. Here the Helix is applied to a bottom-fixed turbine which is
yawed with prescribed motion at different phase offsets, defined with respect to the 𝛽𝑦𝑎𝑤
input. For this simulation a single actuation frequency is chosen, close to the eigenfrequency
of the TripleSpar. It will be compared to a case without yawing motion, i.e., the Helix
applied to a bottom-fixed turbine and a case without the Helix which serves as a baseline.

4.4.1 Time Domain Results TripleSpar and Softwind
Figure 4.6 shows the wind speed data gathered from the simulations. The results are
normalized with respect to the inflow velocity 𝑉∞ = 9 m/s. The left column shows the
results for baseline and optimized TripleSpar and the right column for the Softwind. The
largest recovery in wind speed is found for the Strouhal range of 0.20−0.40. This is in line
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Figure 4.6: Normalized wind speed behind the four different floating turbines for different actuation frequencies.

with previous research and it remains largely unaffected by the yawing motion.
When comparing the results between the unoptimized and optimized floaters an in-

teresting difference can be seen between the TripleSpar and Softwind turbines. For the
optimized TripleSpar the wind speed is decreased with downstream distance compared to
the unoptimized version. For example, for the unoptimized version, the wind speed has
recovered to 80% of the inflow at 4.5𝐷, which has moved to 5.5𝐷 for the optimized version.
For the Softwind this 80% mark moves slightly forward. Furthermore, the frequency range
over which this gain in wind speed can be achieved is widened.

The impact of the increased yaw motion is more noticeable when comparing the total
power production of a hypothetical two-turbine wind farm. Dynamic yawing will impact
the power production of the upstream turbine so it could be that a reduction in power
production for the first turbine negates the gain in potential power due to increased wind
speeds.

Figure 4.7 shows the relative power production for the wind farm. Based on the
measured wind speed the power production for the second turbine is calculated. A relative
comparison is made for the power production of a wind farm using the unoptimized floating
turbine. A value larger than 1 indicates that the wind farm using the optimized turbine
has increased power production. For the TripleSpar there is no major difference in power
production. This is mainly because the dynamics are similar between the two floating
turbines. However, at the optimization frequency of 𝑆𝑡 = 0.25, there is a distinct area of
reduced power production of which the frequency spans the same range in which the
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Figure 4.7: Relative power production of a hypothetical aligned two-turbine wind farm. The total power of the
farm is based on the power production of the first turbine and hypothetical power based on the measured wind
speed. The power production of the wind farm with the optimized turbine is divided by that of the baseline wind
farm. A value of 1 or larger indicates an increase in power production.

platform will undergo yaw motion when excited by the Helix. For the Softwind turbine,
there is a significant increase in power production, up to an increase of 8%. For the Softwind
the increased yaw motion contributes positively to the overall wind farm power production.

4.4.2 Results for Prescribed Yaw Motion
This difference between the two floating turbines can be clarified by the results obtained
using prescribed motion, shown in Figure 4.8. The yaw motion is prescribed with an
amplitude of 6 degrees and the Helix with 2 degrees of blade pitch. In total four different
phase offsets, varying by 90

◦, are analyzed and compared to the Helix without yaw motion
and a baseline case without the Helix and yaw motion. At a phase offset of 180◦ wind speed
is increased behind the turbine compared to the Helix whereas with an offset of 0◦, its
effectiveness is decreased. This confirms that actuating before or after the eigenfrequency
has an impact on the performance of the Helix. The reason for this remains an open
question. It could partially be because the thrust is affected by the movement but also
because the dynamic yawing interacts with the development of the structure in the wake.
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Figure 4.8: Wind speed analysis using prescribed motion on a bottom-fixed turbine with the Helix at a single
frequency. This data has been obtained using the IEA 15MW [169] turbine as results for that turbine were easier
to analyze. Whether the interaction between the Helix and yaw motion is diameter-dependent is still an open
question.

4.5 Conclusion
This work investigates how the dynamics of a floating turbine interacts with the Helix
wake mixing method. Two optimized and unoptimized floating turbines are used in this
analysis, where the optimized versions of the floating turbine have enhanced yaw motion.
For the TripleSpar, yaw motion is excited by applying the Helix at its eigenfrequency. A
consequence of actuating near the eigenfrequency is a potential change of 180◦ in-phase
coupling between the Helix blade pitch input and the yaw motion of the floating turbine.
This will influence the moments that are applied to the turbine as well as the deflection
of the wake. This is not the case for the Softwind platform. Its optimized version also
has increased yaw motion, but the phase coupling remains constant. The interaction
with wake mixing is quantified by measuring the wind speed behind the floating turbine.
When comparing the optimized TripleSpar with its unoptimized version, a decrease is
observed in the wind speed in the wake which implies that the yaw motion negates part
of the wake mixing. This is also seen in the relative wind farm power, which shows a
distinct area of lower power production centred around the eigenfrequency. However,
the opposite is found for the Softwind platform: an increase in yaw motion goes together
with an increase in wind speed and power production. Further analysis using prescribed
yaw motion confirms that a 180◦ shift in phase coupling can be the difference between
outperforming or underperforming with respect to the Helix without any yaw motion.
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5
Phase-controlling the

motion of floating wind
turbines to reduce wake

interactions

The wake interaction between wind turbines causes significant losses in wind farm efficiency
that can potentially be alleviated using wake control techniques. We provide detailed experi-
mental evidence that the coupling between the so-called Helix wake control technique and a
floating turbine’s yaw dynamics can be used to increase wake recovery. We use tomographic
particle image velocimetry during wind tunnel experiments, enabling three-dimensional anal-
ysis of the wake dynamics and its coupling to a floating wind turbine. The measurements show
that ensuring the floating turbine’s yaw motion is in phase with the blade pitch dynamics of
the Helix technique enables an increase of 12% in available power in the flow on top of the
Helix method applied to bottom-fixed turbines. We find that the in-phase scenario results in
an earlier interaction between tip and hub vortex inside the wake, which leads to the desired
breakdown of the wake, thus accelerating the energy advection into the wake.

This chapter is based on D. van den Berg, D. van der Hoek D. De Tavernier, J. Gutknecht and J.W. van Wingerden.
Phase-controlling the motion of floating wind turbines to reduce wake interactions. In Review.
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5.1 Introduction
Wind energy plays a key role in efforts to decarbonise energy production. For example, the
European Commission aims to increase its offshore wind production from 38 GW today
to 450 GW by 2050, in order to meet 30% of Europe’s electricity demand at that time [95].
Meeting this target requires a major expansion of the wind energy production capacity at
offshore locations, where the majority of Europe’s wind energy resources can be found [49].
However, 60% of these energy resources are located in waters too deep for conventional
bottom-fixed wind turbines to be economically feasible [49]. It is therefore expected that
floating wind turbines will be deployed in wind farms of similar sizes as currently seen
with bottom-fixed turbines [51]. Although individual turbines are capable of operating
near their theoretical peak efficiency, a wind farm can experience an efficiency drop by up
to 40% [23–25].

As awind turbine extracts energy from the incoming airflow, it leaves a zone of turbulent
air with reduced wind speed behind it, referred to as the wake. To mitigate turbine-to-
turbine wake interaction, methods such as wake steering [24, 33, 34, 36, 107, 170], static
induction control [40, 41], and dynamic blade pitch control [45, 110]have been developed.
Thus far, the development of control approaches to mitigate wake interactions has focused
on bottom-fixed wind farms [28, 29]. When implementing controllers designed for bottom-
fixed turbines on floating turbines, the coupling to the dynamics from the additional six
degrees of freedom can significantly affect controller performance [54, 55, 171].

Recent studies [74, 112, 161] revealed that collective and individual pitch control tech-
niques can excite themotion of a floating turbine. Themagnitude of themotion is dependent
on the excitation frequency of the wake mixing technique and its coupling to the floating
turbine dynamics. In the case of collective pitch control, the time-varying magnitude of
the thrust force creates a fore-aft motion of the turbine rotor. The coupling between the
blade pitch input and this motion is found to reduce the effectiveness of the wake-mixing
technique, leading to reduced wake recovery [112].

Figure 5.1: Model of the IEA 15MW turbine mounted on the VolturnUS-S floater with the upper figure
showing the wake when using a baseline controller and on the lower figure the distorted wake when
the Helix method is enabled.

Here, we focus on dynamic control of the individual blade pitch, often referred to
as the Helix method [44, 111]. The Helix method imposes sinusoids on the blade pitch
actuators, displacing the resulting thrust vector out of the centre of the rotor, creating
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a helix-shaped wake. This, in turn, results in time-varying tilt and yaw moments being
applied to the turbine. Figure 5.1 shows the IEA 15MW [169] turbine mounted on the
VolturnUS-S foundation [128]. The upper figure shows the wake when the turbine is using
baseline control and the lower figure when using Helix control. Floating turbines mounted
on a semi-submersible foundation, like the VolturnUS-S, were found to have a natural
frequency in the yaw motion near the actuation frequency of the Helix method, resulting
in significant yaw motion when excited near or at that frequency [74, 161, 172].

The frequency at which the Helix is applied is typically characterised by the Strouhal
number

𝑆𝑡 =

𝑓𝑒𝐷

𝑈∞

, (5.1)

where 𝑓𝑒 is the actuation frequency in Hz, 𝐷 is the rotor diameter in m, and 𝑈∞ is the free
stream wind speed in m/s. The frequency at which the Helix is most effective is found to
be consistent for different-sized turbines and lies between 𝑆𝑡 = 0.20 and 𝑆𝑡 = 0.40 when
considering two fully aligned turbines spaced a distance of 5 rotor diameter (often referred
to as ‘5𝐷’) apart [119, 120, 124]. The dynamics of a typical floating turbine using the Helix
control method are shown in Figure 5.2 as a frequency response curve that quantifies
what roll, pitch and yaw angle is achieved by applying the Helix method with a blade
pitch amplitude of 1 degree. Supplement 1 provides greater detail on the identification
experiments and compares the dynamics of different floating turbines. At its eigenfrequency
of approximately 𝑆𝑡 = 0.30, every degree of blade pitch results in approximately 2.5
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Figure 5.2: Turbine roll (blue line), pitch (red line) and yaw (yellow line) are characterised by their
magnitude (top) and phase shift (bottom) with respect to blade pitch input, as a function of Helix
excitation frequency. The green shaded area indicates the frequency range 𝑆𝑡 = [0.20, 0.40].
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This implies that a typical 4◦ blade pitch angle input leads to turbine yaw angles similar
to those used for wake steering, albeit in a time-varying fashion. However, a small change
in actuation frequency close to the eigenfrequency greatly affects the phase of the yaw
motion. Using a first-of-its-kind experimental setup to study the three-dimensional wake
aerodynamics, we show that carefully controlling the phase of a floating turbine’s yaw
provides a means to mitigate the negative wake effects on nearby turbines improving the
effectiveness of the Helix wake mixing method.

1
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1 12
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6 6

3
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Figure 5.3: PIV setup consisting of 1 four Photron FASTCAM SA1.1 high-speed cameras, 2 two
LaVision LED lights used to illuminate the HFSBs, 3 the MoWiTO-0.6 turbine, 4 a LaVision PTU-X
timing unit used to synchronise the four cameras and LEDs, 5 dSpace MicroLabBox used for control
and data acquisition, 6 the Quansar Hexapod, 7 the seeding rig from which the HFSBs are released
into the flow coming from, 8 , the Open Jet Facility.
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Figure 5.4: Schematic representation of the setup. The camera setup is mounted on a multi-axis linear
actuator to allow movement along the 𝑥-axis.
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5.2 Wind Tunnel Experiments
We provide first evidence of the impact from a changing phase offset by using wind
tunnel experiments which combine a hardware-in-the-loop setup and tomographic particle
image velocimetry (PIV) to represent and measure the turbine dynamics, the coupled
hydrodynamics and the resulting aerodynamics. The floating turbine is modelled using a
scaled turbine [173], capable of applying the Helix method, which is mounted on a hexapod.
The yaw motion is imposed on the hexapod, with the imposed motion being representative
of an actual floating turbine applying the Helix method. The scaled inputs are derived from
the dynamics shown in Figure 5.2. The impact of the yaw motion at different phase offsets
is quantified by analysing the wind speed in the wake. Tomographic PIV using neutrally
buoyant helium-filled soap bubbles (HFSBs) is used to visualise the wake.

The setup is shown in Figure 5.4 and an overview of all investigated cases is presented
in Table 5.1. For the cases with platform yaw motion, Δ𝜙 denotes the phase offset. The
measurement domain spans a distance of 4 rotor diameters, from𝐷 to 5𝐷 behind the turbine
in steps of 0.5𝐷. Each measurement spans 400 mm in the 𝑥-direction and 800 mm in both
the 𝑦- and 𝑧-directions. Since the width of a single measurement volume is larger than 0.5𝐷
there exists a small overlap between every measurement which aids with post-processing.
Further details on the post-processing can be found in the Methods section. Based on these
measurements, the full three-dimensional wake can be reconstructed, enabling analysis of
the interaction between the yaw motion of the floating turbine and the Helix wake mixing
method. Using the PIV data, wake recovery as quantified by the wake velocity can be
analysed. Furthermore, the same PIV data can also be used to analyse the behaviour of the
wake, providing insight into the aerodynamic processes that occur behind the actuated
turbine. Note that for these experiments a single actuation frequency was chosen to limit
the number of individual measurements.

Table 5.1: Overview of measurement scenarios.

Case name 𝑆𝑡 Blade pitch Amp. Yaw amplitude Phase offset
Baseline (no Helix) 0.00 0.0

◦ Not applicable Not applicable
Helix Bottom-Fixed 0.27 ±2.0

◦ Not applicable Not applicable
Helix Δ𝜙 = 0

◦
0.27 ±2.0

◦
±5.0

◦
0
◦

Helix Δ𝜙 = 90
◦

0.27 ±2.0
◦

±5.0
◦

+90
◦

Helix Δ𝜙 = 180
◦

0.27 ±2.0
◦

±5.0
◦

+180
◦

Helix Δ𝜙 = 270
◦

0.27 ±2.0
◦

±5.0
◦

+270
◦

An example of the results obtained during the measurement campaign is shown in
Figure 5.5. The wind speed is shown as velocity slices in the 𝑥 −𝑧 (left column) and 𝑥 −𝑦
planes (right column). Prominent vortex structures in the wake, typically tip and hub
vortices, are visualised using three-dimensional iso-surfaces of the Q-criterion [174, 175].
Comparing the baseline case with any of the Helix cases reveals distinct differences in
wake dynamics. Where the baseline wake remains stable up to a distance of 4−4.5𝐷 from
the turbine, the tip vortex structures are severely disturbed when the Helix is enabled.
Furthermore, the wake is also dynamically deflected due to the Helix. Comparing the 5
Helix cases, we find that when the Helix input and yaw motion are in phase (Δ𝜙 = 0), the
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wake deflection is enhanced. In contrast, when they are 180◦ out-of-phase, the deflection is
reduced. The structure of the tip vortices is also noticeably different when the platform is
yawing. For the 180◦ out-of-phase case they are significantly deformed compared to the
Helix case.

Figure 5.5: Reconstructed side view (left column: 𝑥 −𝑧 plane, 𝑦 = 0) and top view (right column: 𝑥 −𝑦
plane, 𝑧 = 0) streamwise wind speed slices and Q-criterion, represented by the blue iso-surfaces. For
all cases, the data is taken halfway through a phase-averaged cycle.

The effectiveness of a wake-mixing technique can be quantified by measuring the
wind speed directly behind the turbine. Figure 5.6 shows the wind speed, normalised by
the inflow velocity, a hypothetical second turbine would experience when it is operating
downstream of the first turbine. All cases show that the wake is recovering as it propagates
downstream as indicated by the increasing wind speeds. The increased mixing induced by
the Helix method leads to an increased wind speed at the end of the domain compared to
the baseline case. This gain of 6.6% in wind speed can be equated to an increase of 21% in
the power available in the flow a downstream turbine can potentially extract. Furthermore,
when the platform is yawing in phase with the Helix input, an additional gain of 3.6%
in wind speed is achieved which translates into an increased power gain of 12% in the
flow. When the yaw motion is 180◦ out-of-phase, the gain in wind speed is reduced by
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2.4%, equating to a loss of 7% in terms of kinetic energy the wake. An increase in wind
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Figure 5.6: Rotor-average wind speed as perceived by a hypothetical downstream turbine in the wake.
The thin dotted lines show the results as measured per individual measurement domain. The solid
and dashed lines show a fourth-order polynomial fitted to the data.

speed equates to an increase in the kinetic energy of the wake. This energy is entrained
from outside the wake boundary. This flux of kinetic energy is dominated by the Reynolds
shear stresses [176, 177]. Figure 5.7 shows the method and results for the energy advection
calculation in the radial direction over a control volume. This volume, whose boundaries
are defined by the rotor surface, is schematically depicted in Figure 5.7. Since the hexapod
leaves a wind shadow below the wake, the bottom part of the wake is not considered for
this analysis.

The energy advection results confirm the wind speed findings, i.e., when the platform is
yawing in phase with the Helix input energy advection is increased compared to the Helix
case. When the yaw motion is 180◦ out-of-phase, the opposite holds. Furthermore, after a
distance of three rotor diameters, energy advection becomes constant, and the differences
between the individual Helix cases become smaller. From Figure 5.5, it can be seen that this
is, on average, also the distance where the tip vortex structures start to dissolve. Hence, the
gain in wind speed, due to increased energy advection happens mainly in the area where
the wake still is shielded from the ambient flow by the tip vortices and the mixing process
has not fully started. The cumulative results, the total energy entrained into the wake up
to that point, support the finding that the in-phase case gains the most energy in the initial
part of the wake.
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Figure 5.7: (a) Schematics of the energy advection calculation in the radial direction over a control
volume. We consider a ring (bright red) of radius 𝑟 located a distance of 𝑥𝐷 from the turbine, over
which the energy advection is calculated per downstream distance Δ𝑥 . (b) Local (top) and cumulative
(bottom) results of the energy advection analysis using the phase averaged data.
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Studying the behaviour of the hub and tip vortices provides insight into the differences
between the Helix method and the cases where the platform is yawing in and 180

◦ out of
phase. Figure 5.8 shows the tip vortices, visualised using iso-surfaces of the Q-criterion,
and the location of the hub vortex indicated by red circles. The latter is traced using a
Gaussian convolutionmethod [178, 179]. The left column shows the Helix at 4 different time
instances 𝑇 within one cycle 𝑇𝑝 of the Helix excitation. The hub vortex starts to diverge
from the centre at a distance of 2𝐷, interacting with the tip vortices at 3𝐷. Compared to
the in-phase case (middle column) this behaviour is amplified when the turbine is yawing.
The wake displacement is increased without altering the tip vortex structure until it starts
to interact with the hub vortex. When the yawing is out-of-phase, the tip vortices are
significantly more deformed and the curvature introduced by the Helix is reduced.

Figure 5.8: Instantaneous tip vortices and hub vortex location for the Helix case (left column), Helix case with
in-phase yaw motion (middle column) and Helix case with 180

◦ out-of-phase yaw motion (right column).

Figure 5.9 shows the average radial distance for the tip and hub vortices with respect to
the nacelle. As this value is calculated for exactly one cycle of the Helix and then averaged,
the displacement of the wake as a whole is filtered out of the measurement. As such, the
differences in the radial distance as shown in Figure 5.9 stem from a difference in the
interaction between the Helix method and the dynamic yaw motion. Especially for the
Helix case with in-phase yaw motion, the tip and hub vortex approach each other the
fastest, followed by the Helix method and then the 180◦ out-of-phase yaw case. Moreover,
when the hub and tip vortex are at the same radial distance they interact and collapse, a
phenomenon also referred to as (near) wake breakdown. This accelerated encroachment of
the tip and hub vortex can be an explanation of the enhanced (reduced) energy advection
shown in Figure 5.7 when the platform is yawing in phase (180◦ out-of-phase) with the
Helix method.



5

84 5 Phase-controlling the motion of floating wind turbines to reduce wake interactions

0.5 1 1.5 2 2.5 3 3.5 4 4.5

Distance [D]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7
R
a
d
ia
l
D
is
ta
n
ce
[D
]

Helix Bottom-Fixed - Tip Vortex
Helix "? = 0/ - Tip Vortex
Helix "? = 180/ - Tip Vortex

Helix Bottom-Fixed - Hub Vortex
Helix "? = 0/ - Hub Vortex
Helix "? = 180/ - Hub Vortex
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5.3 Conclusion
This work demonstrates how the dynamics of a floating turbine interact with that of the
Helix wake mixing method. The presence of a natural frequency in the yaw motion for
certain types of foundations can lead to different phase couplings between control input and
floating turbine dynamics. By experimentally analysing the 3D wakes and aerodynamics
of a floating turbine model, we find that actuating the Helix at a frequency such that the
yaw motion is in-phase results in a significantly better wake recovery than when the
turbine yaws 180◦ out of phase. Analysing the energy advection into the wake indicates
that for the in-phase case, significantly more energy is transferred into the wake between
a distance of 1 to 3 rotor diameters downstream. A significant reduction is found for the
180

◦ out-of-phase case.

Using the volumetric PIV measurements allows us to visualise the location of the tip
and hub vortices, revealing that the dynamic interaction between the two is influenced by
the platform yaw motion. The earlier interaction between the tip and hub vortex leads to
an earlier breakdown of the wake, accelerating the energy advection into the wake. When
yawing at 180◦ out of phase, this interaction is both reduced and delayed, explaining the
reduced effectiveness of the wake mixing method.

This work shows that the dynamics of a floating turbine can be effectively used to
enhance the performance of wake mixing controllers. These outcomes can be used to
design floating turbines that optimise both control and turbine design, a process called
control co-design. This will significantly contribute to the development and deployment of
advanced ‘smart’ floating wind farms.
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5.4 Methods
The methods section is a special section within Nature (Energy) publications in which there is
room to elaborate on the methods used to produce the results in the main work. These sections
come after the conclusion, hence in this thesis, are also placed after the conclusion.
Helix wake mixing method. The Helix wake mixing method is an individual pitch
control method derived from a control scheme designed for load reduction often referred
to as IPC [115, 116]. This control method aims to minimise the turbine loads to increase
the turbine’s lifetime. The loads on the blades are dependent on the rotational position of
the rotor, hence, blade loads are measured within a rotating frame of reference. Using a
coordinate transformation these can be translated into loads defined in the fixed-frame
making. For wind turbines, the multi-blade-coordinate transformation (MBC) [118] is used
to translate bending moments on the individual blades to yaw and tilting moments acting
upon the turbine. The Helix wake mixing method is applied in an open loop control scheme
by setting sinusoidal input signals to the fixed-frame blade pitch angles. Using the MBC
transformation these are transformed into a time-varying individual blade pitch signal that
gets applied to the turbine:
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, (5.2)

where 𝜓𝑖 is the azimuth angle of the blade, and 𝛽𝑐𝑜𝑙 , 𝛽𝑡𝑖𝑙𝑡 and 𝛽𝑦𝑎𝑤 are the fixed-frame pitch
angles with the subscript 𝑐𝑜𝑙 referring to the mean pitch angle of all three blades. These
inputs are transformed into the individual blade pitch angles 𝛽𝑖, with 𝑖 ∈ [1,2,3] using a
rotation matrix dependent on the azimuth angle of the turbine. The time-varying pitch
angles create time-varying out-of-plane bending moments 𝑀𝑦,𝑖 which can be transformed
back into fixed frame moments using the inverse MBC transformation:
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where𝑀𝑐𝑜𝑙 ,𝑀𝑡𝑖𝑙𝑡 and𝑀𝑦𝑎𝑤 are the fixed-frame moments with the subscript 𝑐𝑜𝑙 referring to
the collective moment of the turbine. With the Helix method𝑀𝑡𝑖𝑙𝑡 and𝑀𝑦𝑎𝑤 are varied in a
sinusoidal manner, with one signal being phase-shifted by 90◦ to the other. An interpretation
of this input is that it moves the thrust vector off-centre and in a circular motion of the
rotor plane leading to the helical shape in the wake.
Experimental setup. The experiments were carried out at the Open Jet Facility of the
Delft University of Technology. This is an open jet, closed-circuit wind tunnel with a width
and height of 2.85 m. All experiments were run at a constant wind tunnel velocity of 𝑈∞ = 5

m/s. The turbulence intensity inside the jet was within the range of 0.5–2%, which was
primarily due to the presence of the PIV seeding rake that ejects the helium soap bubbles
into the flow [119].

A modified version of the MoWiTO-0.6 turbine [119, 173] with a rotor diameter of
𝐷 = 0.58 m was used. The turbine was mounted on top of a Quanser hexapod [180],
allowing motion in six degrees of freedom. Both turbine and hexapod were connected to a
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dSpace MicroLabBox, enabling real-time control and data transferral between the turbine
and hexapod at a sampling rate of 𝑓 = 2 kHz. Once the hexapod was calibrated and zeroed,
each of the six degrees of freedom could be controlled and synchronised to the blade pitch
input of the wind turbine.

Figure 5.4 shows the experimental setup. The wake behind the turbine was visualised
by neutrally buoyant helium-filled soap bubbles (HFSBs) [181] which were ejected into the
flow by a seeding rake with dimensions of 2 m by 1 m. The HFSBs were illuminated from the
side using two LaVision LEDs, enabling them to be used as tracers for flow reconstruction.
Four Photron FASTCAM SA1.1 high-speed cameras were used to record the wake at 500
frames per second at a resolution of 1024 × 1024 pixels. A multi-axis linear actuator moved
the PIV setup downstream of the turbine to measure multiple sections of the wake.

For the experiments, a zero-degree pitch angle was defined as the position of the blades
when they are set perpendicular to the incoming flow. The maximum power coefficient
(𝐶𝑝) was found to be 𝐶𝑝 = 0.20, which was achieved at a pitch angle of 𝜃 = 9

◦. For
every experiment, this is also the mean pitch angle around which the Helix method was
implemented. The turbine was controlled using a PI controller on the generator torque
to control rotor speed. With 𝑈∞ = 5, we adjusted the rotor speed 𝑓𝑟 such that the optimal
tip-speed-ratio 𝜆 = 𝜔𝑟𝐷/2𝑈∞ = 5 was achieved, with 𝜔𝑟 is the rotor speed in rad/s. This
yielded 𝑓𝑟 ≈ 13.7 revolutions per second.
Post processing. Each PIV measurement consisted of 10 seconds of raw camera footage.
The flow tracers were reconstructed using the Shake-The-Box algorithm [182] with Lav-
ision’s DAVIS 10 software. On average, each frame consisted of 10,000 reconstructed
particles within the measurement volume. After the particle reconstruction, a dataset
for all time steps of three-dimensional particle positions and velocities is obtained. For
the wake analysis, the particles were spatially averaged to a Cartesian grid over smaller
sub-volumes with a Gaussian weighing function.

We used two cell volumes: 40 × 40 × 40 mm3 to analyse tip vortex behaviour, and
60×60×60 mm3 to calculate more general wake properties such as wind speed and energy
advection. A 75% overlap between volumes was chosen to have smooth transitions between
subsequent volumes, resulting in a grid spacing of 10 mm and 15 mm, respectively.

Time-averaged velocity fields were acquired by binning the particles from all time steps
following the previously described averaging process. To obtain time-varying flow fields,
the particles from each time step can be binned separately. However, insufficient particles
in parts of the volume can result in gaps in the flow fields. By averaging the particles
for specific phases based on turbine measurements, such as the rotor azimuth position
𝜓, the number of particles used in the binning process increases, and the measurement
uncertainty is reduced.

In the case of baseline operation, the phase averaging procedure was relatively straight-
forward. The rotor azimuth position was divided into 12 bins of 30◦, and particles were
collected into these bins based on the measurement of 𝜓. Here, we assume that the wake
dynamics are sufficiently represented by 12 discrete phase bins. Subsequent averaging
for each of these phase bins resulted in consecutive flow fields that show the wake over a
single rotor rotation. The Helix method complicates the phase-averaging procedure as the
time-varying pitch actuation introduces additional dynamics to the wake that cannot be
adequately captured in a single turbine rotation. Since the Helix actuation can be repre-
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sented by a thrust force vector moving around the rotor plane, we introduced the Helix
azimuth 𝜓ℎ as an additional phase variable for the binning process [119]. More specifically,
the actuation frequency of 𝑆𝑡 = 0.27 was selected such that each Helix (and yaw) cycle
coincides with 6 rotor rotations, i.e., 𝑓𝑒/𝑓𝑟 = 6. Hence, the wake dynamics of the Helix
cases are represented by 6 × 12 = 72 phase-averaged flow fields, of which a selection is
presented in Figures 5.5 and 5.8.
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6
Conclusions and

Recommendations

Conclusion
When wind turbine controllers developed for bottom-fixed turbines are implemented on
floating turbines the performance of the controller can significantly change. This is because
the controllers interact with the extra degrees of freedom of a floating turbine. The research
in this thesis explores how wake mixing controllers interact with a floating turbine. The
primary research question in this thesis was:

Can the extra dynamics of a floating turbine be used to enhance dynamic wake
mixing techniques and if so can a floating turbine be optimised such that it
promotes wake mixing?

The short answer to this question is: yes, it is possible to use floating turbine dynamics to
enhance the wake mixing performance, especially for the Helix method. Formulating this
answer required a multi-pronged approach. First, this dissertation focuses on characterising
the interaction between two dynamic wake mixing techniques, dynamic induction control
(or the Pulse method) and dynamic individual pitch control (or the Helix method) and
different types of floating turbines which immediately highlights that answering the main
research question is quite an intricate problem. The foundations on which floating wind
turbines are mounted can have different design targets, resulting in different dynamics.

Chapter 2 investigates the coupling between the Pulse method and a spar-type floating
turbine and finds that it excites a coupled platform pitch and surge motion. The same
platform, without modifications, has a weak coupling to the Helix method whereas a semi-
submersible type floater as investigated in Chapters 3, 4 and 5 displays strong coupling to
the Helix method. Both the resulting fore-aft motion for the Pulse method as well as the
yaw motion for the Helix was found to be of such magnitude that they have an impact on
the effectiveness of the wake mixing techniques, which is also the main finding for the
second contribution of this thesis.

The fore-aft motion that is excited by the Pulse method results in time-varying inflow
conditions for the floating turbine. The time-varying inflow conditions lead to a time-
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varying thrust, similar to that applied by the Pulse method. However, as shown in Chapter 2,
the Pulse method couples in such a way with the motion that the time-varying thrust
from the motion counteracts with the Pulse method, reducing its effectiveness. Using a
frequency domain analysis it was shown that at the eigenfrequencies in fore-aft motion,
the frequency behaviour of the thrust force variation is that off a notch filter, i.e., reduced
peak-to-peak amplitude for the thrust variation.

The Helix method was found to excite an eigenfrequency in yaw motion for semi-
submersible type foundations, leading to dynamic yawmisalignments of up to ±10◦ depend-
ing on the blade pitch angle. Chapter 3 presents a similar investigation to that of Chapter 2
where the coupling is investigated using a frequency analysis. Simulations performed
in QBlade are used to examine the effect of this yaw motion on the effectiveness of the
Helix method. In Chapter 3, a gain in wind farm power was found when the platform was
yawing, however, this gain was found not exactly at the eigenfrequency but at a frequency
just before or just after the peak of the eigenfrequency.

Chapter 4 further explores this finding by comparing two different floater types, both
altered in such a way that the yaw motion is enhanced. Even though the yaw magnitude
of both floating turbines was similar a difference in performance could be found between
them. One turbine saw a reduction in wind farm power by up to 2.5% whereas the other
achieved a wind farm power uplift of nearly 8%. The main difference between both turbines
was the phase coupling between the Helix input and yaw motion. An investigation using
computational fluid dynamics simulations with prescribed yaw motion showed that the
phase difference influences wind speed recovery. The final contribution of this thesis
explores this difference using wind tunnel experiments which are covered in Chapter 5 of
this thesis.

The main results of those tests confirm those of Chapter 4: phase offset plays a crucial
role in the effectiveness of the Helix wake mixing method. Using a tomographic PIV setup
the wake behaviour could be captured and analysed. It was found that when yawing in
phase with the Helix method the wake entrains more kinetic energy, leading to enhanced
wake recovery. When yawing out of phase the opposite was found. Energy entrainment
was reduced compared to the Helix method and the effectiveness of the Helix method was
reduced.

Returning to the main research question in this thesis, the work presented shows
that the movement of a floating turbine can be excited using a wake mixing method.
Furthermore, this movement has an impact on the wake mixing method. If this impact has
a positive contribution is dependent on the phase coupling of the wake mixing method to
the motion that is excited.

Recommendations
This thesis carries out an in-depth investigation into wake mixing controllers and their
interaction with floating turbines. The research predominantly focuses on the types of
movement and the interaction with the wake mixing dynamics. However, although the
general findings in this work are promising, further improvements could be made to
strengthen the work or shed light on topics that have not been investigated in this thesis.
For that reason, we make some recommendations directly related to the work presented in
the thesis.
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Validation of Simulation Suite
All simulation-based results in this thesis come from a single software suite (QBlade).
Although the dynamics were verified using OpenFast (not presented in this thesis), there is
still a reliance on all the modelling assumptions made within QBlade, and to extend other
simulation suites. Ideally, the dynamics of a floating turbine are experimentally verified,
either by using a scaled model or full-scale testing. Especially for dynamics such as the
eigenfrequency behaviour can be significantly different if all the non-linear dynamics are
represented.

Another aspect that requires validation is the wake dynamics. QBlade relies on a
free-vortex wake model to model the wake dynamics. Free-vortex models were originally
developed to accuratelymodel complex rotor dynamics and as such are capable of accurately
representing wake dynamics close to the rotor. However, the accuracy of the free-vortex
model diminishes as the wake starts to travel downstream and enters the region where
wake mixing effects typically start to dominate the wake behaviour. This loss in accuracy
can skew results. Carrying out similar investigations using either established CFD tools or
wind tunnel experiments allows for validation of the findings obtained using a free-vortex
implementation for the wake.

Investigating the Structural Implications
The loading and lifetime of a floating turbine is an aspect that can be considered equally
or even more important when it comes to floating turbine design. It is something that is
also disregarded in this thesis but requires attention. A critical aspect of wake mixing that
needs to be tackled is the extra loading that the turbine is subjected to when the blades are
being pitched. The potential monetary gains from the increase in power production could
be significantly diminished if more maintenance is required on the turbine side. Although
for the Helix the benefits seem favourable even when taking loading into account [93, 94],
it remains very much an open research question.

This work adds a new dimension to the discussions on turbine loading by also dynam-
ically moving the whole floating turbine. Although it can be argued that less actuation
from the turbine might be required to achieve a similar level of wake mixing it is not yet
understood what the movement means for the turbine’s lifetime. For a floating turbine,
the connection of the electricity cable is a critical point, and increased movement from the
turbine will only put more stress on that part. Furthermore, the mooring lines will also be
subjected to significant displacements and thus increased wear and tear.

The main reason for this is that it is difficult to model and predict how certain compo-
nents will degrade in the challenging conditions turbines are subjected to. Although the
majority of edge cases are analysed using pre-determined load cases it remains a statistical
analysis based on assumptions and models. To better understand the loading impact coming
from both the wake mixing method as well as the floating turbine motion large or full-scale
testing is required. Only when these methods are tested for longer periods, and enough
data have been gathered, it is possible to properly analyse this trade-off.
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A Broader Perspective
The last sentence of the previous section has many interesting implications. When looking
at the broader challenge faced with the development of floating wind turbines there
is a movement towards co-optimising the control systems and floating turbine design.
Rather than designing control systems for an existing system more optimal designs can be
obtained when doing control co-design. The work presented in this thesis can be used as
an example of how such an approach can lead to overall better-optimised floating wind
turbines and subsequent wind farms. The work in this thesis predominantly uses floating
wind turbines that have not been altered or when they have been altered it has been a
one-sided optimisation. In none of the chapters, both the controller and platform have
been optimised in conjunction. Here, however, lies more potential, hence we also make
some recommendations for future work. As each chapter has its separate conclusion
and recommendations specific to that work the recommendations discussed here can be
considered more general.

Co-Design of Floating Wind Turbines
It is clear that with the right phase coupling the effectiveness of the Helix method can
be increased. This work investigates 4 different phase offsets, spaced 90 degrees apart.
However, further investigations over all different phase offsets are required to find the ideal
phase offset. It could well be that between, e.g., 0 and 90 degrees a further gain could be
found. This extra coupling to the hydrodynamics through the phase offset also introduces
an extra dimension to finding the optimal frequency for the Helix method as the floating
turbine dynamics interact with the gain in wind speed due to the Helix method.

This added dimension is a function of the behaviour of a floating turbine, most notably
near and at its eigenfrequency. The frequency analysis indicates that this behaviour can
be well approximated using a second-order mass-spring-damper system. The ability to
parameterise the dynamics of a floating turbine into a linear transfer function enables it
to be incorporated into (potentially linear) optimisation problems. In Chapter 5 we show
that in phase yaw behaviour of a floating turbine enhances the wake mixing strategy. For
these experiments, the yaw amplitude has been kept the same enabling direct comparison
between different measurements. However, the yaw amplitude and phase offset are linked,
and ensuring in phase yaw behaviour will lead to reduced yaw magnitude given the
dynamics near the eigenfrequency. Using an optimisation including the floating turbine
yaw stiffness and damping this yaw behaviour can potentially be tuned to have a higher
magnitude and the right phase behaviour within the ideal frequency range of the Helix.

Further Investigations of Wake Dynamics
The Helix method is not yet fully understood from the perspective of fluid dynamics. Why
exactly it instigates wake maxing is a topic of active research. Wind tunnel experiments as
those presented in Chapter 5 can aid in trying to understand which aerodynamic effects are
dominant when the Helix method is enabled. More challenging is trying to fully understand
and explain the interaction between dynamic yaw and the Helix method, which essentially
is happening on a floating wind turbine when yawing under a Helix input. Although we
can analyse the behaviour of the wake and quantify differences in behaviour using the
PIV data a true explanation of why those differences matter remains elusive. Performing
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similar experiments within a simulation environment might provide the necessary details
required to understand and explain the wake behaviour. Such simulations could also
provide valuable insight into the effect of the nacelle-to-blade length ratio. For scaled
turbines such as those used in this thesis, this ratio differs significantly from that of a
full-sized wind turbine which can influence wind tunnel measurements [183]. Since the
interaction between aerodynamic effects from the nacelle and blades seems to be the driving
factor behind the Helix method it is important to take this into account when generalising
the results.

A further argument to be made for finding such an explanation is one based, again,
on controls co-design. Wake mixing methods trigger an instability in the wake structure
causing a breakdown and consequent re-energisation. This process is Strouhal (or fre-
quency) dependent, implying there are fundamental dynamics within the wake that can be
triggered when excited at the right Strouhal number. Once these dynamics are understood
the wake mixing control solution, and potentially floating turbine design, can be altered
such that wake mixing is maximised with the least amount of input from the wind turbine.

A note should also be made with regard to the blade aerodynamics of the wind turbine.
The Helix method’s blade pitch input could lead to undesired effects such as aerodynamic
stall. This effect is turbine design-specific and should be taken into account when analysing
these kind of dynamic pitch methods.

Towards Large Floating Wind Farms
This work focuses on the interaction between two turbines, but within a wind farm, it
can easily happen that more than two turbines interact with each other. Using methods
optimised for a two-turbine wind farm might not be ideally suited for larger wind farms.
A solution to this is to start coordinating or synchronising the actions between several
floating turbines that impact each other. One such example is a synchronized deployment
of the Helix method, where the second turbine senses how the first turbine is actuated and
synchronises its Helix implementation to that [184].

Alternative approaches, unique to floating wind turbines, might bring further trade-offs
in the wind farm flow control problem that can be made to mitigate the turbine-to-turbine
interaction. One such example is a trade-off between using a wake mixing method or
maybe going for turbine displacement, which is impossible for bottom-fixed turbines.
Floating turbines can, to a degree, move from their steady-state position by altering their
yaw angle and thrust force thereby enabling the option to dynamically change the layout
of a wind farm to a new optimal point. Each solution will have its own set of advantages
and disadvantages and the ideal wind farm flow control solution will depend on the current
conditions, as well as design decisions made during the conceptualisation of the floating
wind farm. What this thesis shows is that during the conceptualisation phase, there is
a unique opportunity to co-design optimal control solutions for floating wind farm flow
control.
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