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Abstract-Based on a unified analysis of both pure and slotted 
ALOHA systems, a new control algorithm for ALOHA systems 
is proposed. A feature of great practical importance is the 
algorithm’s automatic adjustment to changes in average traffic 
intensity or the (finite or infinite) number of active stations 
in the system. In addition, the algorithm has a low-complexity 
implementation. 

Computer simulations, concentrating on the use for two-way 
data communication in a cable television network, have demon- 
strated that the practical performance of the algorithm closely 
approximates the theoretical optimum, even under extremely 
heavy traffic load conditions. Furthermore, dynamic performance 
simulations have shown that the algorithm assures swift recovery 
from overload situations. 

I. INTRODUCTION 
HE ALOHA protocol (see, e.g., [l],  [2]) can be applied T in a system in which all stations have access to a single 

common transmission channel. Using the channel, all stations 
send their information to a central point (the center). In pure 
ALOHA, each station in the network is allowed to send 
a packet at an arbitrary moment. In slotted ALOHA, time 
is divided into slots (the size of which is slightly larger 
than the packet size, taking into account the differences in 
propagation times between the stations and the center) and 
a station wanting to send a packet has to wait for the 
beginning of the next slot. The center, using a separate channel 
designated for this purpose, sends an acknowledgment of each 
correctly received packet to the station that sent that packet. 
All stations operate independently of each other, so several 
stations can send a packet at the same time, causing collisions 
and destroying the colliding packets. A station knows its 
packet has suffered from a collision if it does not receive 
an acknowledgment within a certain time, the roundtrip time. 
In that case, it sends the packet once again, after having 
waited a random time (in order to prevent packets from the 
same senders to collide over and over again). A generally 
accepted retransmission strategy is to uniformly distribute the 
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random waiting time until retransmission, between 0 and L,  
minimizing the number of repeated collisions [3].  While a 
station has a packet for retransmission it does not generate 
new packets. 

The fact that transmission errors could occur on the channel 
will be neglected, assuming that the bit error rate on the 
channel is so low that transmission errors are negligible 
compared to those caused by collisions. 

In order to improve the performance of the system and 
to guarantee its stability, a control algorithm is applied. The 
control is located at the center and broadcasts the value for 
the maximum waiting time until retransmission, L, that is to 
be used by all stations. 

In Section 11, the general principle of control algorithms 
for the ALOHA system will be discussed and the theoretical 
foundation for a new and optimal control algorithm will 
be laid. Section I11 describes the control algorithm and its 
implementation and in Section IV the results of performance 
simulations of the algorithm are reported. Finally, Section V 
contains the conclusions. 

11. THE THROUGHPUT AND STABILITY OF AN ALOHA SYSTEM 

The following assumptions are made. 
All packets are of equal length, maximizing the through- 
put (see, e.g., [4]). 
The number of stations is infinitely large. 
All stations together generate new packets forming a 
Poisson process with an average of S packets per packet 
time (slot). 
Apart from new packets, the stations also generate retrans- 
missions of previously collided packets. It is assumed that 
the total of retransmitted and new packets also forms a 
Poisson process, with an average of G packets per packet 
time. This assumption is a good approximation, as has 
been confirmed by experiments as well as theory [ 5 ] .  

Under these assumptions the following well-known equa- 
tions for the throughput, S, of the system in the equilibrium 
state may be derived (see, e.g., [l]). 

S = Ge-2G, (1) 

S = G C G ,  ( 2 )  

for pure ALOHA, and 

for slotted ALOHA. The maximum throughput, equal to 
1/(2e) M 0.184 for pure ALOHA and 1/e  z 0.368 for slotted 
ALOHA, is achieved at G = 1/2 or G = 1, respectively. 
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Based on (1) or (2) only, it is impossible to design a control 
algorithm. Furthermore, a real system comprises only a finite 
number of stations. In most cases, this number is so large 
that it may be presumed to be infinite. For (temporarily) 
heavy channel traffic, however, that approximation may not be 
sufficiently accurate. For these reasons, the second assumption 
will be dropped in the following (while maintaining the 
others), i.e. the number of stations will be assumed to be finite. 

Suppose there are N stations, each generating new packets 
according to a Poisson process with an average of p packets per 
packet time. If a packet collides it will be retransmitted after 
an average waiting time of S packet times, where 6 is the sum 
of the roundtrip time, R (the fixed time that elapses between 
the successful transmission of a packet and the reception of the 
acknowledgment for that packet), and the average waiting time 
until retransmission (which equals L/2  since the distribution 
is uniform between 0 and L). Thus, 

L 
2 

6 = R + - ,  (3) 

where R and L are normalized with respect to the packet time. 
The collided packet will generate an average retransmission 
traffic of 1/6 packets per packet time. 

By assuming that n of the N stations have a packet for 
retransmission the following expression can be stated. 

(4) 

where the channel traffic, G, is the sum of the stream of newly 
generated packets, ( N  - n ) p ,  and the stream of retransmitted 
packets, n/6. In equilibrium, the incoming and outgoing traffic 
of the system have to be equal, so 

(5 )  

For pure ALOHA, the equation for the throughput is obtained 
by subsequently substituting (5) into (4), giving 

n 
G = ( N  - n ) p  + 3, 

s = ( N  - n ) p .  

n 
6 G = S + - ,  

and (6) into (l), resulting in 

(7) 

For slotted ALOHA, a similar expression is obtained by sub- 
stituting (6) into (2). Equation (7) can be solved numerically 
using the Newton-Raphson algorithm. The throughput in the 
equilibrium state can be calculated-for each value of N ,  
p ,  R, and &by determining the intersection between the 
throughput-bucklog curve given by (7) and the loud line, which 
is given by (5). Then, n, the average number of stations having 
a packet for retransmission, is known too. In the following, n 
will be referred to as the backlog. 

It is well known that an ALOHA system is inherently 
unstable, i.e. in the long run the system will end up in a state 
of low throughput and high delay. In case of a finite number 
of stations, the system can be made stable by choosing L 
appropriately large [ l ] ,  [6], [7], [8]. The system, therefore, 
has to be adapted to the worst case, meaning that under 
normal conditions the delay is much larger than required. 

It would be desirable that the average delay be small if 
the backlog is small. If the backlog increases the average 
delay has to increase as well, in order to guarantee the 
stability of the system. In other words, L is adjusted to the 
momentary intensity of the channel traffic. This is the principle 
of controlled ALOHA. 

From literature many control methods are known [ l l ,  [6], 
[9]-[13]. All methods are based on the same principle: it is 
assumed that the momentary value of the backlog is known 
(possibly obtained by estimation) and from that value a value 
for L is chosen to maximize the momentary throughput. The 
accuracy with which L is adjusted varies from roughly to 
“optimal .” 

At this point, a comment on optimal control is appropriate. 
Strictly speaking, the algorithms that were mentioned in the 
previous paragraph are not optimal [14]. An optimal control 
algorithm has to take into account the whole past of the 
channel in order to be able to estimate the momentary value 
of the backlog as accurately as possible [15]. In practice, only 
the recent history of the channel is relevant. Furthermore, for 
optimal control L has to be adjusted almost continuously, 
choosing L such that it does not maximize the momentary 
throughput but the throughput during the interval until its 
next adjustment. The improvement that is obtained hereby 
is negligible in practical situations. In conclusion, it is very 
difficult, and not practical, to realize optimal momentary 
control. 

111. THE CONTROL ALGORITHM 

The important performance measures for the system are 
throughput and stability, which have already been discussed, 
and average packet delay, which will be dealt with here. 

The delay of a packet is defined here as the time that 
elapses between the first transmission of the packet and the 
(successful) last (re-)transmission of that packet, Le., a packet 
that is successfully transmitted the first time has a delay of 
0. A packet that collides when it is transmitted for the first 
time, but is successfully transmitted the second time, has an 
average delay of S packet times, where S is defined by (3). 
The average delay of all packets, D, is the product of S 
and the average number of retransmissions per packet. Since 
the average number of transmissions per packet is equal to 
G / S ,  the average number of retransmissions per packet equals 
G/S - 1. So, for the average delay the following, very simple, 
formula can be derived (using (6)): 

The strategy of the control algorithm is to maximize the 
momentary throughput, minimizing the average delay. If there 
is a backlog, it will be reduced as fast as possible (within 
the limits of the ALOHA protocol). For pure ALOHA, the 
condition for maximum throughput, S = 1/(2e), is G = l / 2 .  
Substituting these values into (6) and rewriting this equation 
yields 

n e - 1  
(9) 
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Fig 1 Example of the effect of the control algonthm on the through- 
put-backlog curve (pure ALOHA) (a) before and (b) after the adjustment 
of the average waiting time until retransmission 

Combining (9) with (3) shows that the throughput is maxi- 
mized by taking 

4ne 
L = - -  2R. 

e - 1  
For slotted ALOHA, the equivalent equations of (9) and (10) 
are 

n e - 1  
S e ’  (1 1) - - -  - 

and 
2ne 

L = - -  2R. 
e - 1  

So, the control algorithm can maximize the throughput by 
satisfying (10) for pure ALOHA or (12) for slotted ALOHA. 
As an example (for pure ALOHA) Fig. 1 shows how the 
adjustment of L changes the throughput-backlog curve. For 
this example the system was assumed to have been in the state 
corresponding to the middle intersection. It can be observed 
that after the adjustment of L the throughput reaches its 
maximal value and the system has become stable again (there 
is only a single intersection between the curve and the load 
line). 

In order to be able to set L to its optimal value, the control 
algorithm has to know the momentary value of the backlog, 
n. This value can be estimated, assuming the system is in 
equilibrium. Rewriting (5) gives n = N - S / p  ( N  and p 
are constants and S can be measured by the center), but this 
estimate is inaccurate since it does not take into account the 
possible fluctuations in p (or in N ) ;  in practice, p will not be 
constant and the number of active stations may change, too. 
A good estimate can be made on the basis of (6). Rewriting 
gives TZ = ( G  - S)S. The estimate adapts itself to changing 
values of p or N ,  but it does require knowledge of G. 

For pure ALOHA, there are two ways to estimate G. If the 
channel traffic is a Poisson process with traffic density G then 
from probability theory it is known that the time between two 
subsequent packet transmissions is exponentially distributed 
with parameter G. Therefore, the average time between two 
subsequent generations equals 1/G. Because the exponential 
distribution has the memoryless property, the average time 

between the end of a transmission and the beginning of the 
next transmission also equals 1/G. Thus, G can be computed 
by measuring the average length of the periods during which 
the channel is idle. A simpler method (which is also applicable 
to slotted ALOHA) is to measure the total time during which 
the channel is idle. Because of the Poisson distribution, the 
probability of the channel being idle during one packet time 
(one slot) equals exp( -G), implying that the fraction of time 
durin.g which the channel is idle also equals exp(-G). 

The optimal adjustment of L (which automatically adapts to 
changes in N or p )  is a new feature of the proposed algorithm. 
Previously reported algorithms inaccurately adjust L or are not 
adaptive, guaranteeing system stability only for a finite number 
of stations. As a comparison with other control algorithms, 
combining (3), (6), and (10) results in the following update 
equation for L (for pure ALOHA): 

L := -(G 2e - S ) L  + 2R(? 
e - 1  e - 1  

When R is small compared to L/2, (13) resembles the update 
equation of an exponential-backoff control algorithm (see, 
e.g., [13]), with an optimally adjusted backoff coefficient: 
2e(G - S)/(e - 1). 

In summary, the proposed control algorithm continuously 
executes the following steps: 

1) During a certain time, called the control interval, the 
throughput, S, and the fraction of time during which the 
channel is idle are measured by the center. 

2) The channel traffic, G, is estimated as the negated natural 
logarithm of the measured fraction of time during which 
the channel is idle. Based on S and the estimated G, the 
backlog, n is estimated [using (6)J 

3) Based on the estimated n, L is made equal to its optimal 
value (given by (10) or (12)), unless L would become 
smaller than a certain minimum value-in which case 
it is set to this minimum value-or  larger than a cer- 
tain maximum value-in which case it is set to this 
maximum value. 

The use of a minimum and maximum value for L will now 
be motivated. If both backlog and channel traffic are low, the 
function of the minimum value for L is to prevent the control 
algorithm from increasing the backlog and generating useless 
retransmissions in order to try to make G equal to 1/2 or 
1. The use of a minimum value for L implies that, under 
normal operation, the average delay will be slightly larger 
than required. On the other hand, it provides a buffer against 
fluctuations of the intensity of the offered traffic. The minimum 
value for L depends on two factors: the average intensity of 
the channel traffic and the size of the control interval. As the 
traffic intensity and the size of the control interval increase, 
the minimum value for L has to increase, too. A suitable value 
may be determined in practice, or, in case one wants to impose 
strict restraints, a limit can be put on the probability of the 
backlog increasing to a certain value within a single control 
interval. 

The maximum value for L prevents it from “exploding” in 
case of a large pulse in the traffic being offered to the system. 
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Fig. 2. Topology of a modem cable television network. 

The explosion is caused by the fact that in the aforementioned 
case there is a large discrepancy between the estimated value 
of the backlog and its real value. The backlog is estimated 
incorrectly because the system is not in equilibrium. A suitable 
maximum value for L is found by substituting n = N into 
(10) or (12). 

IV. PERFORMANCE SIMULATIONS 
As a practical example, in this section the application of 

the ALOHA protocol for two-way data communication in a 
cable television network will be discussed. Most modem cable 
television networks have a hierarchical structure (which can 
be represented by a tree), as shown in Fig. 2. In general, the 
networks are used for the distribution of radio and television 
programs from the head end (the highest level in the tree) to 
the individual subscriber (the lowest level in the tree). The 
last starpoint before the subscriber is called a mini starpoint. 
For reasons of privacy and security, each subscriber has an 
individual connection to one of the mini starpoints. 

In general, cable networks are very expensive. For economic 
reasons it is therefore interesting to look for a more intensive 
and varied use of those networks. Enabling two-way data 
communication between the subscriber and the head end offers 
prospects for new services like, e.g., pay TV, tele-shopping, 
alarm and guard facilities, or interactive videotex [16]. The 
services offered, as well as the system architecture, could be 
similar to those of the INDAX system [17]. 

Because of the nature of the channel traffic (short bursts 
at random time intervals) and the structure of the network 
(many stations connected to the common channel leading to 
the head end), the ALOHA protocol is appropriate. Since the 
head end uses a separate contention-free channel for sending 
the acknowledgments of correctly received packets as well 
as the value for L, the control does not suffer from network 
congestion. In our system design the mini starpoints, each 

connected to approximately 20 subscribers, are the actual 
stations in the ALOHA system. 

The main parameters of the system used in the simulations 
are listed in Table I. The number of stations (mini starpoints) 
corresponds with 5000.20 = 100 000 cable television network 
subscribers. From Table I the roundtrip propagation time can 
be computed as 20 km/w, = 1 . lop4 s (the velocity of 
electromagnetic waves in a coaxial cable, wc, equals about 
2 . lo8 d s . ) .  Since a packet time equals about 6 . lop4 s, 
the roundtrip propagation time equals approximately 0.2 
packet times. Taking a packet processing time at the head 
end of about 1 packet time, the total roundtrip time R = 1.2 
packet times. So, in the cable television network for which 
the ALOHA protocol is intended the roundtrip time, R, 
is negligible compared to the average waiting time until 
retransmission, L/2. Therefore, R was set to 0 in the 
simulations. Since the roundtrip propagation time is less than 
1 packet time, in this case the capacity of the system can 
be increased (by a factor of 2/1.2) by using slotted ALOHA 
instead of pure ALOHA. However, for a cable television 
network it may be more cost-effective to increase capacity 
by increasing the data transmission rate since the available 
bandwidth is not the limiting factor. 

In order to verify the theoretical results, simulations were 
performed for various traffic intensities. In addition, as a 
test for stability, the dynamic system performance has been 
measured. 

A. The Performance for  Various Traffic Intensities 

For pure ALOHA, simulations were performed for three 
traffic intensities N p :  normal traffic ( N p  = 0.02), heavy traffic 
( N p  = O.l), and very heavy traffic ( N p  = 0.175). Since for 
N the practical value of 5000 was used, the values for p were 
4.1OP6, 2.lOW5, and 3.5.10-5, respectively. For the minimum 
value of L an arbitrary value of 100 was used. The control 
interval (the time between two subsequent adjustments of L)  
was set to 1500 packet times, corresponding with a control 
interval in the order of one second in practice since there are 
approximately 1700 packetsh (see Table I). Without control 
the system would be unstable in all three cases; especially 
for N p  = 0.175 the situation is very critical. In Table 11, the 
theoretical values (for L = 100) and simulation results for G, 
S, n, and D are listed. For N p  = 0.02 and 0.1 the results 
agree very well with the theoretically expected values. 

For N p  = 0.175 two columns are given, the first of which 
was measured with the normal control interval of 1500. It 
can be seen that the system reacts too slowly to statistical 
fluctuations of the intensity of the offered traffic: the backlog 
rises to a high value and the control algorithm has to “use the 
safety-brake’’ to render the system stable again. The average 
value for L was 526 [from (6)]. The results in the second 
column were measured with a control interval of 150. The 
algorithm reacts faster, leading to a lower average backlog 
and a smaller average delay. The average value for L was 
131, in this case. Equations (6) and (8) remain valid in both 
columns; ( I ) ,  however, is not valid. The conclusion is that for 
very heavy traffic a smaller control interval should be used 
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Fig. 3. 
input pulse and (d) its resulting backlog waveform. 

Traffic overload pulse response (pure ALOHA): (a) the exponential input pulse and (b) its resulting backlog waveform, and ( c )  the uniform 

than for normal traffic. The simulations then agree well with 
the theoretical model. 

For slotted ALOHA, simulations were performed for heavy 
traffic ( N p  = 0.2), very heavy traffic ( N p  = 0.35), and 
extremely heavy traffic ( N p  = 0.3675), testing the system 
to the limit. As a minimum value for L, again 100 was used. 
The theoretical and measured values of G, S ,  n, and D are 
listed in Table 111. Simulations were performed with control 
intervals of 1500 and 150 packet times. The measured values 
agree very well with the theoretical ones for N p  = 0.2 and 
N p  = 0.35 (for a control interval of 150). For N p  = 0.3675 
the agreement is quite good, especially when considering the 
fact that the system operates at 99.9% of its theoretically 
maximal throughput. 

For slotted ALOHA, too, the conclusion is that for very 
heavy traffic a smaller control interval should be used than for 
normal traffic. 

Because of the similarity of the new control algorithm to an 
exponential-backoff control algorithm, as expressed by (1 3), 
we also performed simulations with the binary exponential- 
backoff algorithm (used in Ethernet) (see, e.g., [l]). For this 
algorithm, each station uses its own, local, value for L. 
The first time a new packet is transmitted, a station uses 
a certain minimal value for L. If its packet collides on 

TABLE I 
MAIN PARAMETERS OF THE CABLE TELEVISION NETWORK 

Number of Stations 5000 
Max. distance from 
station to head end 10 km 
Data transmission rate 614 kb/s 
Packet size 368 b 

the first transmission, the station doubles its value for L at 
each successive retransmission, until the packet is transmitted 
successfully. Table IV lists the measured values of G, S,  n, 
and D for a slotted system, using a minimal value of 50 for 
L (which resulted in a higher performance than a minimal 
value of 100). As can be seen, except for N p  = 0.2 where 
our choice of a minimal value for L of 100 for the ALOHA 
system is rather conservative, the new control algorithm clearly 
outperforms the binary exponential-backoff algorithm. This 
result is not surprising, since our algorithm uses an optimized 
backoff coefficient whereas the binary exponential-backoff 
algorithm is not adaptive. 

B. The Dynamic System Perjformance 

Pulse response simulations were only carried out for pure 
ALOHA since they were intended to test stability rather than 
to produce quantitative results. 
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Measured 

TABLE I1 
THEORETICAL AND MEASURED VALUES (PURE ALOHA) OF 

THE CHANNEL TRAFFIC G, THROUGHPUT s, BACKLOG n ,  AND 
DELAY D AS A FUNCTION OF THE TRAFFIC INTENSITY N p  

G 0.0209 0.130 0.356 
S 0.0200 0.100 0.175 
71 0.0426 1.48 9.07 
D 2.13 14.8 51.9 

0.021 0.13 0.53 0.38 
0.020 0.10 0.17 0.17 
0.04 1.5 96 14 
2.1 15 538 81 

Theoretical Measured 
Control Interval 

15nn i w  
-\-p 0.2 0.35 0.3675 10.2 0.35 0.3675 10.35 0.3675 
G 0.259 0.708 0.892 10.26 0.93 1.1 10.76 0.95 
S 0.200 0.349 0.366 
71 2.95 18.0 26.3 
D 14.8 51.5 72.0 

0.20 0.34 0.35 0.35 0.36 
3.0 103 198 23 65 
15 295 559 67 179 

TABLE IV 
MEASURED VALUES (SLOTTED SYSTEM) OF THE CHANNEL TRAFFIC G, 

THROUGHPUT s, BACKLOG R ,  AND DELAY D AS A FLJNCTION OF THE TRAFFIC 
INTENSITY T p  FOR THE BINARY EXPONENTIAL-BACKOFF CONTROL ALGORITHM 

xp 0.2 0.35 0.3675 
G 0.26 0.71 0.86 
S 0.20 0.35 0.36 
n 2.3 57 148 
D 11 127 289 

In [18] the use of traffic overload pulse response was 
suggested as a tool for the measurement of dynamic system 
performance. It was found that the backlog fall time, defined 
as the duration of the 90% to 10% drop in the ensemble 
average backlog waveform during the decreasing region of the 
applied traffic pulse, provides a compact summary of transient 
behaviour during temporary traffic overload. A related measure 
would be the backlog fall speed, expressed in stations per 
packet time and defined here as the quotient of the magnitude 
of the 90 to 10% drop and the backlog fall time. This 
normalized measure facilitates a comparison between different 
systems with different numbers of stations. 

Simulations were performed for two different input traffic 
pulse shapes: exponential and uniform. The pulses are formed 
as the sum of the packets generated by the individual stations, 
which each send a packet after waiting for an average of 7500 
packet times (approximately 5 s) from the beginning of the 
pulse. For both simulations, the value for p under normal 
conditions was set to 4 . lop6 ( N p  = 0.02), the minimum 
value for L was set to 100, the maximum value to 32 000, 
and the control interval was 150 packet times. The exponential 
input pulse and the resulting backlog waveform are shown in 
Fig. 3(a) and Fig. 3(b), respectively. The backlog fall speed 
in this case equals approximately 0.1 1 stations per packet 
time. The uniform pulse and its corresponding backlog wave- 

form are shown in Fig. 3(c) and Fig. 3(d), respectively. The 
backlog fall speed equals approximately 0.12 stations/packet 
time. 

The simulations of traffic overload pulse response show 
that the system remains stable in an overload situation and 
provide a measure for the dynamic performance of the control 
algorithm. 

V. CONCLUSION 
The proposed control algorithm for the ALOHA system 

performs well and has a low-complexity implementation. The 
stability of the system is guaranteed under normal operation 
as well as in case of a pulse in traffic intensity. Furthermore, 
the algorithm automatically adapts itself to changes in the 
average traffic intensity or the number of active stations in 
the system. 

The performance of the control algorithm is maximized by 
appropriately adapting the minimum value for the average 
waiting time until retransmission and the size of the control 
interval to each other and to the intensity of the channel traffic. 
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