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Chapter Jl 

Introduction 

Photons would heave multiple personality disorder if particles could be di­
agnosed with the condition. Massless yet having momentum, sometimes a 
particle sometimes a wave, unable to be halved except when a portion of 
their energy is transferred, photons exhibit a variety of strange and seem­
ingly contradictory behaviors. 

Why would anyone want to work with such capricious particles? Under 
some circumstances, photons will always act in the locally advantageous of 
the two contradictory ways. This predictability can be exploited in many 
applications ranging from 3D sensing to health care. When flowing through 
a diffraction network, photons will act like waves, but when interacting with 
silicon photons act like particles, allowing the creation of 3D sensors based 
on diffraction networks above silicon[l, 2]. High-energy photons always de­
posit charge in packets when interacting with matter; yet the energy in these 
packets can be split, allowing the creation of many photons for each interac­
tion, a fact which is exploited in positron emission tomography[3]. Photons 
have no mass nor charge, which is important when moving through a mag­
netic field, yet photons must have energy for interacting with detectors, a 
dichotomy important to imaging systems in strong magnetic ficlds[4]. The 
unpredictable nature of photon propagation can generate random numbers 
that, to the knowledge of modern physics, are truly random[5]. These few 
examples illustrate the importance of single-photon detection. Researchers, 
engineers, doctors, and consumers ah have a vested interest in the capabihty 
to detect single photons. This dissertation, motivated by the need for single-
photon detectors, advances understanding of the abihty to detect, cheaply 
and under adverse conditions, single photons with a wavelength in the visible 
spectrum. 

In order to advance the state of the art, the ideal detector nuist first 
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be envisioned. The "holy grail" of photon detection is the ability to detect 
the arrival time, energy, and spatial path for every photon in some volume 
of space using a noise-free, inexpensive sensor. Depending on the applica­
tions, some constraints may be relaxed. For example, the TimePix[6] and 
MediPix[7] sensors can, with nearly 100% efficiency, detect the wavelength, 
spatial position and arrival time of all x-rays incident on a hybrid detector. In 
microscopy applications, which have set spatial paths and may have specific 
wavelengths, the requirements of the ideal detector are often reduced to only 
the 2D position of the photon. However, the ideal detector is not available for 
all applications, though a great many detectors are slowly converging to this 
ideal detector. This introduction will briefly discuss sensors targeting visible 
light and give the rationale for focusing on CMOS singe-photon avalanche 
diodes. 

An important trend moving toward ideal single-photon detectors is the 
three dimensional integration of functionality in photon sensors. Hybrid 
sensors[7] and back-side illuminated single-photon sensors bound to sec­
ondary read-out chips [8] have both a high probabihty of detecting incident 
photons and the ability to integrate complex logic at the cost of increased sys­
tem complexity. As fabrication techniques further mature for these technolo­
gies, the issue of low fill factor in single-photon imagers containing complex 
logic will disappear, prompting development of such sensors at the present 
time. 

1.1 Electrical Single-Photon Detectors 

Before describing single-photon detectors, it is important to discuss what is 
meant by "single-photon." Due to the packetized nature of photon energy[l], 
technically all light sensors are single-photon detectors. However, not all 
sensors operate on the notion of a single-photon. A single-photon detector 
will be defined as a detector capable of measuring one or more characteristics 
of a single photon with no other present photons. Measured characteristics 
include, but are not limited to, the photon's arrival time, energy, or spatial 
path. The human eye is a good test of this definition. While the eye is 
sensitive to single photons, the triggering threshold for transmission to the 
brain is much larger than a single photon[9]. The human eye is not considered 
a single-photon detector under this definition — the characteristics of a single 
photon axe disregarded imless the photon occurs within a larger number of 
photons. It should be noted that no attempt is made to define, quantitatively, 
how accurate the measurement of the single photon's characteristic must be. 
Such accuracy will depend on application demands. 
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Henceforth the discussion will be limited to single photon detectors ca­
pable or expected to be capable of discriminating characteristics of visible 
light. 

1.1.1 P M T s 

First constructed in the 1930s, a photo-multiplying tube (PMT) relies on 
multiplying electrical current, initially seeded from a photon-generated free 
carrier, to a sensible level using dynodes[10]. Often the initial carrier comes 
from a photon's interaction with a quartz window. The dynodes may be 
implemented using microchannels, known as a microchannel plate detector 
(MCP), allowing an extremely fast timing response[ll]. The detection effi­
ciency of a PMT, which is the probability that the PMT will be able to detect 
a photon incident on its active area, has exceeded 35% for wavelengths in 
the visible range[12]. PMTs are often coupled to scintillators and used as 
radiation detectors, especially in positron emission tomography[3]. 

The accurate timing response and technological maturity are the largest 
advantages of PMTs. However, PMTs have several drawbacks. They require 
large operating voltages, typically several himdred volts to several thousand 
volts, and reciuire mechanical support which is often not compatible with 
magnetic fields. PMTs tend to be bulky, though recently PMTs that are 
several square centimeters have been realized. 

1.1.2 EMCCDs 

Invented in the late 1960s at Bell Telephone Labatories, the charge-coupled 
device was the first widely used solid-state imager[13]. Most modern CCDs 
work by transferring photon-generated charges between MOS capacitors. A 
gain stage can be added between the device and the readout to make the 
CCD sensitive to single-photon light [14], with such a CCD called an electron-
multiplying CCD (EMCCD) or impactron. 

There are two main drawback of EMCCDs. First, they are not free-
running like a PMT; the use of gating prevents use in a large number of 
applications, such as piositron emission tomography, which requires a free-
running device. Second, such devices nuist usually be cooled to decrease the 
noise to operable levels. 

1.1.3 CMOS APS 

An active-pixel sensor (yVPS) uses an active element in-pixel to amplify a 
stored, photon-generated signal before it is converted to a digital signal. The 
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stored signal is usually generated by a p-n or p-i-n junction biased in the 
reverse region[15]. Nowadays the term APS is synonomous with inexpensive 
CMOS-based imagers. With consumer demand for imagers in mobile phones, 
the number of APS sensors has seen a meteoric rise between 2000 and 2010, 
with an associated increase in research activity into such sensors. 

Recently, CMOS APS imagers have been realized with almost single-
carrier noise lcvels[l6] — it is likely that these detectors will meet the defi­
nition of single-photon detectors in the next few years, or be single-photon 
imagers depending on the definition of the term. Gating currently allows 
some information about time-resolution to be achieved, though not on the 
single-photon level[17]. CMOS APS sensors, like EMCCDs, do not currently 
have sufficient resolution in the temporal domain to work in a free-running 
mode. However, the sensors do not require cooling, and would be much less 
expensive in bulk compared to CCDs. 

1.1.4 Quantum Dot Detectors 

With improvements in molecular beam technology, it has become possible to 
fabricate quantum dots with exotic materials[18]. Integration with electron­
ics creates single photon detectors, even at telecom wavelengths. Due to cost 
and fabrication yield issues, however, this method is still in early stages of 
research. 

1.1.5 Superconducting Single-Photon Detectors 

When a single photon generates a charge carrier in a cooled superconducting 
wire, the deposition in energy can shift the device out of superconducting 
mode, with a sizable increase in wire resistance. As the energy dissipates, the 
cooled wire will again be supercondiicting. Superconducting single-photon 
detectors use this physical efi'ect to sense the impingement of a single photon 
on a superconducting wire[19]. Because detectors rely on superconductivity, 
which presently requires low temperatures, these detectors have not seen 
wide-spread commercial adoption, and are still in the early stages of research. 

1.1.6 Linear-Mode Avalanche Photodiodes 

When a p-n junction is biased near its breakdown voltage, the high electric 
field causes ionization, allowing active amplification of photon-generated car­
riers. Diodes operating in this regime are known as a,valanche photodiodes. 
When the expected number of carriers varies linearly with the impinging 
photon count, the junction is said to be in hnear-mode[2ü]. Linear-mode 
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avalanche photodiodes (LAPDs) have many drawbacks, including poor tim­
ing accuracy and sizable non-uniformities, but are solid-state and can operate 
in a free-running mode. 

1.1.7 Geiger-Mode Avalanche Photodiodes 

When an avalanche photodiodo is biased far into the breakdown region, ion­
ization occurs following the injection of a carrier until the diode cither de­
stroys itself because of heating or external circuitry shifts the diode into 
the reverse region. Due to the similarity of operation to a Geiger counter, 
such a diode is called a Geiger-mode avalanche photodiode (GAPD). GAPDs 
specifically designed to detect photons are known as single-photon avalanche 
diodes (SPADs). SPADs have been integrated in CMOS technologies, greatly 
reducing their cost. The drawback of SPADs is generally their poor fill factor. 

Silicon Photomult ipl iers 

One or more SPADs in parallel in often called a silicon photo-multiplier 
(SiPAI). The term SiPM conveys the similarity between the interface of such 
a device and a PMT. In such devices, the term "pixel"' refers to groups of 
SPADs with between one and thousands of SPADs per group. Garc will be 
taken to correctly define pixel whenever the term arises. 

1.2 Why CMOS SPADs? 

There are a variety of ways to perform single-photon imaging with visible 
light. However, in biomedical imaging, there are several constraints which 
eliminate many of the choices. First, the devices must be mass-producible 
at reasonable costs, and have good yields. This removes, in the short term, 
detectors based on quantum dots, the superconducting detector, and the 
linear-mode avalanche photodiode. The remaining four types of detectors — 
APS, EMGGDs, PMTs and SPADs - are all used in fluourescence lifetime 
imaging microscopy. For positron emission tomography, the detector must be 
free-running with a timing accuracy in the single-digit nanoseconds, leaving 
just SPADs and PMTs. If the constraint is further reduced to detectors with 
materials compatible with magnetic resonance imaging, such that a dual 
PET-MRI system can be achieved, only SPADs currently remain a viable 
option. This thesis focuses on SPADs because they alone show promise for 
creating inexpensive, simultaneous PET-MRI systems in the next few years. 
This dissertation shows how understanding the underljang physics allows the 
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creation of better SPAD-based detectors not only for PET-A4RI and other 
types of biomedical imaging, but also applications such as 3D-imaging and 
QKD. 

1.3 Organization 

Following discussions of the state of the art, measurement techniques, and 
distortions from multi-photon triggering in Chs. 2, 3, and 4, Ch. 5 presents 
SPAD behavior in hostile environments relevant to PET-MRI. The chap­
ter focuses on the identical operation in strong magnetic fields, and noise 
increases from radiation damage. Noise increases in SPADs can also be ob­
served when the breakdown voltage is electrically controlled, an effect pre­
sented in Ch. 6. Mitigating the adverse effects of this noise is discussed in 
Ch. 7. The content portion of the dissertation concludes with a case study in 
Ch. 8 examining which figure of merit (POM) to optimize for time-of-flight 
(TOF) PET. Ch. 9 concludes the entire thesis with a summary and a listing 
of contributions. 
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Chapter Xm^ 

Background 

2.1 Theory of Operation 
When told that a p-n junction can operate above^ its breakdown voh,age, 
many engineers immediately recall the steady-state behavior of a diode, 
shown in Fig. 2.1. This cm've contains three regions: a forward region, 
in which the applied voltage is larger than the junction's inherent j)otential, 
ahowing the flow of current; a reverse region, in which very little current 
flows, but the electric field magnitudes in the junction increase with the ap­
plied voltage; and the breakdown region, with the electric field magnitude 
so large that impact ionization occurs, once again creating a flow of current. 
However, there is a transient state when operating the p-n junction at volt­
ages beyond the breakdown voltage. For a short period of time, before the 
injection of the first carrier into the diode's depletion region, the diode will 
operate at a voltage above the breakdown voltage, with only leakage current 
flowing through the junction. The injection of an ionizing carrier into the 
depletion region creates a self-sustaining avalanche of carriers[20]. 

If the applied voltage remains too high, in practice the diode will heat up 
and melt. However, when the diode is coupled with circiiitry, it is possible to 
sense the onset of the avalanche current, lower the applied voltage below the 
breakdown voltage, wait some time for free carriers to exit the diode, and 
then raise the voltage above the breakdown voltage again. Diodes specifi­
cally designed to operate in this mode of operation are known as Geiger-mode 
avalanche photodiodes (GAPDs/G-APDs). Such diodes will probabilistically 
create a current and voltage pulse pair following the injection of a single car-

'Thc term above is used in the literature, though t)eyoii(l niigiit make more sense to 
readers not fainilar with avalanche diodes. 
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Figure 2.1: I-V Curves are shown for a p-n junction's in steady-state (left) 
and a SPAD's states (right). After [21] 

ricr into the diode. GAPDs specifically designed to sense carriers injected 
from single photons arc known as single-photon avalanche diodes (SPADs). 
SPADs have no true steady-state behavior, but will have avalanche phases 
that are uniform across all quenching schemes: idle; build-up; spread and 
cjuench; and recharge. The following section will discuss the avalanche dy­
namics in detail, relating how SPAD fabrication and the figures of merit both 
rely on the underlying physics. 

2.1.1 Breakdown Voltage and Excess Bias 

Qualitatively, a p-n junction is in Geiger-modc when the expected number 
of carriers following ionization exceeds one. Qiiantitatively, this condition is 
met when the mean ionization per free carrier, a (units m~^), integrated over 
the p-n junction's depletion region, ZQ to Zi as shown in Fig. 2.2, exceeds one: 

1 < adz. (2.1) 

The ionization rate relates to the mean physical distance the carrier travels 
before generating another carrier via ionization. If the diode's material has 
different ionization rates for electrons and holes, which is true for silicon, and 
these rates are functions of the local position, which also tends to be true in 
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silicon, then the integral becomes 

1< ƒ ' an{z) • exp r ƒ ' [ap{z') - a^iz')] dz'j dz, (2.2) 

with an being the average ionization rate of electrons, and ap being the av­
erage ionization rate of holes[20]. Increasing the applied voltage will increase 
the electric field strength and hence the ionization rates. The voltage at 
which the breakdown integral reaches unity is called the breakdown voltage, 
Vbd- The difference between the applied voltage, given by Vop henceforth, 
and Vbd is termed the excess bias, Veb-

2.1.2 The Drift and Multiplication Regions 

A SPAD's depletion region can be separated into two regions with distinct 
ionization rates: a drift region, where the expected carrier generation is negli­
gible, and the multiplication region, where nearly all of the impact ionization 
takes place. Quantitatively, the multiplication region is defined as the small­
est possible region with 95% of the carrier generation; the drift region is the 
remaining portion of the depletion region[20]. In SPADs with uniform elec­
tric field magnitudes across the depletion region, the multiplication region 
will occupy most if not nearly all of the depletion region. SPADs lacking such 
uniform electric fields will have the multiplication region in only a portion 
of the depletion region. For an abrupt one-sided junction — for example, a 
p_j—^ junction with the p-|- side so highly doped that order of magnitude 
shifts in the doping cause little change in the breakdown voltage - the multi­
plication region will occupy about one third of the depletion region. Fig. 2.2 
shows a schematic of these regions for a vertical cross-section of a p+- -n 
junction from a CMOS chip. In discussions of these regions, the depiction 
region will extend from ZQ to Zi. the multiplication region from ZQ to ^1/3, 
and the drift region from 21/3 to z^. There is an additional depletion region 
around the intersection of the n-well with the silicon substrate around z^,-
Carriers entering this junction will be swept towards the substrate, but will 
not cause ionization since the well-substrate junction's Vbd is larger than 
that of the p-f- n well due to the smaller dopings in the substrate. 

The distinction between the drift and multiphcation regions is important 
for a variety of reasons. If the drift region is quite large, but carriers will 
be generated uniformly over the region, the drift region may introduce size­
able uncertainty into the diode's timing response. During an avalanche, the 
charge ffow across the drift region will act as a small-signal resistor, creat­
ing the so-called space-charge resistance[22]. Finally, avalanche propagation 
will not occur in the drift region once the avalanche begins — the size of 
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Figure 2.2: The Multiplication and Drift Regions — shown is a verti­
cal cross-section of a pH—n junction from a CMOS chip, with the relevant 
depletion, multiplication, and drift regions labeled. The figure is not to scale 

the multiplication region is important when considering how the avalanche 
propagates. 

2.2 Fabrication 

SPAD& are generally one of two types: thick, reachtfnough structures that 
are at least tens of microns thick; or thin, planar structures with an active 
region that is a few microns thick. In both cases the multiplication region 
tends to cover only a few microns of distance: the main difference in structure 
size occurs in the drift region's size. 

2.2.1 The Guard Ring 

Whatever a SPAD's thickness, it is necessary to separate its active region 
from the surrounding area; otherwise, only one large SPAD could be fabri­
cated, with no coupled electronics. The structure responsible for this sepa­
ration is called the guard ring. With no guard ring, carriers will diffuse into 
the active region, causing undesirable, spurious avalanches. Additionally, 
if there is no structure at the edge of the active region, usually the higher 
surface cmvature in the doping near the device edge will cause premature 
edge breakdown (PEB)[23]. PEB is undesirable because it creates smaller 
active regions. Many chip fabrication processes also include larger horizontal 
doping gradients in the p-|- implant, which exacerbates PEB. 

Fig. 2.3 shows a cross-section of a guard-ring-free device that would ex­
hibit edge breakdown, along with sinmlations of the electric field magnitude 
when such a p-n junction has an applied voltage of 20V. The n substrate in 
this structm'C is a constant 4 lO^^crn-^ 
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Figure 2.3: P r e m a t u r e Edge Breakdown — the electric field magnitude 
from an | ^ | field simulation using [24] (bottom) is shown for a SPAD without 
a guard ring (top). 

The electric field strength is more than twice as large near the device edge 
than the center. Such a device will make a poor SPAD, suffering from high 
noise due to the field strength and active region's siniace proximity, and the 
active region will be small compared to the consumed area. 

Theoretically it is possible for a SPAD to exist without a guard ring, but in 
practice no such SPADs exist. Some SPADs do use "virtual" guard rings[25. 
26], with a lack of an extra implant creating doping differences between 
the structure's outer edge and active region. The guard ring's requirements 
constrain all SPAD design, and may be the limiting step in CMOS processes 
with set implants. 

2.2.2 Reachthrough SPADs 

Reachthrough SPADs are fabricated with structures containing a thick por­
tion of intrinsic silicon, similar to a p-i-n photodiode. In these structures the 
depletion region spans tens or hundreds of pm. Such structures may use a 
p-n junction on one side of the intrinsic silicon for the carrier multiplication 
region. These types of structures can detect nearly every impinging photon 
of a specific wavelength, dependent on the fabrication material. In silicon, 
reachthrough diodes are very sensitive to near-infrared (NIR) light. The dis­
advantage in creating thick junctions are: poor timing response; high noise; a 
high Vbd (e.g. >400V); and incompatibility with standard CMOS processes. 

u.u 
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Figure 2.4: A Reachthrough SPAD's Cross-section — typically the 
intrinsic region, vr in the figure, is at least lOOi-im thick, while the implants 
cover several microns thick at most (figure not to scale). After [27] 

Such reachthrough structures are usually fabricated on wafers with several 
different epitaxial growths, or must have some type of backside implantation, 
possibly on thinned wafers. 

Fig. 2.4 shows a cross-section of a reachthrough diode with a p-|—7r-p-n 
structure[27]. This structure's multiplication region will occiir at the p-n 
junction. The intrinsic sihcon will be completely depleted, causing injected 
carriers to drift towards the multiplication region. This structure's guard 
ring is the lack of the p implant layer near the edge of the p-|- layer. The 
additional p dopants increase the field magnitude toward the center of the 
device, creating ionization in the middle rather than the edge of the SPAD. 

2.2.3 Planar SPADs 

Planar SPADs are usually fabricated near a semi-conductor's surface using 
implantations, though growths are also a possibility. Planar SPADs have 
depletion regions that are hundreds of nanometers to several microns thick. 

Various methods exist for generating the SPAD and guard ring in pla­
nar processes. Because most modern CA40S processes use p substrates, a 
straight-forward SPAD uses the n-f difi:"usion implant to generate an n-h-p 
junction, with a shallow n-well forming the guard ring[28]. If the CMOS 
process has a deep n-well, the implant dopants ca,n be reversed with the deep 
n-well acting as the substrate. With this method, a p-f- active region with a p-
well forms the guard ring on top of a deep n-well. Fig. 2.5 shows these types of 
guard ring. Using a deep n-well isolates the SPAD from substrate noise, since 
the substrate and the deep well form an additional junction that will prevent 
free carriers in the substrate, which often have a long mean free path, from 
diffusing into the junction itself. This SPAD structure has been successfully 
implemented in CMOS processes ranging from a O.Sjmi, high-voltage process 
to 90nm processes, though tunneling noise has been problematic using these 
techniques in 90nm[29, 30. 31]. SPADs have been created in 65nm CMOS 
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Figure 2.5: Cross-sections of SPADs with Well-based Guard Rings 
— the multiplication region is highlighted with a dashed ellipse. Figure is 
not to scale. 

p substrate 

Figure 2.6: Cross-sections of SPADs with STI-based Guard Rings 
— the multiphcation region is highlighted with a dashed ellipse. Often, a 
retrograde n-well or retrograde implant is used to create the junction. Figure 
is not to scale. 

processes, but the work has yet to be widely published[32]. 
As planar processes have shriink in feature size, shallow trench isola­

tion (STI) has had an increasingly important role in the guard ring. Early 
work[33] in fabricating such devices suffered from high noise, due to the injec­
tion of free carriers from the trap-filled STI surface near the depletion region. 
Subsequent work was able to solve this noise problem by using implants near 
the STI and virtual guard rings to mitigate the problems caused by these 
carriers[34]. Additionally, rather than using an n-well implant, a retrograde 
junction has been employed by such devices with great success[25]. A retro­
grade junction is one in which the implant doping changes slowly, rather than 
abruptly. This sort of junction creates more uniform electric fields, requiring 
less physical distance to achieve breakdown. Low-noise SPADs exist using 
STI-bound structures in CMOS processes with features as small as 9ünm[35]. 
Fig. 2.6 shows an example cross-section of such devices. 

More exotic methods have proven effective in creating guard rings[36, 37]. 
Beveling has been performed in planar processes to form effective guard rings 
in place of implanting additional layers[38]. Electrodes, deposited above 
the highly doped implant's edges, use electrical methods to prevent edge 
breakdown[39]. Even the physical spreading of energetic implants has been 
used to create guard rings[40]. Due to the complexity and variability of these 
types of guard rings, they are rarely used when creating SPADs. Chapter 6 
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will discuss the difficulties with using one of these methods. 
The well depths are primary concerns when implementing SPADs in 

CMOS processes. A lower bound on the minimum depth of a deep n-well is 
easily obtained by ensuring the depletion region below the guard rings will not 
meet the depletion region from the p-n junction formed by the substrate with 
the deep n-well. Such a condition is called punch-through. The depletion 
regions touching wiU isolate the deep n-well below the desired multiphcation 
region, preventing current flow and hence observation of the avalanche. For 
an abrupt one-sided junction, the width of the depletion region, Zi — ZQ, will 
vary as the square root of the applied voltage divided by the well doping, N^, 

^i-.o~y-^^, (2.3) 

with Eg being the permittivity of silicon, and q the electron's charge[20]. For 
a well with a doping of 4- 10^^/cm^ at an applied voltage of 18 volts, which is 
roughly the breakdown voltage of an abrupt p-n junction in such a well, the 
depletion region width will be about 760nm. If the guard ring is well-based, 
a first order approximation in this case of the deep n-well's minimum depth 
is at least SOOnm below the bottom of this guard ring. 

2.2.4 Inherent and Fabrication Non-idealities 

Dopants in a CMOS process do not have sharp boundaries as often por­
trayed, and they are not implanted exactly where expected due to diffusion 
during annealing. The diffusion can cause sizeable distortions to a SPAD's 
multiplication region, and hence active area. In small diodes, the effect can 
even distort the expected value of the diode's breakdown voltage. Inactive 
distances larger than l.Sjim have been reported in the literature, with distor­
tions to the breakdown voltage in diodes with diameters of 6iim[41]. Fig. 2.7 
presents this phenomenon. 

The effect is similar to the depletion region's infringment on the active 
area from the guard ring wells[42]; however, the two can be separated by 
observing whether the inactive distance increases or decreases with the ap­
plied voltage. If diffusion of implant dopants causes the inactive distance, 
then as the applied voltage increases, more of the diode is expected to meet 
breakdown condition. In contrast, less of the diode will be under breakdown 
with increasing apphcd voltage if infringement from the guard ring's well's 
depletion region causes this inactive distance. 

The inactive distance is related to the cft'ects of another fabrication non-
ideality, the well's ohmic resistance. Due to doped silicon's resistivity, ohmic 
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Figure 2.7: Implant Diffusion Creat ing the Inactive Distance — the 
diffusion of well-based guard rings' implants (dotted curves) can cause size­
able distortions to the multiplication region (dashed curves). Figure is not 
to scale. 

resistances are introduced between the diode itself and contacts to external 
circuitry. The ohmic resistance Ro is an important factor when attempting 
to quickly switch the applied voltage on the diode, as the diode has some 
associated capacitance due to its charge separation. Ro may also play a role 
when attempting to minimize the SPAD jitter, since it distorts the ability to 
sense the exact moment of carrier injection into the diode itself. 

There are two more inherent non-idealities worth noting. The space-
charge resistance was described previously: during an avalanche, carriers 
take some time to cross the diode's drift region, creating a voltage drop. The 
small-signal effect is modelled as the space-charge resistance. Also due to this 
required transit time, the diode will resist instantaneous changes in current, 
creating a small-signal inductance. Prior to the development of deep submi-
cron CMOS processes, this small signal inductance, coupled with the para­
sitic capacitances mentioned above, was used in BARIT and IMPATT diodes 
for the generation of microwave frcqirencies, often for telecommunication[2ü]. 
Ringing can be observed if the diodes quenching circuit is not properly 
engineered[43]. At the end of this chapter. Table 2.1 shows fabrication trade­
offs for a SPAD with a well-based guard ring in a deep well. 

2.3 Avalanche Dynamics 

This section will present the details of the foiu' phases of an avalanche in a 
SPAD: idle; build-up; spread and quench; and recharge. 

2.3,1 A Qualitative Description of the 
Avalanche Phases 

Prior to the injection of any free carriers, into the depletion region, there is 
no charge flowing in the central portions of the depletion region. Near the 
edge of the depletion region, hole majority carriers from the p-|- will diffuse 
into the top portion of the depletion region, with electron majority carriers 
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from the deep n well diffusing into the bottom. The carriers will not cause 
an avalanche due to the electric field's orientation, being immediately ejected 
from the depletion region due to their charge polarity. For this reason, the 
voltage on the diode itself can be modulated without triggering any spurious 
avalanches; any current will come from majority carriers, which will not 
trigger an avalanche. 

Following the injection of a free carrier into the diode's depletion region, 
the carrier will drift with the electric field, possibly causing ionization and 
triggering an avalanche. This is the build-up phase. The exact probabil­
ity of triggering an avalanche will be covered later in Sec. 2.4.1. Here, it 
will be assumed that the impact ionization is a deterministic, rather than a 
probabihstic, process. With this model, the carrier will cause an avalanche 
for certain. Two processes govern the changes in the local current: positive 
feedback from ionization, and negative feedback from drift and coupled re­
sistances, usually dominated by the space-charge resistance. The positive 
feedback process will cause a rapid increase in local current density, until the 
current flow across coupled resistances causes the local potential to decrease 
to the breakdown voltage. In present diodes, these processes occur orders of 
magnitude faster than the voltage changes across any coupled or parasitic 
capacitors. 

Once the positive and negative feedback processes are balanced in one 
portion of the diode, the avalanche will spread, via a multiplication-assisted 
diffusion process, to other portions of the diode. Technically the avalanche 
will also spread during the build-up process, but the slow spreading speed, 
on the order of 10 — 20iim per ns, limits the spread during the build-up phase 
to several hundred nanometers. Also during this phase, current into the cou­
pled capacitance will lower the voltage across the diode at the same time, 
quenching the avalanche. If the diode is small, then the avalanche spreads 
across the entire diode before the voltages on any coupled capacitances' volt­
ages begin to change. If the diode is large, the avalanche spread and quench 
will occur at the same time. The avalanche is said to be quenched when all 
free carriers have exited the depletion region, and voltage across the diode is 
below the breakdown voltage. Typically the spread and quench phase of the 
avalanche will take Ins, but of course the phase will vary with a rmmber of 
factors. 

Finally, following quenching, the diode needs to be restored to its idle 
state. This is the recharge phase, also called the restoration or reset phase, 
and is complete when the diode is back to the idle state. 
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Figure 2.8: General Recharge Circuit — The recharge element, boxed 
"Ree." in the figure, may also take the comparators output as feedback 
information. 

2.3.2 Schemes for Quenching and Recharge 

If SPADs were free of correlated noise, the applied voltage would be restored 
as quickly as possible. However, the afterpulsing phenomenon[44], presented 
in Sec. 2.4.4, causes noise correlated in time and creates a trade-off when 
considering the ideal hold-off time, commonly called the dead time, of a 
SPAD. Several recharge schemes exist, each with different trade-offs. Fig. 2.8 
shows a circuit with a generalized recharge element. Some circuits, such as 
the active recharge elements, will use the comparator's output as feedback 
to the recharge element. 

Passive Recharge 

The simplest recharge scheme is to use a large resistor, on the order of Rq = 
100H7 to IMO, as the recharge element in Fig. 2.8[45]. The resistor needs to 
be large enough in relation to the space-charge resistance that the number 
of free carriers in the diode will eventually reach zero, possibly aided by 
some parts of the ionization statistics, thus Rq > > Rj,c. In a CMOS chip, 
the resistor can be implemented with a transistor whose gate voltage can 
be externally adjustable. To allow only small current to flow through this 
resistor, in practice the transistor needs to be placed in weak inversion, with 
the transistor acting as a current source, instead of a resistor. This scheme's 
main advantage is its simplicity and low footprint — in applications where 
fill factor is critical, this scheme allows a large fraction of the surface area to 
be active area. 

There are several disadvantages with passive quench and recharge, all 
stemming from the fact that the applied voltage across the diode only returns 
to its operating point slowly. For high event rates, such as those using a high-
repetition-rate laser causing an expected avalanche per pulse, an avalanche 
can occur before the diode is completely recharged to the operating point. 
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Figure 2.9: An Issue with Passive Recharge — a passive recharge circuit 
normally outputs rising edges that are linear with the number of incident 
photons (left), but when saturated (right), the output simply remains above 
the comparator level (dotted line in top plots). 

If the applied voltage does not cross the threshold of the coupled compara­
tor, the SPAD will not have appeared to avalanche at all — if this occurs 
indefinitely, it appears as though the SPAD is continuously in recharge. If 
the SPAD docs avalanche, it may do so before being completely recharged, 
causing distortion in the timing response. Even in applications with a low 
repetition rate, afterpulsing can be problematic with passive recharge, caus­
ing distortions to the actual dead time if the SPAD re-avalanches too quickly. 

Active Recharge 

A wide variety of active recharge circuits exist in the literature, many in­
tegrated on-chip[46]. The basic idea behind all of these integrated circuits 
is to place a transistor in series with the SPAD, and turn this transistor 
strongly on some time after the avalanche using feedback from the com­
parator's output. This transistor operates differently than the always-on, 
weakly inverted, passive transistor. The large difference between the active 
recharge schemes is the method for generating the necessary delay. There 
is a wide variety of implementations[47], including moiiostable clements[48], 
high-threshold comparators in combination with passive quenching[49], and 
multiple bufters[5ü]. All of these circuits reduce the afterpulsing, but do so 
at the cost of additional area. As the feature size shrinks in CMOS, the 
required area to implement such circuits has decreased. Additionally, active 
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recharge gives more intuitive saturation behavior when the rising edges in 
the output pulses are being counted, since the number of pulses will saturate 
with active recharge, but with passive recharge the number of rising edges 
will decrease at some point, as Fig. 2.9 shows. 

Active Quench 

In addition to active recharge, some architectures also aid in quenching the 
avalanche before completion by sensing the avalanche onset and aiding in 
quenching[48]. In diodes with large parasitic capacitances, such a scheme can 
reduce the number of free carriers that flow through the diode, decreasing 
the afterpulsing probability at the cost of additional circuitry. 

2.3.3 A Simple, Quantitative Model 

This section shows a simple exponential model[29] for a diode in a passive 
quenching scheme that is applicable if: 

1. The avalanche spread is neglected, in other words the avalanche oc­
curs over the entire active region at once because of uniform carrier 
concentration 

2. Electrons and holes are assumed to have the same ionization rate 
3. Ionization is assumed to occur uniformly within the multiplication re­

gion 
4. The ionization rate does not change during the build-up phase 

As described at the start of this section, three phenomena govern a 
SPAD's dynamics: the space-charge resistance, the diode capacitance, and 
the current from impact ionization. Fig. 2.10 shows a resistor, capacitor, and 
current source modelling these elements, along with the reponsible locations 
in the diode itself. Additionally, when the SPAD is placed in a passively 
quenched scheme, also shown in Fig. 2.1Ü, there are two additional elements 
that must be modeled: the quenching resistor and parasitic capacitance from 
coupled elements. 

Of all modeled elements, only the current source, /„, is non-trivial to 
model. The free carriers in the diode itself form the basis for this current 
source. Due to the high electrical field, these carriers will travel at the satu­
ration velocity^ within the jimction itself. The current densities for electrons 

Appendix A discusses just how rapidly these carriers accelerate. 
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Figure 2.10: A Simple Model of a SPAD — A simple model of a SPAD 
(top left), along with the basis for the constituents in the p-n junction it­
self (bottom left), is shown in a passively quenched scheme (right). The 
additional parasitic capacitance, Cp. usually comes from coupled transistors' 
parasitic capacitances. 

and holes will be 

jn{z,t) = ~q-v,-n{z.t), 

jp{z,t) = q-{-v,)- p{z,l). 

(2.4) 

(2.5) 

with the total current density being the sum of the two component densities 

3{zA)=jn{z,i)+Jp{z,L). (2.6) 

As described in Appendix A, (2.5) and (2.4) can be used with the continuity 
equations, 

(2.7) 

(2.8) 

dn 
dt 
dp 

G„ 

Gp 

q 

- Up + ~ v • ]p, 

and known boundary conditions to extract the current source's governing 
equation, 

dc{t) ,.fl I 
dt 

= c t] 
^ '^p '^ri 

(2.9) 

where Tp — tm/i^a^m) is the positive feedback from ionization, and r„ = im/2 
is the negative feedback from drift. /,„ and z„, are the tiansit time across the 
multiphcation region and the width of the multiplication icgion, respectively. 
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The average ionization, a, is a function of the appUed voltage, and at 
breakdown must be exactly the inverse of the multiplication region's width, 
Ijz^. This is because the assumption that ionization occurs uniformly in 
the multiplication region aUows simplification of (2.1) to 

1 = / a(Vbd)(^2, 

1 = (^1 ~ 2o)a(Vbd), 

?>(Vbd) = ll{z^-zo). (2.10) 

Appendix A also describes derivation of a formula relating the mean ioniza­
tion coefficient to the voltage across the current source, termed Va here: 

a(Va) = ~ r {.\- exp (-(a/|E(z)|)-)) dz, (2.11) 

with a a fit parameter, and constants A and ?n. 
As the current flowing through the diode increases, the voltage across 

the current source will drop from the externally applied voltage, Vop, by the 
excess bias to the breakdown voltage. The drop is caused by current flow 
across the space-charge resistor, with nearly all of the current diverted into 
the diode and parasitic capacitances. At an excess bias of roughly three 
volts, the mean ionization rate will be about 2.5 times larger than its value 
at breakdown, giving an estimate of the current build-up's time constant as 

r 

2 [az,,, - 1) 
2.5ps 

- , X, (2.12) 
2 ( 2 . 5 - 1 ) ' ^ ^ 

^ 0.8ps. (2.13) 

When the voltage across the current source increases, a decreases, until 
ö-2,n = 1 at breakdown. For the purpose of simplicity, it will be assumed 
that r is constant until the voltage drop across Rsc reaches the breakdown 
voltage; at such time, r will V)e set to 0. This gives exponential behavior in 
the build-up phase. 

After the feedback processes from ionization and drift match, these feed­
back processes will keep the voltage drop across the current source at exactly 
the breakdown voltage until the number of carriers in the depiction region 
itself drops to zero. This current source will thus act like a voltage source in 
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this phase, creating RC behavior at the diode's cathode, with time constant 
Rsc(Cd+Cp). Note here we are assuming that Rsc<< Rq-

In this model, the avalanche would theoretically continue forever; how­
ever, due to the small-signal inductance[20] of the carriers travelling across 
the depletion region, the diode is not a true voltage source, and the voltage 
at the diode's anode will be larger than the excess bias. For this model, it 
will be assumed that this happens when the number of carriers in the diode 
itself falls below 10, as the statistics of ionization with this number of carriers 
will eventually cause the avalanche to cease. 

Finally, now that no carriers exist in the depletion region, the current 
source creates no current, acting as an open circuit. Because we have as­
sumed that Rsr<< Rq, both capacitors are in series to the ground line with 
a resistance of Rq, and the recharge phase occurs with a time constant that 
is roughly Rq(Cd+Cp). 

Thus a simple model of the avalanche is that it occurs in three phases, each 
exponential: an exponential build-up of carriers in the diode; RC behavior 
limited by Rgc during the cjuench phase; and, finally, RC behavior limited by 
Rq dming the recharge phase. 

2.3.4 Multiplication-Assisted Diffusion Model 

The model presented in the previous section can be used as the basis for 
a model of a larger diode, if the larger diode is split into smaller diodes 
that follow the assumptions. Two assumptions must be relaxed. First, the 
ionization process should not be assumed to follow the single exponential 
behavior, since the relevant time constants will vary. Second, the avalanche 
spread cannot be neglected. 

There arc three possible mechanisms for the avalanche spread: (1) diffu­
sion; (2) free carriers creating local differences in the electric field, causing 
lateral forces on other carriers; and (3) optical emission causing recombi­
nation within the diode itself. The last mechanism, optical emission and 
recombination, is known to be an important process in avalanche spreading 
in reachthrough diodes, but is trivial for planar diodes[51], and its effects 
will be ignored since the present discussion focuses on planar diodes. [52] 
ciuantifies the portion of spreading from the first two effects in planar diodes, 
and shows that the local differences in the electric field are an order of mag-
rntude less important than multiplication-assisted diffusion. Thus, diffusion 
assisted by ionization will be the dominant factor in the avalanche spread. 
Under these assumptions, the carrier concentration's governing equation will 
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Figure 2.11: A F E M Model of a SPAD 

change[51] from (2.9) to 

ö-(^>y'^)^Vc(x,y,0+^'^" ' ' ' '^ 
dt '{^-.y^y 

(2.14) 

with T being defined as in the simple model, though now the local applied 
voltage must also be included. 

Fig. 2.11 sliows the model circuit of a 2\\Yii by 3ü].un diode coupled to a 
passive recharge element. To simplify the discussion, the ohmic resistance 
is not included, though it will be included when modehng actual diodes. 
The state-containing elements in this model are the carrier concentration in 
the current sources and the voltage across the capacitor. Using (2.14) in 
conjunction with the eciuation for the capacitor's state, / = ^ ^ ! numerical 
simulation methods such as the Runge-Kutta methods can be applied to solve 
for c(x,y,t) and Vq{t). Fig. 2.12 presents results from an abrupt, one-sided 
junction of dimensions 2iirn by 30pm biased at 2.5V above its Vbd of 20V 
when using a fourth-order Rimge-Kutta method^ [53] to solve the component 
equations. 

Evident in the figure are the time scales of the different avalanche phases. 
The build-up phase lasts 40ps; the quench and spread phase. Ins; and the 
recharge phase, almost Ips. 

2.4 Figures of Meri t 

2.4.1 Photon Detection Probability 

The probability that a photon impinging on the active area triggers an 
avalanche is known as the photon detection probability (PDP)'^. Due to the 

Methods with lower orders showed stabUity problems with slighter larger step sizes. 
Some authors use the term photon detection efiirienry (PDE) instead of PDP, whereas 

others consider the PDE to be the product of the PDP and the fill factor. PDE will not 
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Figure 2.12: Simulated Avalanche Propagat ion — shown are the volt­
age at the SPAD's quenched node (top), and the free carrier concentration 
(bottom) every Ipni along the diode. Note the log scale on the abscissa. 

i 
statistical natures of impact ionization and light's penetration into silicon, 
this probability is always less than one. PDP is different than a photodec-
tor's QE, in that the QE sometimes includes fill factor effects, whereas the 
PDP never does. Since PDP allows comparison of singular devices with those 
inside an array, PDP values rather than QE values are normally quoted for 
SPADs[21]. 

To find the PDP, the dead-space-free triggering model from [54] is com­
bined with the distortions of SiOs transimission effects from [55]. First, the 
probability of an injected electron-hole pair triggers an avalanche, signified 
by p{z), will be quantified as a function of depth. The chance of detecting the 
electron pe (2), or the chance of detecting the hole, Phiz), are the basis iov p{z), 
with p{z) = Pe{z) +Ph{z) —pe{z)ph{z). Then, p{z) will be combined with the 
probability distribution of electron-hole generation by different wavelengths 
of hght, yielding the PDP 

Triggering Probabil i ty within the Depletion Region 

Let an electron be located at position z into a p-n junction, accelerating 
in the +z direction. Let dz be set small enough that the probability of 
more than one ionization between z and z + dz is negligible. There are two 
possibilities for how this electron at z would cause an avalanche, termed event 

be used to avoid confusion. 
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A: ionization-sourced carriers created between z and z + dz would cause an 
avalanche, termed event Ai, or the electron would cause an avalanche after 
moving to z + dz, termed event Af,- Note that Aj and Af, are non-exclusive, 
as both the original carrier and the ionization-generated carriers could go on 
to cause avalanches if the other were able to be removed from the junction 
following ionization. In fact, Ai and A^ can be assumed to be independent, 
since ionization does not significantly alter the local electric field. With these 
definitions, 

P[A] = P[Ae. or Ai], 

= P[yi,] + P [ ^ ] - P [ A r a , 
= P[A,] + FIA] • F[A,]. (2.15) 

The probability that the carrier ionizes between z and z + dz is a^iz) • dz, 
with P[A] = ccn{z) ' p{^) • dz. P[A] — Peiz) and P[Ae] are simply Pe{z) and 
Pe{z + dz). Thus the expression above can be simplified to 

P[A] = P[A,] + P[A:]-P[A,], 

Peiz) = Pe{z + dz) + 

(1 - pe{z + dz)) • an{z)p{z)dz, 

{Pe{z + dz) - l)an{z)p{z)dz = Pe{z + dz) -pe{z), 

{p,{z + dz) ~ l)a„{z)p{z) = Ve{z + dz)-p,{z) _ ^2.16) 

Taking the limit of the expression above with cf̂  —> 0 yields a differen­
tial equation for Pe{z), with a similar analysis possible for holes. Thus, the 
governing differential equations for these probabilities are 

"^'^'^^^ =an{z)p{z){p,{z)-i), (2.17) 
dz 

dphjz 
dz 

= a,{z)p{z){l-p,{z)). (2.18) 

Any holes injected at z = ZQ will be unable to cause an avalanche due to 
the depletion region's polarity, and hence Ph{zo) = 0. Similarly for electrons, 
Pe{zi) = 0. Sweeping the initial value of Pe(co) between 0 and 1 such that 
numerically evaluating (2.18) and (2.17) from ZQ to Z] gives p,..{zi) = 0, with 
the solution to these equations following. 

Numerical solutions for conditions in an abrupt p-n junction are shown 
in Fig. 2.13. 
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Carrier Detection Probabil i ty 

A visible light photon, or a photon with a similar energy, impinging on a 
p_l—n SPAD inside an n-well will cause one of the following: 

1. The photon is reflected, or absorbed in the stack above the silicon 
2. The photon generates an electron-hole pair in the p-t- region, but out­

side the depletion region 
3. The photon generates an electron-hole pair in the depletion region 
4. The photon generates an electron-hole pair in the n-well region, but 

outside the depletion region 
5. The photon generates an electron-hole pair in the substrate 
6. The photon passes through the silicon, creating no carrier pairs 

The CDP for condition 3, which is that the electron-hole pair is generated 
in the delpetion region, was discussed in the previous section. 

Conditions 1, 5, and 6 will not contribute to the PDF. Conditions 1 and 
6 create no carriers for the SPAD to detect. Condition 5's carriers will not 
be able to trigger the SPAD, as the hole will be blocked from entering the 
well by the depletion region between the n-wcU and the substrate, as shown 
in Fig. 2.2, and the electron will be unable to trigger an avalanche from the 
well, where it is a majority carrier. Thus, if x; < 0 or z > z^, p{z) = 0. 

Similar situations will exist for the majority carriers in conditions 2 and 
4 — the majority carrier will be unable to enter the depletion region due to 
its charge polarity. The minority carriers, however, may enter the depletion 
region and trigger the avalanche. 

In the p-h region, four possibilities exists for the minority electron: the 
carrier becomes trapped at the surface, the carrier diffuses into depletion re­
gion, the carrier leaves the p-|- region via a route other than exists considered 
in the first two possibilities, or the carrier recombincs. The surface Si02, be­
cause of its slight positive charge[56], creates the first possibility, that the 
carrier becomes trapped at the surface. Thus p(ü) = 0. The slight positive 
charge is a mixed blessing; minority carriers generated by surface defects will 
remain close to the surface, but photon-generated carriers also remain close 
to the surface. 

The second possibility for the electron, that it enters the depletion region, 
implies that the minority electron will trigger an avalanche with the edge 
condition given by the depletion region, valued at 'Pei^o)-

The third possibility for the electron, that it leaves the p~l- region other 
than through the depletion region or becoming trapped at the surface, will 
be considered negligible in the present analysis. This assumption is valid for 
large active area SPADs with no edge effects. 
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The final possibility for the electron, namely that it recombines, has a 
probability governed by the diffusion length of the carrier and the junction 
depth. In a high-voltage, 0.35pm process, the p+ region is doped with silicon 
that is roughly 2-10^^ per cm^. At these doping levels, the mean free path of 
the carrier is larger than 2prn[57], roughly 10 times larger than the junction 
depth between the p+ and the n. Thus the probability of recombination can 
be neglected. 

Assuming the carrier follows a random walk during diffusion, where it is 
as likely to move towards the depletion region as towards the surface, the 
probability pd of entering the depletion region will be, 

Pd{^) = ^Pd{z + dz) + -p{z - dz). (2.19) 

With boundary conditions Pd(0) = 0 and Pd{"o) = 1, a linear equation 
Pd{z) = zjzo meets all relevant criteria. Since the probability of triggering 
an avalanche at ZQ is p(2o), when c: < ZQ, p(z) = —pizo). 

Similarly, for the condition of the electron-hole pair being generated in 
the deep n-wcU, z\ < z < z,^, the probability that the avalanche is triggered 
will vary as p{z) = ^~^^' p{z}). If the diode is an n-|—p diode that is directly 
on the substrate, then the probability of recombination is no longer trivial. 
Hyperbolic fvuictions govern the probability of the minority carrier reaching 
the junction when recombination is no longer a trivial factor[38]. 

A graph of the carrier detection probabilities as a function of electron-
hole pair generation depth is shown in Fig. 2.13. The five conditions are 
clearly visible on the graph. When z < 0 or z > Zyj, the probability is zero. 
Between z = 0 and 0.2iun, the CDP increases linearly, exactly matching 
Pe{z). In the depleted silicon, between 0.2 and slightly less than l.Opm, the 
CDP is governed by the ditterential cciuations (2.17) and (2.18), with p{zys 
compisition shifting from Pe{z) at the top of the depleted sihcon to Ph{^) at 
the bottom. Like the initial region, between the edge of the depleted silicon 
z fti l.Oimi and the edge of the well z = ö.Opm, the detection probability 
decreases hnearly. 

Transmission Effects 

Before calculating the PDF, it is necessary to understand the eff"ect of the 
materials separating the silicon from air. While other materials may be used 
in the optical stack above the chip, silicon dioxide and sihcon nitride are the 
two most prevalent materials. In thicknesses of several microns, standard 
values for CMOS processes, these materials absorp very little light; however, 
depending on the material thickness, they may be highly reflective. Due to 
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Figure 2.13: S i m u l a t e d C a r r i e r D e t e c t i o n P r o b a b i l i t y v s . I n j ec t i on 
D e p t h is shown for an abrupt, pH—n junction(main graph), with a zoom of 
the depletion region itself (inset). The pH—n junction is assumed to have a 
breakdown voltage of 18V. with an excess bias of 2V. Ionization coefficients 
were from [58]. 

the small complex refractive index of silicon dioxide for visible or near visible 
light, absorption in the silicon dioxide will be ignored. 

The net tranmission of light with wavelength A through a silicon dioxide 
interface with thickness dox between air and silicon will add with the reflection 
to be add, 

T(A) = 1 - R(A), (2.20) 

with the reflection given by 

( (n , - 1) cos(ö) + ^jm{d))\ ( ( ^ - n , , ) sin(ö) - /.•,cos(Ö))' 
lli^X) = - -2 - r , 

[[n, + 1) cos(ö) - ^ sin(0)j + ( ^ ^ ^ sin(Ö) + h CÜS(Ö) j 

(2.21) 
where rig and kg are the real and imaginary refractive indices of silicon, yiox 
is the real refractive index of silicon dioxide, and 6 = ^Uoxdox is the light's 
phase change through the silicon dioxide[55]. If the light does not move 
orthogonally through the silicon dioxide. 6 must be multiplied by the cosine 
of the angle the photon propagates through the Si02, which wiU be a sizeable 
distortion for light incident nearly orthogonally to the surface. Note that the 
9 variable hides the tranmission's dependence on the wavelength and the 
silicon dioxide thickness; in (2.21), 6 is used in place of d{X) for purposes of 
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Figure 2.14: Si02 Tranmission Interference Pa t t e rns are shown for 
various silicon dioxide thicknesses, along with the minimum, maximum, and 
modeled values. After [55] 

brevity. 
Fig. 2.14 shows interference patterns that can be seen from the silicon 

dioxide at two different thicknesses, along with the minimum and maximum 
transmission. 

Photon Detection Probabil i ty 

The PDF governing light's absorption in silicon as a function of depth follows 
an exponential process, 

fxiz) 
0 if z - 0, 

/i(A) exp {—fi{\)z) if 2 > 0, 
(2.22) 

with fj,{X) being the mean penetration depth of the light into the silicon. 
Because silicon is an indirect bandgap material, /j changes very rapidly from 
the minimum bandgap, ~ 1 eV, to the maximum bandgap, ^ 4 eV. Below the 
minimum bandgap. silicon is transparent to light; just above the maximum 
bandgap, light penetrates only a small distance (tens of atomic layers or 
less) into silicon. Between these values, optical phonons from the silicon 
must impart some energy when creating the eletron hole pair[59]. Fig. 2.15 
shows the mean penetration depth into silicon as a function of wavelength. 

The photon detection probability will be the integral of electron-holes 
pairs generated at z multiplied by the chance that these carriers cause an 
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Figure 2.15: Light's Mean Penet ra t ion Dep th vs. Wavelength is 
shown for visible and near visible light incident on silicon. After [60] 

avalanche, which is 

/

oo 

T{X)h{z)p{z)dz, (2.23) 

-oo 
0 

T(A)/i(A) cxp{-^j,{X)z)p{z)dz. (2.24) 
U' 

Fig. 2.16 shows the PDF for the diode previously given as an example in 
Fig. 2.13, with transmission effects from a l^im Si02 slab above the silicon. 
Light with a wavelength less than 400nm generates electron-hole pairs too 
shallowly for a high PDF; these carriers will become trapped at the surface 
due to the slight positive charge of the silicon dioxide. Light with a wave­
length longer than 500nm generates electron-hole pairs too deeply; carriers 
will probably be swept into or isolated in the substrate. Between 400nm and 
5ÜOnm. the light's penetration depth matches the peak values of the CDF, 
and this light has the best chances of causing an avalanche. 

The transmission patterns of the SiOs are clearly evident in the figure. 
Also shown in Fig. 2.16 is a PDF curve with no contribution from the minority 
carriers generated in the n well. These carriers more than double the expected 
PDF at wavelengths above 600 nm. 

As Veb increases, there are diminishing returns to the increase in p{z) 
with the increasing electrical held, causing PDF saturation. Theoretically, 
the PDF could increase until the entire n-well becomes depleted; practically, 
noise will limit PDF increases beyond a certain operating point, as well as 

-L 
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Figure 2.16: Simulated Pho ton Detect ion Probabil i ty vs. Wave­
length is shown for visible and near visible light incident on the same junc­
tion presented in Fig. 2.13 (thin hne). Also shown are the PDF without the 
Si02 (thick line), and without carriers generated in the n well (dashed line) 

punch-through that may appear near the guard rings. 

2.4.2 Optical Emission 

During an avalanche, carrier acceleration, deceleration, and recombination 
will cause emission of photons. Previous work suggests that the hot carrier 
braking mechanisms are responsible for the majority of emitted carriers[61]. 
The majority of emitted carriers interact sparingly with the silicon, as their 
energy is so low, and these carriers will cause optical crosstalk. This crosstalk 
has been previously harvested to create opto-couplers[62, 63]. Cli. 3 describes 
several characterization techniques using the emission. The emitted photons, 
however, arc generally considered unwanted; in quantum key distribution, 
they even present a security risk[G4]. 

There are two relevant figures of merit (FOMs) for optical emission from 
SPADs, and both are quite similar to LED FOIMs. The first is the number of 
emitted photons per carrier, which describes the expected number of photons 
to be generated from a carrier in the SPAD's depletion region. The second 
FOM is the spectrum of emitted photons. 

In silicon SPADs, there are ^ 10~^ photons emitted per carrier, with a 
SPAD's output light efficiency several orders of magnitude lower than most 
LEDs[61, 51]. The output spectrum peaks in the red and near-IR wave-
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lengths, with the siUcon absorbing some of output photons[64]. Despite this 
seemingly poor output efficiency, optical crosstalk can be sizeable in large 
arrays, as described in Sec. 2.4.4. 

2.4.3 Timing Ji t ter 

Due to the statistical nature of the avalanche build-up, a SPAD's output 
waveform will not have an identical build-up for every injected carrier[65]. 
Instead, there will be uncertainty in the waveform following carrier injection, 
with some of the jitter coming from static effects such as trigger position[66]. 
Carriers that must diffuse to the depletion region will exacerbate the effect, 
since an unknown but quantifiable delay will be introduced by the diffusion 
process[67]. The exponential tail has been observed to be more prominent for 
lower wavelengths of incident light [68], clue to the fact that carriers generated 
in the p-|- region must also diffuse to reach the depletion region; however, this 
only occurs when working with UV light around 380nm, which has hitherto 
been uncommon. 

The total imcertainty for a SPAD coupled to a time measurement de­
vice is the timing jitter. The jitter is often modeled as a,n Gaussian curve 
convolved with the sum of a delta function and one or more exponential func­
tions. The delta function represents carriers created directly in the depletion 
region, with the exponentials modelling the carriers which must diffuse to the K 
depletion region; the sum of these components is the time distribution for the 
carriers to reach the depletion region. The gaussian component represents 
the timing uncertainty caused by the statistical nature of the ionization pro­
cess, justified by the independent nature of the ionizations and the central 
limit theorem[69]. 

m 
m 

I 

I 

2.4.4 Noise 
There are many undesireable sources of carrier injection in an avalanche • 
diode. Uncorrelated noise is usually divided into tunneling-assisted noise and 
trap-assisted noise, though noise may be a combination of effects, e.g. trap-
assisted tunneling. The dominant types of correlated noise are afterpulsing 
and crosstalk. Fig. 2.17 shows all of these types of noise in one figure. This 
section will discuss these sources of noise, beginning with the uncorrelated 
noise. Botli types depend on the generation rate of carriers given specific 
electric fields, G'(|^|), as these carriers will cause the spurious avalanches. 
To achieve the noise rate, the noise rate for a particular point can be found 
by multiplying that point's CDP times the generation rate; integrating this 
value over the active volume will yield the total noise rate. 
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Figure 2.17: Noise Sources — (1) Crosstalk from a recombintation-
gcnoratcd photon; (2) Electron afterpulsing; (3) Band-to-band tunneling; 
(4) Tivap-assisted thermal generation; (5) Trap-assisted tunneling; (6) Hole 
afterpulsing. After [29, 21] 

Uncorrelated Noise 

In the theory of quantum mechanics, atomic particles can "turmel" though 
potential barriers that would classically require more energy than the parti­
cles have[70]. The tunneling effect is important for SPADs operating with 
electric fields above ~ IMV/cm; at this electric field strength, tunnehng in­
creases dramatically. Timneling rates are generally modeled by the equation, 

G\,(|E|) = B • \E{z){'-'exp (^Eo/\E{z)\) , (2.25) 

with B and EQ being material constants[71]. The B constant is temperature 
dependent but E^ is not; when all factors are considered, turmeling noise 
increases by a factor of two over a temperature change of more than 100°C. 
Uncorrelated noise that is nearly temperature independent is usually caused 
by tunneling. 

Trap-assisted noise is more temperature dependent. The Shockley-Read-
Hall (SRH) theory models carrier capture and release with lattice defects, 
or "traps,'' aUowing energy states in silicon's energy gap[72]. The presence 
oi traps greatly increases the probability of thermal carrier generation. The 
generation and recombination rate in traps depends on the implantation and 
anneahng processes during chip fabrication. Following the assumption that 
hole and electron trap and release characteristics are the same, the trap-
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generated carrier rates can be approximated by 

G„(|g|) = ^^^1±^. (2̂ 26) 

with ritr being the trap concentration, F a correction factor based on the 
clectrid field strength, Et the trap's energy level, Ei the intrinsic Fermi level, 
and r the mean capture lifetime[71]. 

Trap-assisted noise, and trap-assisted tunneling noise, depend strongly on 
the temperature, with a factor of 2 increase in noise for every 10°C increase 
in ambient temperature. 

The contributions of the two types of noise can be observed in a diode 
with a simple temperature sweep. If, at a constant excess bias, the noise 
doubles with a 10°C shift in ambient temperature, it is largely trap-assisted. 
If the noise varies by less than 10%, then the noise is tunneling-limitied. If 
the noise changes with a factor between these two quantites, then the noise's 
causes are distributed between the two types of noise. 

Due to the dependence of tunneling on the electric field, tunneling-assisted 
noise is dominant in SPADs with low breakdown voltages, as these SPADs 
will have higher electric fields[29, 31]. 

Across many device structures in different CMOS processes, the distri­
bution of DCRs in an array of SPADs is skewed, with a few pixels causing 
the vast majority most of the noise[73, 74, 29]. For this reason the median 
DCR is usually quoted rather than the mean DCR; the two tiuantities have 
been reported to vary by at least a factor of 4[73]. Whether the high noise is 
caused by a lattice defect, a contaminant atom, or a local high field due to 
implant atoms being within angstorms of one another is unclear. 

Correlated Noise: Afterpulsing 

Traps allowing energy levels close to the energy bands can capture and hold 
carriers during the avalanche process. These traps cause a type of correlated 
noise known as afterpulsing[44]. During an avalanche, these traps can cap­
ture and hold carriers, with a release lifetime on the order of nanoseconds. 
Afterpulsing limits the minimum hold off time, also known as the dead time, 
of the SPAD. Dead times that are too short allow afterpulsing and introduce 
correlated noise, though of course if the dead time is set too long then the 
SPAD spends too much time recovering from the avalanche. Because ambi­
ent energy aids in the release of trapped c-arriers, afterpulsing will be worse 
at lower temperatures. 

Are the expected fraction of events that are afterpulses equal to the 
probability of an afterpulse per avalanche? Let Pap be the probabihty of 
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an afterpulse per avalanche. Pap will increase as more charge carriers are 
trapped, which occurs as the excess bias increases. Increases in the excess 
bias also make detection of released carriers more likely, again increasing 
Pao- Pap is not the expected number of afterpulses per avalanche, as the 
distribution of afterpulses per non-afterpulse avalanche is a geometric distri­
bution^ with rate parameter 1 — Pap, having expected value Pap/{1 — Pap), 
not Pap. To extract the total fraction of events that arc afterpulses, let 
the event rate without afterpulses be e-a. with units of Hz. Neglecting 
dead time distortions, the total number of events per second will be the 
sum of the uncorrelated noise, and the noise from afterpusling, in this case 
Ga + P-aPap/{^ — Pap) = ea/(l ~" Pap)- Thc fraction of events that are after­
pulses is [eaPap/{\ — Pap)] / [̂ /̂(l — Pap)] = Pap, meaning that the fraction of 
events that are afterpulses is equal to the probability that an avalanche will 
have an afterpulse. 

Correlated Noise: Crosstalk 

Crosstalk may be split into optical crosstalk and electrical crosstalk. The 
probability of an avalanche causing one or more other avalanches via crosstalk 
will be denoted by Pd-

Electrical crosstalk can occur on either the Vop line, or the power supply 
line. If a large number of SPADs with a shared Vop line fire simiiltancously, 
for example, IR drop on this line can reduce the local value of Vop, decreasing 
the excess bias and causing all the effects such an action would entail. To 
the author's knowledge, this effect has never been widely reported in the 
literature. 

Optical crosstalk can originate from photons emitted during an avalanche, 
whose origin Sec. 2.4.2 describes. Due to the red and near-IR wavelengths of 
these photons, they can travel hundreds of microns in silicon before generat­
ing electron-hole pairs. Optical crosstalk has been observed in densely packed 
SPAD arrays[75], with models being formed to predict the behavior[76]. 

2.4.5 Dead Time 

Following an avalanache. whether noise or not, a SPAD is unable to detect 
further free carriers for a short period of time termed the dead time, i^ will 
denote the dead time. Fig. 2.18 shows how the dead time can vary for a 
passively recharged SPAD; for these devices, either the mean or mininnmi 
value of td should be considered. 

A geometric distribution with output support of {0,1,2,...}, not {1,2,3,...}. 
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Figure 2.18: Dead Time—shown is the SPAD's quench waveform (top) and 
comparator output (bottom) from Fig. 2.8. Note that the dead time will 
change in a passive recharge scheme if an avalanche occurs before recharge is 
complete (last output pulse). The RC time constant comes from the quench­
ing resistance and parasitic capacitance. 

2.4.6 Dynamic Range 

Let the SNR^ be defined as 

SNR - 201og io (^^^ ) (2.27) 

20 log 10 

noise ' signal _ 

20 log 10 
V ^ 

(2.28) 

(2.29) 

with fi the count rate and a the variance[77], both having subscripts denoting 
signal or noise information, with no subscript meaning all events included. 

Neglecting the count rate distortions from the dead time, a SPAD has a 
theoretical maximum signal count rate of the order of magnitude t^/td — DCR, 

^It should be rioted that the SNR definition used by the imaging community 
differs with that used by other communities. Technically the definition should be 
101ogiü(Psignai/-Pnoibp), not 20logjo(-Psignai/^noise)- Historically the imaging community 
has used 201ogjo since imagers measuie voltages, and normally the square of the voltage 
varies with the power. However, in an ideal imager, the voltage will vary linearly with the 
incident optical power. A coefficient of 20 will be used here for purposes of consistency 
with the rest of the imaging community. 
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with an integration period of time ij. The minimum usable SNR will be 
assumed to be zero. Using the definition from (2.29) and assuming that shot 
noise governs the noise, such that the noise's variance is equal to its mean, 
the maximum dynamic range[77, 78] wiU be, 

20 logio {Ulta) - 10 logio {U/ta + DCR) (2.30) 

In reality, the distortion in count rate from the dead time must be taken 
into account. This distortion comes from the fact that, for a measured event 
rate e, the fraction of time the detector is dead is et^i so the measured event 
rate must be multiplied by 1/(1 — etj) to compensate for the dead time. If 
etd is small, then the distortion will also be small, and the count rate will be 
a good first order estimate (not taking noise into account). A SPAD's coimt 
rate has been linearized to match the input output power with <5% error 
over six orders of magnitude [79]. 

2.5 FOM Summary 

Table 2.1 shows a summary of the complex trade-offs in fabricating and 
operating a pH—n SPAD in an n-well with a p-doped guard ring. The 
variables effecting the most parameters are the deep well doping, the excess 
bias, and the diode area. Ch. 8 analyzes, quantitatively, some of these trade­
offs when considering position emission tomogTaphy as an application. 
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Chapter ^ 

Metrology 

This chapter compares a number of SPAD characterization techniques, and 
is meant to serve as a guide for characterizing SPAD performance. Some of 
the material is original, including the analysis of the afterpulsing methods, 
the analysis of the breakdown voltage methods, and the methods for measur­
ing the inactive distance. The difference between original and non-original 
material is not made explicit to aid in readability. 

3.1 Breakdown Voltage 

As Sec. 2.1.1 describes, Vbd is defined quantitatively for a p-n junction to 
be the voltage for which the condition in (2.1) is met. However, (2.1) varies 
as a function of the local doping level, which is not a constant value. Addi­
tionally, as Sec. 2.2.4 describes, edge effects can cause the breakdown voltage 
to increase near the guard ring. When measuring the breakdown voltage, it 
is important to consider that any single number will be some function of a 
spatially varying Vbd-

There are four ways to measure the m situ breakdown voltage that will 
be discussed: 

1. The I-V method 
2. The sweep and subtract method 
3. Fit to DCR 
4. Fit to ECR 

Fig. 3.2 shows all of these methods graphically for the circuit in Fig. 3.1. 
Due to the presence of the quenching resistor, just the diode's I-V charac­
teristic will not be available. If Rq can be set low enough, then a resistance-
limited I-V curve can be acquired by measuring the current output from VQ,,. 

39 



Figure 3.1: A Passively Quench SPAD 

The resistance must be small enough that an avalanche is not successfully 
quenched. In this mode of operation, the diode will source enough current 
to remain at its breakdown voltage, causing the current sourced from Vop as 
(Vop —Vbd)/Rq, which is linear with V^p. If there are intra-diode spatial vari­
ations of the breakdown voltage larger than the step size in the Vop sweep, 
these variations will cause non-linear behavior in the x-intercept of the I-V 
curve, when some regions of the diode are under breakdown but not others. 
Applying a linear fit to the higher current region of the curve will yield the 
mean breakdown voltage in the x-intercept. This method will be called the 
"I-V fit" method, as shown in the top sub-plot of Fig. 3.2. 

There are several disadvantages to this method, the main one being that 
usually the Vop line sources power to more than one diode. If there are 
variations between the diode's breakdown voltages, then this method will 
only provide a single estimate for the diodes' breakdown voltages. The mea­
surements will be distorted if there is resistance in Vop's routing that is 
comparable to Rq. The total current can also cause heating in large arrays, 
which distorts the breakdown voltage measurement. 

Capturing the diode's optical emission, which is proportional to the elec­
trical current flowing through the junction, can be used to estimate the 
diode's current. However, due to the inefficiency in emission, measuring the 
current electrically will give better SNR. Still, the emission techuiqiie allows 
a visual check that the breakdown voltage has been correctly estimated, at 
least within a few hxmdred mV. 

If the comparator's threshold is known and Vop can be changed, Vop 
can be swept until pulses appear at the output of the thresholder, with 
Vbd = Vop—Vth- This will be termed the "Sweep and Subtract" method. The 
measurement must be performed in the dark when the threshold is low; when 
the SPAD is operating in the linear-mode rather than the Geiger-mode, a 
large number of simultaneously incident photons can trigger the comparator. 
The disadvantage to this method is that the comparator's threshold might 
not be known, or may vary largely from the expected vahie. For CMOS pro-
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cesses, the intra-chip variation of the transistor's threshold voltages, which 
is tlie dominant factor in variance of Vth, is normally well controlled and 
is quite small, less than lOOmV. Additionally, this method is based on the 
minimum breakdown voltage of any region in the diode itself, rather than the 
mean breakdown voltage across the diode, since the first region exhibiting 
breakdown will cause the first pulses as Vop is increased. 

The DCR and excess count rate (ECR), which is the count rate above the 
DCR, both can also be used to estimate the breakdown voltage. The DCR 
and ECR will exhibit small-signal linear behavior as the applied voltage is 
varied, allowing a linear fit to estimate the breakdown voltage. These meth­
ods will be the "DCR fit" and "ECR fit" methods, respectively. Distortions 
will appear in Vbd's estimate as Vth and V„p increase; PDP saturation will 
cause underestimation in the ECR, and the exponential behavior[29] of the 
DCR will cause overestimation. Both methods can estimate the Vbd in situ 
for an array, and estimate the mean breakdown voltage of the diode. 

Fig. 3.2 shows experimental results of the methods when applied to a sin­
gle diode coupled to a variable thresholder in an array of four diodes. Fig. 3.2 
also lists the various strengths and weaknesses of each of the methods. Two 
different values of Vth were applied to the DCR fit and ECR fit methods to 
show the over- and underestimation of the breakdown voltage with increasing 
Vth. When Vth is set to 100 mV, all four methods produce Vbd estimates of 
18.6V±0.08V. The I-V fit method, however, shows the highest estimate; be­
cause this method measures the mean breakdown voltage of the four diodes, 
rather than the mean breakdown voltage of a single diode, a larger error is 
to be expected from this estimate. The sweep and subtract method shows a 
lower estimate, ostensibly because this method measures the minimum spa­
tial breakdown voltage, rather than the mean. As Vth is increased to l.OV 
for the ECR and DCR fit methods, under- and overcstimations of Vbd are 
produced, with a shift of -0.4V for the ECR fit method and +0.8V for the 
DCR fit method. 

3.2 Parasitic Capacitance 

The parasitic capacitance at the comparator-connected node is an important 
factor in the propagation behavior and the timing response of the SPAD. If 
simulation models are available for transistors, which is almost always the 
case for CMOS processes. Cadence Spectre[80] or SPICE simulations of the 
diode's recharge time can estimate the total capacitance at this node (see 
Fig. 2.18). This technique is most eff"ective for a passively quenched diode, 
with a transistor implemented as Rq; in this case, the bias voltage to the 
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Figure 3.2: Measurements of Vbd — shown are results from four different 
methods, hsted above with their strengths and weaknesses, for estimating 
the brealidown voltage of a single SPAD in an array 

transistor can be varied, and the SPAD's dead time can be compared to the 
simulated value for different capacitances, allowing better estimation of Cp. 

3.3 Noise 

Measuring a SPAD's DCR seems simple; just count the number of output 
pulses, n, per second while the SPAD is in the dark. The oiitput sampling is 
subject to shot noise variations, with RMS v ^ ^ > though the mean noise can 
be measured arbitrarily close to the actual value by increasing the integration 
time. Afterpulsing and dead time will also distort this estimate; in practice 
these distortions are small. 

As described in Sec. 2.4.6, if the diode spends a large fraction of the time 
recharging, all count rates must be multiplied by 1/(1 — /^i), with /c; being 
the fraction of time the diode is inactive, to compensate for the dead time 
effects. 

3.3.1 Random Telegraph Signal Noise 

Some SPADs exhibit random telegraph signal (RTS) noise[81], also called 
burst noise or popcorn noise. Fig. 3.3 shows such the noise rate of a SPAD 

^The sampling will follow a PoisKon distribution. 
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Figure 3.3: Random Telegraph Signal Noise - - The DCR of a non-
irradiated SPAD is shown to switch between two noise rates, one of ~600kHz 
and another of llOHz. 

with such noise. The phenomena has been previously observed in SPADs 
irradiated either with 7-rays or a+ particles. Ch. G presents a non-irradiated 
device that exhibits the phenomena. For large arrays, it might not be practi­
cal to plot the waveform of every single pixel's DCR. In this case, RTS noise 
can be observed by repeatedly sampling the count rate, and testing whether 
the fraction of events that are within 2 or 3 a from the mean count rate 
matches that of a Poisson or Gaussian distribution; when sampling switch­
ing, disparate count rates, such as those that RTS-containing diodes exhibit, 
too few samples will fall close to the mean. Quantitatively, ^95% of sam­
ples are expected to fall within 2a of the mean //; if fewer than some similar 
threshold, say 90%, fall within // ± 2(7, then the waveform shoiild probably 
be examined for RTS noise. 

3.3.2 Afterpulsing 

There are four possible methods of measuring afterpulsing: 

1. The autocorrelation method 
2. The inter-arrival time histogram method 
3. The DCR-based method 
4. Statistical methods 

Method one, the autocorrelation method, is the most common method. 
Neglecting crosstalk, non-afterpulsing noise will be uncorrelatod, i.e. 

P[a^(t)la(Ü)]Ai^C5pAf. (3.1) 

with p ^ being the event rate of uncorrelated avalanches, A/ being a small 
tune interval, and a{t) signifying that an avalanche occurs at time t. a{i) is 
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composed of mutually exclusive sub-components that the avalanche was not 
afterpulsing. aap{t), or was afterpulsing, aap{t). The probability density of 
afterpulsing occurring at time t, P[aap{t)], will be related to P[a(i)|a(0)], the 
probability of an avalanche at time L given an avalanche at time 0, by 

P[a{t)\a{0)]At = (PKp(t)|a(0)] + F[aöp(t)|a(0)])At, (3.2) 

^ P[aap{t)\aiO)]At + eap/^t. (3.3) 

PWapit)] is not a probability density function, it is simply probability den­
sity. P[a(i)|a(0)] can be acquired by tracking the time between the rising 
edge of avalanche pulses. Let h[i] be a discrete histogram of time difference 
between the rising edge of a particular avalanche with the rising edges of all 
following avalanches, with bin / signifying the number of avalanches with a 
time difference iAt and [i + I)At between a particular avalanche and subse­
quent avalanches. The probability of an avalanche occuring between iAt and 
[i + l)At in this configuration is P[a{iAt)\a{0)]AL ^ j ; ^ ^'''\/,m)- The prob­
ability density of an afterpulse occiUTing at time t corresponding to index i 
(i.e. i= [i/At\) will be 

P[aap{L)\a{0)]At ^ P[a{t)\a{0)]At - CapAt, (3.4) 

ZZ-Jh[j]) 
CapAt. (3.5) 

Because the fraction h[i]/{Yy^_^{h[j])) is the autocorrelation function of 
the rising edges of the output comparators waveform, (3.5) can be represented 
as 

P[aap{t)\aiO)]At ^ n^ • {G^^\s) - 1), (3.6) 

with s being a waveform containing the rising edges of the comparator's 
output ^ 

Equation (3.6) estimates the probability density that an afterpulse will 
occur at some time after an avalanche, rather than the probability that an 
afterpulse will occur. The two definitions are not the same, a,nd integrating 
the density derived from the autocorrelation function will yield the expected 
number of afterpulses for an avalanche, rather than the probability of an 
afterpulse. As described in Sec. 2.4.4, these two quantities are not equal, so 

'Depending on how the normalized autocorrelation is performed, (3.6) may or many 
not have CTjp in the left-hand side. Note, however, ttic normalization mnst correct for the 
lack of the Ai term multiplying h\i\ in (3.5). 
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the actual probability of afterpulsing follows as 
poo 

r?o =/?[Afterpulses per event] = / P[aap{l)\a{0)]dt. (3.7) 

"̂̂  = irk' ^̂-̂̂  
where td is the dead time. The autocorrelation method will distort the prob-
abihty density of afterpulsing if the dead time varies. In a passive recharge 
scheme, afterpulses can occur while the diode is partially restored but still 
not below the counting logic's trigger threshold, causing the output pulse's 
duration to lengthen and delaying subsequent pulses by some amount of 
time. This creates problems when deciding what value to actually use for 
id, since the density could conceptually drop to a negative value if the dead 
time variance is very high. When sizable distortion occurs in the dead time 
for a particular passive restore circuit, the afterpulsing probability density 
is only good for that particular restore circuit. If the restore occurs due to 
some sort of bias level, such as a transistor which controls the dead time, the 
bias must be swept to find Pap as a function of the operating point. Actively 
quenched diodes do not suffer from these problems. 

The inter-arrival time histogram method relies on extracting correlations 
between the rising edge of the time of avalanche pulses. Because afterpulsing 
occurs on time scales of hundreds of nanoseconds at room temperature, the 
histogram of inter-avalanche arrival times will show multi-exponential behav­
ior, with the slowest exponential resulting from the uncorrelated noise and 
any incident light. The afterpulsing probability at a specific dead time can be 
found by taking the intcr-avalanchc time histogram, fitting an exponential to 
the uncorrelated noise source, and then finding the fraction of events above 
the fit curve but below the experimental curved The exponential fit to the 
uncorrelated noise source will have a time constant of l/e-ap. 

Like the first method, the acquisition and fit procedures must be carried 
out for multiple dead times in a passively restored SPAD with high after­
pulsing, or distortions will arise from the variable dead time. 

Afterpulsing has also been experimentally measured using gating[82]. The 
gating scheme acquires the same information regarding avalanche trigger­
ing probability following an avalanche as the autocorrelation or the inter-
avalanche time methods, with a nearly identical analysis of the probability 
following. 

Method three relies on relating the expected number of afterpulses to 
the base noise rate. It is expected that the event rate, e, will increase as a 

Beranse afterpulsing is uncorrelated with the event rate, additional light can be added 
to low noise diodes to make it easier to gather statistically significant data for fits. 
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Figure 3.4: I n t e r - a v a l a n c h e T i m e M e t h o d — shown is a histogram of 
inter-avalanche arrival times, along with an exponential fit to times larger 
than Ips. The afterpulsing probability is the area between the two curves, 
divided by the area under the experimentally acquired curve. 

ftmction of Pap as 
e = e ^ / ( l - P«p), (3.9) 

with e-ap being the afterpulsing-free event rate. Because afterpulsing occurs 
in the first few microseconds following an avalanche, e^p can be found by 
setting the dead time to a duration longer than, say, ^lOjis. Then, the dead 
time can be swept, and the afterpulsing probability as a function of the coimt 
rate e will be 1 — e/eop-

Method four relies on relating the distribution of DCR samples to a Pois-
son distribution distorted by the afterpulsing. Discussion of this method is 
beyond the scope of this thesis. 

The four methods for measuring afterpulsing all have different strengths 
and weaknesses. The first and second methods are very similar, both rely­
ing on inter-avalanche time differences to estimate the afterpulsing, though 
method one looks at the time differences between one and many avalanches, 
whereas the second method looks at the difference in pair timing. However, 
the first method requires more complex data acquisition, while the second 
method requires more complex data analysis. In the first method, the time 
between a particular avalanche and subsequent avalanches must be acquired, 
compared to the second method which only requires the time difference be­
tween consecutive avalanches. Exponential fits with time constant l/e-jxp must 
be made to the data in the second method, a potentially expensive operation 
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Figure 3.5: A f t e r p u l s i n g M e a s u r e m e n t s — shown are afterpulsing mea­
surements for three active area diameters. 

depending on the size of the data. The first method does require an estimate 
of Cap, though this is easily achieved by the average number of co\ints per 
bin in the later portion of /?.. The third method is the simplest, requiring 
no timing information, only sampling, though it has never been widely used 
in the literature for some reason, possibly due to concerns about correctly 
extracting the e-ap parameter. The fourth method has also never been widely 
reported in the literature, ostensibly due to concerns that the method is too 
complex to be practical. 

As described in Sec. 2.4.4, afterpulsing has a dependence on both the 
number of traps near a SPAD's active region, and the total current through 
the diode. Since the coupled capacitance can be measured as described in 
Sec. 3.2, and the total active area is known, afterpulsing can be normalized to 
these two quantities to see which is dominant. Specifically, if the probability 
of an afterpulse per unit measure is PQ, then the probability for m, units will 
be P„p = i_(i_P|_j)m_ p ^ ^.^^ ,3p estimated as l - ( l - F „ p ) i / " \ Fig. 3.5 shows 
the afterpulsing probabilities measured at three excess biases for SPADs of 
different sizes and coupled capacitances. Fig. 3.6 shows these afterpulsing 
values normalized to a unit area of lOOpm, or a unit charge of IpC. The total 
charge was estimated using the relation Q = CpVgb; current that flowed 
through the quenching resistor was assumed to be negligible. PQ shows a 
much better match to the unit charge that flows through a diode compared 
to the unit area. The dominating factor in the afterpulsing measurement will 
thus be the unit charge, not the unit area, that flows through a diode for 
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Figure 3.6: Normalized Afterpulsing — shown are afterpulsing measure­
ments when normaUzed for area (top) or carriers (bottom). 

total charges in the region of IpC. 
It is important to note that afterpulsing will not create a higher SNR in 

estimating the incident light on the diode, the SNR will always be at least 
shot noise limited, and will be DCR-limitcd for low light levels and saturation 
limited for high light levels^. 

3.4 Crosstalk 

Because crosstalk is correlation between SPADs, whereas afterpulsing is cor­
related noise in a particular SPAD, measuring crosstalk is nearly identical to 
measuring afterpulsing. For the correlation method, instead of using the nor-

^Try to find the problem with the following analysis, which erroneously shows that 
the SNR will improve with afterpulsing: Even though afterpulsing causes correlated noise, 
the distribution of samples of count rate per unit time from a SPAD with non-trivial 
afterpulsing will not significantly vary from that of an afterpulsing-frec SPAD, implying 
the SNR can be increased for free. To see why this is the case, imagine that sampling the 
dark counts per a unit time from a SPAD would yield e.öp non-afterpulsing events. The 
distribution of samples e from the SPAD itself will be the sum of esp and e^p independent 
geometric distributions with rate parameter Pap- Due to the Barry-Esseen theorem(83] 
and [84], which quantifies the rate at which the distributions will approach a normal one, 
the resulting distribution of afterpulsing events will vary from a normal distribution by 

(i-n.„/2)p,^„ no more than For Pap = 0.5 and CTIJJ = 100, the CDF of the afterpulsing-

seeded samples will vary from a normal CDF by less than 0.001, and when convolved with 
the distribution of Cap, itself nearly normal, a normal distribution will result. 
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malized autocorrelation, the normalized correlation should be used instead. 
For the inter-avalanche method, the histogram of times it takes one of the 
diodes to trigger following an avalanche in the other diode should be used. 
The count-rate-based method can also be used, but it requires that one of 
the two diodes can be shut off while the other operates, which may not be 
possible in an array. 

3.5 Inactive Distance 

The importance of the active area is obvious, considering its relationship to 
ah of a SPAD's FOMs. However, the actual active area of a SPAD may 
not be the expected active region from a submitted mask set. Annealing 
of implant layers, processing variations, undocumented processing by the 
CMOS foundry — there are many factors that can reduce the actual active 
area of the diode itself. This section discusses using three techniques to 
estimate the active area. All techniques rely on the assumption that the 
breakdown voltage is identical across the entire active area. 

For example, if implant annealing from the guard rings slowly shifts the 
doping concentration near the edge of the device, causing a gradual increase 
in breakdown voltage, the techniques listed below would roughly estimate 
the halfway distance along the spatial variation of the breakdown voltage, 
modeling the diode with two regions: the active region in breakdown, and the 
inactive region not in breakdown. The difference between the expected active 
area and the realized active area will be captured by the inactive distance 
di, which is the distance from expected active area's edge to the realized 
active area's edge. Whether the inactive distance decreases or increases with 
increasing excess bias is important in determining the distance's cause. If the 
infringement of the depletion region from the guard ring causes the inactive 
distance, di will increase with Vop. If the guard ring's implants' annealing 
causes the inactive distance, ri, will decrease as Vop increases. 

3.5.1 Optical Emission Test 

The first technique for estimating dj, the optical emission test, relies on ob­
servation of the hot-carrier generated photons which produce crosstalk and 
signal avalanching[85, 61]. If the SPAD is left free-running, then a sensitive 
mfrared camera and multi-second acquisition time will allow direct observa­
tion of emitted photons[34]. Because CMOS SPADs tend to be very sensitive 
to blue light, but emitted photons are red-shifted, illuminating the diode with 
blue light but placing a high-pass filter between the diode and the canrera 
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may aid in acquiring the breakdown uniformity. The drawback of iUumina-
tion is that, in a large diode, if a specific position is triggering most of the 
noise, uniform ilhimination may make the current appear more uniform over 
the diode than would be the case in the dark. Illumination may more accu­
rately reflect operating conditions - - for the purposes of the optical emission 
test, it is best to accurately reflect the diode's sensitivity during operation, 
which would include light. 

If the quenching resistance is lowered to the point that an avalanche will 
not properly quench, then the diode will emit more light. The emitted pho­
tons may even be visible to the unaided eye^. However, when improperly 
cjuenched, the emitted carriers will not exactly match the carriers emitted 
during an avalanche, due to the effects of the weU's ohmic resistance. De­
pending on the dopings and the well contact configuration, certain areas of 
the SPAD may appear dim, though these areas would have the same break­
down voltage if the SPAD was properly quenched. Care must be taken so 
that these effects do not appreciably distort the result. 

Fig. 3.7 shows the optical emission from a SPAD with a circular active 
area of an expected diameter of 24iim. The guard rings in this device are 
completely covered with metal for positional reference, and they are also 
highlighted in the figure. Using the guard rings as an absolute reference for 
a distance of 24iim, the inactive distance can be estimated by measuring the 
circumference of the thresholded circle, which is slightly smaller than 20nm 
in this case. There are large numbers of well contacts around the outside 
of this diode, so any ohmic resistance effects would cause the middle of the 
diode to appear dimmer than the outside edge, not effecting the estimate 
of di- Limited evidence implies that the hot spots in Fig. 3.7 are caused by 
doping variations in the well[85]. 

The main advantage of the optical emission test is that it can work on a 
single diode. The disadvantage of this method is that an optical microscope is 
required. Also, if the diode needs to be improperly quenched, the quenching 
resistor must be variable, with a range large enough to allow sizable amounts 
of current to flow through the diode. For the result in Fig. 3.7, current 
amplitudes of several niA were required for the optical emission test with a 
standard camera. In an array, it may not be feasible to source this amount 
of current to all diodes in the array. 

Care should be taken to limit the maximum current through the system 
so that the diode does not melt, nor the current density rules arc exceeded 
in the routing or contacts. 

^The effect is easier to see if the diode is made to blink, e.g. if Vop is modulated as a 
square wave with a frequency of, say, 0.5Hz. 
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Figure 3.7: A SPAD's Optical Emission - - Optical emission is shown 
from an improperly quenched diode with small amounts of incident light 
(left), in the dark with red overlaid on the guard ring (center), and thresli-
olded at a quarter of the peak intensity (right). 

3.5.2 Count Rate Matching 

The total DCR is a function of, amongst other things, the total number of 
traps in the diode and the excess bias. Because the trap concentration is 
expected to be relatively constant within a particular chip, the DCR normal­
ized to the unit area of diodes with different geometries can be compared to 
find the inactive distance. As Ch. 7 will show, the trap concentration is not 
uniform in high noise diodes, so these diodes should not be used for DCR 
matching. This method is most easily performed with large, circular diodes. 
The diodes should be large to avoid breakdown voltage distortions caused by 
the edge effects of the guard rings; if the diodes are circular, corner effects 
will not be a factor, and can be ignored. 

For two circular diodes with radii r̂  and r2 having DCRs DCRi and 
DCR2, the inactive distance will satisfy the equation 

^ ( n - cQ-' ^ DCR^ 

7r(r2-ri02 DCR2' ^ ' ' 

^ n - . V D C R . / D C R 2 3 ^ 

1 - v^DCRi/DCR2 

A similar technique can be used with the ECR of two diodes, instead of 
the DCR, since the count rate from incident light is expected to scale with 
the active area. ECR matching can be used with high noise diodes, so long 
as the count rate does not begin to saturate, but an external light source 
IS required. The light source's power must be static, though the absolute 
value is unimportant, and the source should be placed far compared to the 
distances between diodes themselves. 

Fig. 3.8 compares the inactive distance measured using the two types of 
count rate ma,tching with the same diode pictured in Fig. 3.7. After [41], the 
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Figure 3.8: Count Ra t e Density Matching 

results for the ECR-based method show a decreasing inactive distance from 
roughly 2.2iim to l.Siim as Veb increases from 0.5V to 3.5V. However, the 
DCR-bascd estimation remains relatively constant at 2iun. It is not clear 
what a constant dj implies, though if the effects of decreasing ri, with Vop 
balance out the effect of an increasing d, depiction width, a constant di is 
possible. The emission test was unable to be run at higher excess biases due 
to current density limitations of the metal routing. 

3.6 Photon Detection Probability 

The most common method of measuring the photon detection probability is 
to create an area with uniform flux of photons of a particular wa,velength, 
and compare the responsivity of the SPAD under test to a reference diode's 
responsivity. A wide-spectrum light source passed to an integrating sphere 
through a monochroniator will produce a uniform flux of wavelength-specific 
photons at the output ports of the integrating sphere. The output light will 
be diffuse, though the mean penetration depth does not need to be modified, 
due to the high real refractive index of silicon (>3.5 for visible light). The 
ECR, which is the count rate above the DCR, divided by the absolute photon 
flux over the diode's active area, in photons per second, gives the PDF. The 
ECR must be compensated for afterpulsing, and the active area must be 
compensated for the inactive distance, to measure the PDF. 
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where /ISPYVD is the SPAD's active area and Ccorr is a correction factor for 
afterpulsing and crosstalk. The correction factor needs to account for the 
probabiUty that afterpulsing will cause crosstalk and crosstalk will cause 
afterpulsing. The probability Pc that one or more correlated noise avalanches 
wih occur is Pc = 1 —(1 —Pap)(l —P^)) where P^ is the probability of crosstalk 
as previously defined in Sec. 2.4.4. The correction factor will be the fraction 
of events seeded by non-correlated noise, which is 

^ = 1 - P c . (3.13) 
1 + 1/(1 - I 

In practice it is better to set a high dead time and use a SPAD or SPADs 
free of crosstalk effects than to worry about these factors being measured 
correctly or changing with different measurement conditions. The photon 
flux will be 

r(A) • A-ef • {hc/\) 

where 7(A) is the reference photodiode's current, /dark is the reference diode's 
dark current, r(A) is the reference diode's responsivity (in amperes per watt 
per unit area), A^^i is the reference diode's active area, h is Planck's constant, 
and c is the speed of light. 

3.7 Jitter 
The timing uncertainty in SPADs is normally measured using a source that 
produces light correlated with an electrical signal, such as a laser. The 
time uncertainty between the output light and the correlated electrical signal 
ranges from nanoseconds to femtoseconds, though visible, solid-state lasers 
tend to have values in the picosecond to hundreds of picoseconds range. Mea­
suring the histogram of time differences between the electrical signal and the 
SPAD output yields the system time uncertainty, and removing the jitter 
generated by the non-SPAD portions of the measurement setup yields the 
SPAD's jitter. The laser jitter nmst be attenuated such that an avalanche is 
unlikely per pulse, otherwise distortions from the number of photons incident 
on the diode will cause problems, as Ch. 4 presents. 

Finding the non-SPAD portions of the jitter has the inherent difficulty 
ot trying to measure something without changing it. If any signals must be 
routed from or to off-chip, such as from the laser or to an off-chip TAG or 
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TDC, the routing jitter may be larger than the SPAD jitter. For exaraple, 
there might be problems matching the impedance of the laser's electrical 
output to the TDC trigger. In these cases, the time difference between two 
SPADs' avalanches, rather than the avalanche vs. laser time difference can 
be used to aid in reducing these jitters[29]. The lowest reported jitter, which 
uses an optimized setup with a cooled SPAD, is 20ps, with low-threshold 
comparators or current pick-up methods can achieve sup-50ps jitter at room 
temperature[86, 65]. Care must be taken when comparing reported RMS 
jitter to FWHM jitter; the two are not the same. 

I 

I 
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Chapter T 

Multi-Photon Distortions 

This chapter discusses three types of distortions when a SPAD^ is triggered 
by muhiple photons rather than single photons: distortions in the event 
rate, the quench time[87, 88], and the jitter[67]. A single system capable of 
measuring all these distortions at the same time is presented. These distor­
tions are important for two reasons. First, correct characterization of SPADs 
is important, and clues in characterization data that show whether or not 
these distortions are occurring is relevant to any device-level characteriza­
tion. Second, hacks to quantum key distribution (QKD) systems have relied 
on forcefully triggering the SPADs[89]. Any shifts in SPAD behavior that 
result from forced triggering can detect classes of hacks to QKD systems 
that rely on forced triggering of devices. While previous work has focused 
on capturing information about the intensity of the incoming light burst to 
a SPAD[90], this chapter shows that multi-photon measurement in a single 
diode are also possible. 

4.1 Theory of Distortions 

As Ch. 2 describes, in large diodes the avalanche propagates outward from 
the initial electron-hole pair's injection point. If multiple photons are simul­
taneously incident on the diode itself, the avalanche propagation will occur 
irom more than one location, and the avalanche is expected to quench more 
quickly. Fig. 4.1 shows the basic theory behind this idea. Complete modeling 

When multiple photons are incident on the SPAD, technically it is no longer a single-
photon avalanche diode, but is rather a photon-number-resolving, Geiger-mode avalanche 
photodiode. However, for reasons of consistency with the rest of the text, the diode will 
&till be referred to as a SPAD in this chapter. 
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of this phenomena is beyond the scope of this text; only experimental results 
will be presented. 

There are other distortions that will appear in the SPAD's characteriza­
tion when multiple photons simultaneously seed the avalanche. As Sec. 2.4.3 
describes, the timing response of a SPAD can be thought of as the con­
volution of a normal curve with the sum of a delta function and a single 
exponential function. The delta fimction represents carriers generated in the 
depletion region, whereas the exponential represents carriers that must dif­
fuse to the depletion region. If multiple carriers arc simultaneously incident 
on the diode, electron-hole pairs generated in the depletion region may mask 
an avalanche that would have been caused by a carrier that needed to dif­
fuse. This decreases the magnitude of the exponential tail compared to the 
magnitude of the delta function. Fig. 4.2 shows how this can occur. 

The effect is not simply limited to the diffusion tail of the timing curve; 
as more electron-hole pairs are generated, the Gaussian component of the 
timing jitter will also begin to be distorted. Because simulating rimltiple 
trigger locations is beyond the scope of this thesis, the analysis here will 
focus on the reduction in the diffusion tail. 

Let n be the number of simultaneously incident photons on a SPAD. 
When n = 1, there are four possibilities for a photon-generated electron-hole 
pair: the pair is in the p-l- region, termed Ep] the pair is in the depletion 
region, event Eft] the pair is in the n-well region, termed ƒ?„; and the photon 
doesn't generate a pair in these three region, event Eo- The four are mutually 
exclusive, but one must occur, so P[Ep] + P[Ed] + P[En\ + P[Eo] = 1. 

The probability of an avalanche for a photon of wavelength A can be writ­
ten as E.xe{p,d,n,o} {P[A\E^]P[E:,\X\), with P[A\E^] denoting the probability 
of an avalanche given that the carrier is generated in the regions described 
above. The timing jitter, f]{t) will be 

/jW« E {hEAt)P[AmP[E.\X]) , (4.1) 
x&{[j,d.n,o} 

with fi\Exi^) being the timing jitter when the carrier is generated in region 
Ex. 

For condition E^, the timing jitter will be completely dependent on the 
ionization noise. Due to the central limit theorem, a normal distribution 
results; fuEdi^^) is ~ AA[/i, a'^]{t) with mean /i and variance a"^. In condition 
Eo, no avalanche can occur, and this condition can be ignored. Conditions 
Ep and En may generate an avalanche, but the carrier must first diffuse to 
the depletion region. The diffusion time is approximately exponential, so 
the timing jitter wiU be / J |K„(0 = Ic{t,.,T) *A/'[^, cr''̂ ](Oi with /«(/.r) being a 

A 
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Figure 4.1: Quench Waveforms for Single vs. Multiple Photons — (a) 
snows a circuit capable of measuring the quench time. As (b) shows, when 
multiple photons are simultaneously incident on the diode, the avalanching 
area is larger due to the multiple seed locations. Measuring this difference, 
as (c) displays, allows a probabilistic estimate of whether or not multiple 
photons triggered the avalanche. 
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single exponential with time constant r. Additionally, if the wavelength value 
is restricted to a particular value, 637nni in this case, the fraction of photons 
generated for condition Ep can be ignored due to the long penetration depth 
into the silicon. 

Thus, the total timing jitter at A = 637nm will be 

mn = 1) « A/-[/x, aL.l(t) * Ar[//„ a']{t) * {6{t)P[A\E,]P[Ea\X] + 
ULr)P[A\E„]P[E„\X]). (4.2) 

If the timing jitter is split into sub-components ad{t, n — 1) and ajyl. n = 1) 
representing the time jitter from depletion- and well-generated carriers to 
reach the depletion region, the equation becomes 

f,{i\n =l)cx N[fi, a']{t) * [ad{t,n = 1) + ar,{t.n = 1)]. (4.3) 

with * denoting convolution. One important thing to note in this equation is 
that the ratio of the exponential tail in the timing jitter to the 5{t) function 
will be pLL" Fuj" A - ^[^rlA] is easy to estimate, given knowledge of the 
photon's mean penetration depth. P[AlEx] will follow from the CDP cvrrve. 
Thus, the weight of the exponential tail compared to the normal component 
will allow confirmation of some components in the PDP model. 

Assume that the first photon incident on the depletion region will dom­
inate the timing jitter. If two or more photons are incident on the SPAD, 
then the weights of the component jitters will change. Because any seeding 
carriers hi the depletion region would immediately trigger an avalanche, the 
weight for the Ed condition changes from a single carrier possibly generating 
an avalanche in this region to the probability that any region-seeded carrier 
generates an avalanche. With n^ pairs generated in the depletion region, the 
coefficient of S{t) in /j|Cd(0 "will change from P[A|Ed]P[-E'dlA] to 

n 

aa{v) =Y^{1-{1- P[A\Ed]r'^),h,[^iM (4.4) 
nd=0 

with a binomial distribution governing the probability that n^ carriers (oiit 
of the n incident photons) are generated in the region, 

JNMM = (̂ ,"J p[Ed\xr{i - p[Ed\\]r-^^. (4.5) 

Because any avalanche generated by carriers in the depletion region arc 
assumed to mask avalanches generated by carriers diffusing from the well, 
there must be zero avalanche-generating carriers in the depletion region it 

58 



an avalanche is to be triggered by a well-sourced carrier. Additionally, the 
timing distribution from well-sourced carriers will no longer be a single ex­
ponential with time constant r, but will rather be the first carrier to reach 
the depletion region and cause an avalanche. NormaUy, if n photons are in­
cident, a binomial distribution with parameter P[£'„|A] governs the rmmber 
of carriers that would be expected in the well, n, below. However, because 
the carriers generated in the depletion region have been captured by the na 
variable, the rate parameter is actually ^Jp,]} L> and n^ can range from 0 to 
n - lid-

lN,[n,\ri~nd] = 
ri - rid 

77, 

P[E„\X] 

1 - P[Ed\X] 

" j 

1 
P[En\X] 

1 - P[Ed\X] 

n-Ud-Vt 

(4.6) 
Another binomial distribution with parameter PfAjE,,] governs the number 
of well-sourced carriers, n„ below, that will trigger an avalanche, 

,AvJn,l7i,] = ( " ' ) P[.4|E„]"^'(1 - P[.4|E„])"-"", (4.7) 

From the theory of order statistics, the timing distribution of the first carrier 
reaching the depletion region will still be exponential^ but will now have a 
time constant r/77,,. Thus, with n incident photons, the weighted time for 
the En condition will change from fe{t,T)P[A\En\P[En\X] to 

a„(t,77) - X ] ( (1 - P[Cd\\]T'fNAnd\n] • Y. INM^ - rid]-
nd=Q 

71, 

E /Njn„l7i,]/e(t,r/n„) (4.8) 

Ignoring distortions to the Gaussian component from multiple seed loca­
tions, the total timing jitter with n incident carriers will be 

fi{L\n)^Af[iJ, a , i j ( 0 *Ar[M, a^]{t) * {ad{t,n) + an{t.n)) (4.9) 

If multiple seed locations are included, then the avalanche is expected to 
occur more quickly. Thus eci. (4.9) will be an upper-bound on the timing 
distribution for n > 1. Technically, (4.9) should be a sum of weighted Poisson 
components, due to the shot noise in the number of generated carriers, but to 
keep the task computationally feasible for large n, only the case of 77 incident 
photons will be considered. 

Ch. 8 presents the Rènyi representation, from which this fact is easily derived. 
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Figure 4.2: Processes Contr ibut ing to J i t t e r 

Fig. 4.3 shows the expected distortion to the diffusion tail for the diode 
that will be measured. There arc four things of note on the graph. First, the 
distortions to the normal component are not modeled. Second, the fall-off 
in the tail should be visible when several photons are incident on the diode 
itself. Third, the time constant in the exponential tail does not vary greatly 
before the tail is expected to disappear below the noise floor. Even though 
the tail is the sum of multiple exponentials with different time constants, 
the single carrier case dominates while the tail can be observed. Finally, the 
noise floor is not shown on the plot; however, since the signal will increase as 
the number of photons is increased, the SNR should increase with increasing 
power. 

There is one other distortion that multiple photons wiU cause. If the 
diode's applied voltage can be varied and the flux of incident photons does 
not vary, the sampled count rate can be used to detect the expected number 
of simultaneously incident carriers. Specifically, if there are n simultaneously 
incident photons, the ratio between the count rates at bias Vpbi compared to 
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Figure 4.3: S i m u l a t e d M u l t i - P h o t o n D i s t o r t i o n s t o t h e Diffusion Tai l 
— shown is the expected distortion to the exponential tail in the timing jitter 
curve for the SPAD presented in Ch. 2. The n variable depicts the number 
of photons incident on the diode. 

Veb2 will be 
l - ( l - P D P ( A , V e b i ) r 

(4.10) 
l - ( l - P D P ( A , V e b 2 ) ) " ' 

If the PDP is known as a function of the wavelength and the excess bias, the 
bias can be modulated between values Vgbi and Veb2^ with the ratio providing 
a numerical estimate of n. Note that in an actual measurement, n will be 
subject to shot noise, and r wih actually be the sum of values when n > 1, 
weighted by a Poisson distribution with mean and variance E[n]. To simplify 
the analysis, the closest non-negative number to E[n] will be used in place 
of ?7, in (4.10). 

If the SPAD is operating in a passive quenching scheme with a dead time 
close to the laser clock frequency, distortions in the pulse duration will cause 
the measiu'ed event rate to appear lower than expected. Assume, for a mo­
ment, that the afterpulsing probability density when the SPAD is at its full 
excess bias as a function of time is known to be Pap(0- îi<̂ l tli^ probabil­
ity density of a dark count is known to be Prf(t). If the carrier detection 
probability, CDP, as a function of the excess bias is assumed to follow the 
relation [91] 

CDP(Veb) = 1 - exp(V,b/V,), (4.11) 

and the excess bias is restored by a weakly inverted transistor acting as a 
current source, causing the excess bias following an avalanche at i!: = 0 to be 
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roughly 

Veb(0 = ( ^ ^ " ' ^ ~ ^ ' ' ^ ' * ^ - ^ ' ' (4.12) 
[0 t > id, 

then the probabihty pionger(Veb) that the dead time will last longer than the 
nominal value t^, will be 

Plo„ger(Veb) = ! ' (CDP(Veb(t)) ' (Pap(0 + Pd(0)) ^^ (4.13) 
Jo 

with ti being the laser clock frequency. When the dead time is near the laser 
period t;, a first order estimate of the lost count rate given event rate e is 
Ccorr(Veb) = 1 ̂  e/i/ • Pionger(Veb). Each of the count rates in the ratio above 
needs to be tempered with this factor, yielding 

^ ( l - ( l - P D P ( A , V e b l ) ) " ) ( C c o r r ( V e b l ) ) , , . , . 

( l - ( l -PDP(A,Veb2))") (Cco„(Vob2)) ' ^ ' ^ 

4.2 Measurement Setup 

Fig. 4.4 depicts a setup capable of measuring all three types of distortions. 
The previously characterized circular SPAD is coupled to a 20ps, Vernier-
delay-line based TDC via two comparators, one with a threshold voltage 
of O.IV and the other with a threshold voltage of 2.0V. The SPAD is the 
same one presented in Ch.3, and its active area, following compensation for 
inactive distance effects, is 20iim. The output from the comparator with 
the lower threshold is also run directly to the FPGA, allowing sampling 
of the count rate, and to an off-chip 61ps TDC whose stop signal is input 
from a laser. Both TDCs are coupled to the FPGA with serial peripheral 
interface (SPI) buses. A laser beam (photons of wavelength 637nm) with 
fixed position and power shines on the SPAD after being routed through one 
or more neutral filters with optical density between 0 and 4.5. In other words, 
the power transmitted through the filters ranges from 10"'' ̂  = 0.00003 to 
10^^ = 1. Additionally, this laser has an electrical jitter of 230i)s when run 
at a count rate of 2.4MHz, though the optical jitter is roughly 40ps. That is, 
the photons in the beam occur temporally with a FWHM of roughly 40ps, 
though the electrical output compared to the mean temporal time of any 
pulse will have a FWHM of roughly 230ps. The immber of SPAD-incident 
photons expected to trigger an avalanche, E[i)a\i can be extrapolated from the 
count rate measured with higher optical densities. For example, if the ECR 
is 80kHz at an optical density of 4, and the laser frequency is 4MHz, then 
/?[p„]= ^^^ •= 0.02. If the optical density is changed to 0 in this example, 
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Figure 4.4: Measurement Setup for Mul t i -Photon Distortions two 
TDCs are necessary in the setup, one to measure the jitter with respect to 
the laser, and one to nieasiu'e the (luench time. 

E\pa] will change to 0.02 • 10'' = 200. The number of incident photons can 
be derived by dividing E\pa] by the PDP at 637nm and the excess bias used. 
In this particular case, the PDP will be assumed to be roughly linear with 
the excess bias[91], being - 16% when Veb = 2.0V and ~ 20% at 2.5V. Thus 
E[n]^4E[p,]. 

Due to hardware limitations, the laser could not be run at a frequency 
lower than 2.4 MHz, requiring the diode to have a dead time of 400ns. Even 
at this dead time, the use of passive quenching in such a large diode will imply 
distortions in the dead time. For high incident photon count rates, nearly 
10%, ot all pulses will be missed because the SPAD will not have recharged, 
sincT another avalanche will occm- before the sensed voltage returns below 
the low threshold of O.IV. This will cause the aforementioned distortions 
in the ratio of the excess count rate that would be mitigated in an active 
quenching scheme. 

In addition to being comiected to the two TDCs. the readout FPGA is 
also connected to a computer workstation and a controllable Vop supply via 
TCP/IP. In the present setup, the power supply outputs either 20.5V (2.0V 
excess bias) or 21.0V (2.5V excess bias) at the command of the FPGA. 
The FPGA flips the output voltage to the other value once every second. 
When the output voltage is 20.5V. the FPGA also streams the values from 
the two TDCs to a computer workstation. The values are stored and then 
histogrammed and analvzed offline. 
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! 1.1 

Figure 4.5: Quench Time vs. Simultaneously Incident Pho tons 

4.3 Quench Time Distortions 

Fig. 4.5 shows the measured quench time tq as a function of the incident 
photon number. As would be expected, the ciuench time begins to decrease 
as the expected mmiber of photons exceeds one, though the decrease is not 
noticeable until 10 or more photons are simultaneously incident on the diode. 

A curious distortion appears when the expected number of photons ex­
ceeds 10,000. The rise time begins to increase again, though the variance 
appears to be much larger. It isn't clear what is occurring at this stage, 
but the optical power incident on the chip is quite large, with more than 
30 photons incident per laser pulse per square micron. At this amount of 
incident optical power, it is possible that IR drop due to carriers generated 
in the substrate or the comparator wehs, for example, begins to cause dis­
tortions. Due to concerns about damaging the chip, this test condition was 
not repeated. Future work should focus light solely on the diode, using an 
optical microscope for example, to avoid these possible complications. 

4.4 Event Rate Distortions 

Fig. 4.6 shows the measured distortions to the event rate ratio as a fimction 
of n. Also shown in the expected value from (4.10), with the closest non-
negative value of E[n] being used in place of n. The expected curve would 
be smooth if the shot noise variations were to be included. 

If the diode had no dead time distortions, the event rate ratio would start 
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Figure 4.6: E C R Ratios with Mul t i -Photon Distortions — the n vari­
able on the X-axis is the expected number of photons incident on the SPAD. 

at the ratio of the two PDPs, simulated to be 1.25 in this case, and then de­
crease to a value of 1. Due to the larger aftcrpulsing probability at the higher 
excess bias, the ratio approaches a value below one. The mismatch between 
experimental and simulated values of ?7 < < 1 is due to PDP saturation — i.e. 
the PDP does not scale linearly with the excess bias, even at excess biases 
of2V. 

4.5 Timing Distortions 

Fig. 4.7 shows the jitter curves for different numbers of simultaneously inci­
dent photons, along with the FW(1/N)M and selected left- and right-widths. 
As predicted by the theory, the diffusion tail begins to disappear as more 
photons are simultaneously incident on the diode. Also, as predicted, SNR 
decreases as more photons are simultaneously incident on the diode. The dif­
fusion tail is visible compared to the noise floor with a decreased magnitude 
when 20, but is not observable when n = 80. Also of note is that the 
normal component to the curve shows little to no distortion when ri < 20, 
but appears to have a smaller FWHM at n > 80. 

The disappearance of the tail can be fjuantitatively observed by plotting 
the RW(1/100)M as a function of the expected number of simultaneously 
incident photons. The RW(1/100)M has a relatively high constant value of 
2ns until E[n] > 2, at which point it begins to decrease until it is less than 
200ps, several times the value of the FWHM. The LW(1/100)M is also seen 
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to increase above the inaccuracy level defined by the TDC's LSB duration 
when E[n] > 1,000. This effect is likely due to distortions to the normal 
component of the jitter from multiple avalanches. 

Fig. 4.8 compares the predicted decrease in the tail's magnitude to the 
simulated value based on the theory presented above. There is a good quali­
tative match between the theory and the expected result. The diffusion tail's 
time constant remains relatively steady until the tail cannot be observed, as 
predicted by the theory. However, the theory predicts a slightly larger initial 
magnitude in the tail. Due to the (1 - P[Cd|A])"' terms in (4.8) and (4.4), 
even small shifts in P[Cfi|A] can create order of magnitude differences in the 
relative weights when n > > 1, so it is not surprising that the goodness of the 
match will change as 71 changes. The final subplot of Fig. 4.8 also shows that 
the plot does not follow a Gaussian distribution for extremely large E[n\, 
ostensibly due to multi-avalanche spreading. 

4.6 Discussion 

While each presented method of detecting multi-photon distortions has sev­
eral strengths and weaknesses, the efficiency modulation methods shows the 
greatest promise for determining whether a detector is operating in a photon-
starved regime or not. The diffusion tail method requires knowledge of the 
incident photon stream's timing jitter a priori] shifts in the incident photon 
stream's generation requires complex timing measurements. Especially for 
QKD, where an attacker may have precise control over the incident photon's 
timing, this method is not likely to be useful. Additionally, this method is 
likely to be sensitive to shifts in the operating conditions, such as the excess 
bias or temperature. 

While the quench time method allows for a single-shot estimate of the 
incident photon number, an advantage that neither of the other two methods 
share, this method may also be susceptible to shifts in the operating condition 
of the avalanche photodiode. This method has an additional shortcoming for 
QKD, which is that an attacker could stream single photons separated by 
the quench time of the photon-starved diode. In this mode of illumination, 
the diode would always measiire a single photon incident on its active area; 
however, the diode would still be triggered with high probability. 

Of the three methods, the efficiency modulation method shows the most 
promise for use in an actual system. The method is better resistant to shifts 
in operating point than the other two methods, and does not require a TDC 
However, this method requires a shift in diode operating point, with the 
associated cost of more complex voltage supplies and operating the diode for 
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Figure 4.7: J i t t e r vs. Simultaneously Incident Photons 
expected number of simultaneously incident photons. 

n is the 
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a period of time at a lower detection efficiency than the optimal efficiency. 
Additionally, a minimum integration time is required for this method, though 
there will be a trade-off between the integration time and the uncertainty 
in whether the avalanches are being caused by a single photon or multiple 
photons. 

The three methods, which are independent of one another and use the 
same setup, have the potential to be used at the same time to cover one each 
other's weaknesses. For example, utihzing both the diffusion tail and quench 
time methods would eliminate the mentioned avenues of attack against QKD 
systems using such methods, since one attack relies on an imprecise triggering 
method using precisely timed single photons while the other attack relies on 
precisely timing a large number of photons. In addition, the methods show 
compatibility with methods relying on observing correlations in avalanches 
across multiple diodes[90]. If such methods were to be used in a QKD system, 
a more secure system is possible. 
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Chapter ^ 

Hostile Environments 

This chapter presents data from two SPAD-bascd integrated circuits oper­
ating in hostile environments. The first IC, the RADHARD2 chip, was de­
veloped by Liicio Carrara in collaboration with the European Space Agency 
as an oxygen airglow sensor for backup navigation on satellites[73]. The sec­
ond IC, the A/IGSAIC chip, was custom developed for the express purpose 
of studying SPAD device physics using electrical measurements. Following a 
brief discussion of the experimental setups employed, results will be shown 
for various SPAD characteristics when the diode is in a magnetic field, and 
noise levels in 7-ray flooded environments. This chapter is based on results 
pubhshed in [41], [92] and [93]. 

5.1 Magnetic Fields 

5.1.1 Simulations and Expected Results 

As Ch. 2 describes, in planar diodes the avalanche process is known to spread 
via multiplication-assisted diffusion. Dming multiplication, carriers travel at 
the saturation speed, negating a critical assumption used in the derivation of 
the Hall coefficient — a carrier's velocity varies in proportion to the electric 
field. 

Thus, in an avalanche diode operating in a strong magnetic field, the 
analysis that leads to the Hall coefficient cannot be applied. Instead, the 
force from the magnetic field will be governed by the Lorentz force[94], 

F^q{É+vx B). (5.1) 

When traveling under high force at an average speed that is the saturation 
«peed[20], the magnitude of the force from magnetic field wifi be fixed at 
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roughly |F | = |'t'^||R| so long as the direction of the carrier's propagation 
remains roughly orthogonal to the magnetic field, an assumption which will 
be checked later. In a 9.4T field, the magnitude of the magnetic field's force 
will be about 0.15 • lO'̂ ^^N, or 0.15pN. In an abrupt one-sided junction with 
a Vbd of roughly 20V, the peak electric field is ^ 5 • 10^ V/cm, implying the 
average electric field in the multiplication region, the region with significant 
ionization, is larger than 4 • 10''' V/cm[20]. The magnitude of the force on 
the particle from the electric field is qE ^ 6.4 • 10~^^N, or 6.4pN. 

The ratio of the magnitude of the force from the electric field to that from 
the magnetic field is 6.4pN:0.15pN^40:l. At the saturation speed, the carrier 
will travel in the direction set by the sum of these two components. So long 
as the electric field is oriented orthogonally to the magnetic field, the 40:1 
ratio validates the assumption that the carrier's direction remains orthogonal 
to the magnetic field. If the electric field, as per previous convention, is 
oriented in the z direction, with the force from the magnetic field being in 
the X direction (the magnetic field itself would be in the y direction), then 
the velocity vector will be 

Ü = V^Z + Vyy + Va:X, (5.2) 

\FF\ \FR\ 

J=^L=\v\z + Oy + , ' '^' \v\x, (5.3) 
FE\' + \FB\' yJ\FE\' + \FB\' 

^ 0.975|'y|£ + 0.025|'y|.x, (5.4) 

with planar component Vx ~ 0.025-lO^m/s ?» 2.5iun/ns. Given that the total 

force acting on any free carriers changes by a factor of \/\FE\'^ + \FB\'^/\FE\ « 
1.0003, or a 0.03% change, no significant shift should be expected in the 
breakdown voltage. Because neither of the noise mechanisms is directly re­
lated to the presence of a magnetic field, and also due to the negligible shift 
in the ionization rate, there should also be no sizable shift in the DCR. 

The planar component will cause convection, and hence when modeling 
the avalanche propagation, the governing equation from (2.14) must be mod­
ified to include the term from convection, Vc • Vc, 

- ^ - DeffVc - TJC • Vc + - , (5.5) 
at T 

with Vf. being the convection velocity[95]. If r and u^ are taken to be constants 
and the boundary condition for c is that it is a delta function at the origin at 
time 0, then the substitutions[96], u{f, t) — exp(7 • i -f- A • •r)c{r, L), X = v/2D, 
and 7 = 1/r — \v\'^/4:D can be used to derive the analytical solution, 

,_ , exp (t/r) /— \r — tiTc\'^\ . ,.. 
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The solution with inclusion of the convection term appears identical to the 
previously derived solution in the convection-f ree case, except that f is re­
placed with r — LVc- Appendix B shows the exact mathematics of this 
derivation in detail. When ^ > > 0, the avalanche propagates with velocity 
ü^-t-2>/ï5/r, reducing to the well-known propagation velocity[97] of 2yJD JT 
when the convection term is negligible. 

The same simulation method used in Ch. 2's Fig. 2.12 can be used with 
(5.5) replacing (2.14) to simulate avalanche propagation in a magnetic field. 
However. Ch. 2.12 uses a static breakdown voltage for the entire diode; as 
described in Ch. 3, the breakdown voltage actuahy varies as a function of 
position. 

The dominant component in the spatially varying breakdown voltage is 
the compensation doping from the well implants. The uncompensated doping 
can be estimated from the breakdown voltage of diodes with sizable active 
regions that are "far" from the guard ring. The word "far"' should be taken 
to mean large when compared to the inactive distance. On the chip that is to 
be modeled, breakdown voltages were acquired from circular structures with 
diameters 6pm. 12iam, and 24imi, along with a pill-shaped. 6pm by 24pm 
structure capped by two semi-circles of diameter 6pm (Ch. 7's Fig. 7.6 sum­
marizes the Vbd variations). The pill-shaped and 6pm diameter diodes show 
marked increases in Vbd, with a larger increase in the 6pm diameter structure. 
The ratio of the Vbd increase between the two structures, roughly a factor of 
4.2 between the two structures, will be important when estimating the char­
acteristics of the diffusion of the well's implants. Following implantation in a 
CMOS process, dopants diffuse during armealing steps. For a pre-annealing 
impulse function with value CQ, the concentration of post-annealing dopants 
at a particular depth can be muncrically estimated as a normal distribution 

Crf(?̂  i) = ^ ^ exp f - ^ 1 , (5.7) 

with Co being the concentration of the initial impulse function and f being the 
position from the origination impulse function. In the case of the two SPAD 
structures with compensated doping, the concentration shift from compen­
sation can be numerically approximated by integrating (5.7) over the region 
of interest. Specifically, for the 6pm circular diode, the concentration shift 
('s in the central portion of the diode from compensation will be estimated 
to be 

Cs= ƒ Cd{rA)dxdy, (5.8) 

with the region of interest R being the set of x and y points such that 
3iim< ^Jx^ + t/2 < 3 + dgiira, where dg is the planar thickness of the guard 
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ring. For the pill-shaped structures, it will be approximately the set of points 
with 3]am< lx| < 3 + dgpm. The parameter DL must be found for which the 
ratio of c^ from the two structures is approximately equal to 4.1 — in this 
particular case, the Di value is ~0.55pm^. The concentration shift in the 
central portion of the Gjim diameter circular diode is roughly 2.5% of the 
post-annealing guard ring's doping concentration. 

Given that the breakdown voltages of abrupt one-sided junctions are well-
known[20], the absolute value of the doping compensation can be estimated 
from the shift in the breakdown voltage. For diodes with Vbd~ 18V, a 
compensation shift of roughly 4- lO '̂̂  per cm'̂  would cause the increase in Vbd 
in the small circular diodes[20], leading to a guard ring doping of ~ 1.6 • 10"'̂  
per cm^. This value is in good agreement with the value of 1.73-10^^ per cm^ 
at the junction depth measured using spreading resistance profiling analysis. 

The concentration shift from annealing of the guard rings can now be 
estimated for each point in the diode by numerically integrating (5.8) with 
the breakdown voltage based on the known Vbd values for an abrupt one-side 
junction. Fig. 5.1 shows the numerically estimated breakdown voltage for the 
pill-shaped diode, with Fig. 5.2 showing the cross-sectional Vbd- As would 
be expected from Ch. 3's inactive distance of roughly 2iim for SPADs using 
this structure in this process, the breakdown voltage is relatively constant 
in the middle micron of the diode, varying less than 300mV, but rapidly 
increases several volts for positions that are just one micron closer to the 
edge of the diode. The breakdown voltage will be limited to 26V, since there 
will be negligible ionization in any region with a greater Vbd given that the 
operating point will be below 21V. 

Table 5.1 lists several other measured and estimated parameters, along 
with notes for how the estimated parameters are derived from the literature. 

Now that all of the parameters arc known, the FEM model described 
in Ch. 2 can be combined with (5.5) to yield the quench waveforms as a 
fimction of triggering position. Fig. 5.4 shows how the avalanche quench 
waveforms are expected to differ when the avalanche is seeded in the center 
portion of the diode compared to the edge of the diode. When comparators 
sample a waveform such as the one in Fig. 5.4, there will be some dependence 
on the slope of the input signal. Cadence Spectre[80] simulations of the 
comparators implied that, for every lOOps shift in the rise time of the quench 
waveform to the level of the high comparator, the output time difference 
only shifts by 85ps — the measurement should be multiplied by 100/85 to 
compensate for this effect. Fig. 5.4 also shows the time that the comparators 
are expected to measure for this waveform, along with a histogram that 
would be output when uniform triggering across the diode is expected. The 
propagation velocity is not uniform, since center-seeded avalanches will have 
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Parameter 

Vbd 

Vop 

^ e / J 

l"̂ *-! 

T 
Element 
diode size 
Vc 

Cp + Cd 

Cd 

Ro 
R, 
Rsc 

Value 

18.5-26.0V 
2Ü.9V 
101-exp(-.006-T) cm'Vs 

i-9io^ m / s 
l + .8exp(7V600) ^^V ^ 
223.15K to323.15K 
(-5Ü°C to +50°C) 

100 by 100 nm^ 
0, 2.5iim/ns x, 2.5iim/ns y 
190fF 
40fF 
700Q 
IMfi 
1.6MQ 

Notes 

See Fig. 5.1 1 
Pree parameter | 
[51, 52, 98] 

[99, 20] 

Controlled variable | 
[51], Diffusion out of region 1 
during A^ is unlikely | 
Based on b-ficlds | 
Measured 1 
Calcailated | 
Measured | 
Simulated | 
Calculated | 

Table 5.1: Model Parameters — see Fig. 2.10 for example circuit 

more current flowing more quickly; the quench time changes more slowly for 
center-seeded avalanches than for edge seeded avalanches. 

When small amounts of light are incident on the edge-open diode, there 
will be two peaks in the histogram; the first peak will convey the quench time 
of the center-seeded avalanches from the noise, and the second peak will con­
vey the quench time of the edge-seeded avalanche. Comparing the two peaks 
ahows a direct measurement of whether or not the avalanche propagation has 
changed, along with an indirect measurement of the avalanche propagation 
itself. 

I V deep n-well 

Time (a.u.) 

Figure 5.3: Theory of Quench Time Shift for Differing Seed Positions 
— shown are the circuit (left), device and trigger locations (center), and 
quench time for different seed positions (right), showing how the q\iench 
time will vary for different seed positions 
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Figure 5.4: S i m u l a t e d Q u e n c h T i m e s — shown arc the simulated quench 
times for center- and edge-seeded avalanches (top), the quench time as 
measiucd by the coupled comparators (middle), and the quench time his­
togram when seeding is uniform across the diode (bottom). The center-
seeded avalanches correspond to position 1 in Fig. 5.3, while the edge-seeded 
avalanches correspond to 3. 
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5.1.2 Experimental Results 
Two different setups were used to assess SPAD performance in magnetic fields 
up to magnitude 9.4T. In both cases an IC, assembled on a daughterboard, 
was placed on a runner which was inserted into a small animal MRI scanner 
with a static magnetic field varjdng between <0.1T and 9.4T as a function 
of the distance the chip was inserted into the scanner. The readout system, 
including the motherboard and computer workstation, were placed outside 
the field. 

In the first setup, which acquired noise rates as a function of \B\, the 
RADHARD2 chip was placed on the runner. The DCRs (not including the 
inactive distance) of 1,024 SPADs with a 6iim diameter were read from the 
chip to a computer workstation via an FPGA-based motherboard. Details 
of the RADHARD2 architecture, which includes a per-SPAD 1-bit memory 
read out in a rolling shutter readout approach, can be found in [73]. 

Fig. 5.5 shows the DCR quartiles of the SPADs as a function of the 
incident magnetic field. The DCR was integrated over a 5s period for all 
diodes. Less than a 2% shift was observed in the median DCR. No significant 
change was observed in noisy SPADs vs. quiet SPADs — SPADs with DCRs 
two times or more above the median remained at least two times above the 
median. Given that the median DCR is ^llOHz, a 5s integration period 
will have a count rate of '~650 counts and a std. dev. of roughly 25 counts, 
giving an expected std. dev. in the DCR sampling of 25/5 = 5. The 5Hz std. 
dev. is about 4% of the 130Hz base count rate, implying that shifts above 
5a, which is 20% in this case, should be seen as statistically significant. No 
pixels were observed to have shifts above 17%. 

Unfortunately it was not possible to evaluate the jitter nor the speed 
of avalanche propagation with the RADHARD2 chip. For this reason, an 
experimental setup with the MOSAIC chip was also utilized. In the second 
setup, the MOSAIC chip was placed on the runner. On the MOSAIC chip, 
multiple pill-shaped SPADs with 6x24iim^ bodies capped by two semi-circles 
of diameter Gpii, which have a geometry suitable for observation of differing 
ciuench times depending on the avalanche seed position, were coupled to an 
18ps, Vernier-delay-line TDG via two comparators. The pill-shaped diodes 
are either completely open, completely covered, covered except for a 2ym 
opening in the diode's middle, or covered except for a 2]im opening on the 
edge of the diode's major axis. Use of these coverings allows confirmation 
that, diie to the finite propagation speed, the avalanche ciuench time varies 
as a function of the seed position. Fig. 5.6 shows this setup. 

Also included on the chip are circular SPADs with a 12pm diameter. 
Bias signals allow compensation for TDC resolution changes from process, 
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Figure 5.5: D C R Quartiles vs. \B\ — data is from 1.024 circular diodes of 
diameter öjim (without inactive distance compensations) in a magnetic field 
that was oriented in the planar direction. 

Figure 5.6: Schmetic of Measurement Setup — A laser (1) was electri­
cally coupled (2) and optically coupled (3) via a reflector (4) to the custom 
daughterboard (5) with the ASIC (6). The daughterboard was placed on run­
ners (7), allowing free motion into an MRI machine (8). The daughterboard 
is coupled via parallel cables (9) to a motherboard (10) outside the B-field, 
\vith the motherboard connected via a TCP/IP link (11) to a workstation. 
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Figure 5.7: SPAD J i t t e r for differing |JB| — uncompensated for TDC's 
INL and DNL. 

voltage, and temperature variations. The CMOS chip was assembled on 
a daiightcrboard with a commercial, 60ps TDC (an Acam MessElcctronic 
GP2). A blue laser from Advanced Laser Diode Systems GmbH, whose 
ouotput wavelength was 405nm with temporal FWHM 4üps, was optically 
coupled to the SPAD and electrically coupled to the 6üps TDC. An FPGA-
based readout system, allowing acquisition of both TDC's data as well as the 
dark count rate of the selected SPAD, interfaced to the chip to a computer 
workstation. 

The sweep and subtract method was used to acquire the breakdown volt­
age at a sub-O.lT field and at a 9.4T field - Vbd was found to be within 
20mV of 18.6V in both cases. A density test, described in Appendix C, 
characterized both TDCs in and out of the magnetic fields; neither TDC 
exhibited a statistically significant change in behavior as a function of |-B|. 

Fig. 5.7 shows the jitter at two magnetic field strengths measured using 
the 60ps TDC and the pulsed laser. The FWHM showed a small increase, 
from 145ps to 150ps, but the increase is not significant given the resolution of 
the TDC. The difference in noise floor is likely due to reflections — because 
the chip needed to be inserted into an MR! scanner, which was not located 
on an optical table in a completely dark room, it was not possible to ensure 
the same noise floor behavior. 

Fig. 5.8 shows the quench time histograms for the center- and edge-
triggered diodes for various magnetic fields, along with results from an iden­
tical setiip in a temperature chamber. As previously described, the difference 
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in the initial peak and the secondary peak in the edge-triggered histogram 
can be used to measure any changes in avalanche propagation. The error 
bars represent a 20ps uncertainty from the limiting TDC resolution. No sig­
nificant change in propagation speed was noted when under the 9.4T field; 
however, there was a measurable shift when the temperature was shifted 
between -50°C and -F50°C. The data looks shghtly noisier when the IC is 
in the magnetic field because a full density test to characterize the TDC 
could not be run in the strong magnetic field; compensation for the TDC 
non-uniformities is thus not completely possible. A fit of a normal curve to 
the difference between the quench times in the light and the dark allows an 
estimation of the quench time difference; Fig. 5.9 summarizes the measured 
avalanche propagation difference with the expected results. The model un-
derpredicts the quench time by roughly 25%. A number of causes are possible 
for the underprediction, including the following: the junction is probably not 
an abrupt one-sided junction, there will be some effects from localized charge 
differences in the diode[52], and the breakdown voltage estimate is not ex­
act. However, the model is able to predict the relative shift in quench time 
differences. 

5.2 Gamma-ray Flooded Environments 

Another important consideration for SPAD-based sensors targeting PET, 
along with SPADs being used in other radiation-laden fields such as space, 
is the long-term viability of the sensors following exposure to radiation. In 
a commercial PET scanner, gamma-rays of energy SllkeV are incident on 
the scanner over the course of many years. However, it is not practical to 
expose a sensor to low dose rates of radiation for years; instead, radiation 
damage is usuahy characterized by irradiating a sensor to a high dose rate, 
and then allowing some annealing to occur[77]. Damage from high-energy 
gamma-rays, which causes defec-ts in silicon and silicon dioxide, is expected 
to increase the noise rate of SPAD imagers but have no effect on any of the 
other FOMs. 

To evaluate the effect of radiatlun uii, SPAD noise, the same setup used to 
evaluate noise in the 9.4T magnetic field was setup next to two different Coeo 
sources. Coeo emits gamma-rays of roughly 1.25MeV. The first Coeo source 
created a dose rate of 40mGy/s; the other created a dose rate of 800mGy/s. 
The motherboard and readout system did not receive any significant dose 
(less than lOOGy in both cases). Different chips were used for the different 
dose rates. 

Fig. 5.10 shows the transient waveforms for the initial 7kGy dose during 
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Figure 5.9: Quench Time's Dependence on Environment — shown 
is the measured dependenee of the quench time on various environmental 
factors, along with simulated values and 125% of the simulated values. 

the two exposures. There is a significant increase in DCR as a function of 
the dose rate; the DCR increases by roughly IHz for every ImGy/s increase 
in dose rate. Because the increase is linear with the dose rate, it is likely due 
to radiation-generated carriers causing avalanches. When the dose rate was 
800mGy/s, the noise began to increase roughly quadratically starting at a 
total dose of IkGY. until the readout system experienced a failure at 7kGy. 
Though it is not apparent from the figure, no failure was ever observed when 
the dose rate was 40mGy/s; data was only acquired for the initial 7kGy dose 
at the dose rate of 40mGy/b due to a mistake during setup. The median 
DCR did not steadily increase at the lower dose rate, but a small decrease 
in median DCR occurred between dose rates of 3kGy and 6kGy, though 
the OCR's 75"^ percentile did steadily increase during the entire 40mGy/s 
exposure. 

The chip at a dose rate of 800mGy/s was irradiated until a total dose 
of 300kGy, with the chip at 40mGy/s being continuously irradiated until 
12kGy. Fig. 5.11 summarizes the DCR increase as a function of total dose. 
The fraction of SPADs which arc "high-noise", defined as the fraction with 
twice the median count rate, steadily increases from roughly 5% with no 
radiation dose to almost 35% at 12kGy of total dose. The median noise rate 
is seen to increase from 150Hz at baseline to a value slightly less than IkHz 
at a total dose of 12kGy, with a large increase above lOkHz at 300kGy. It 
should be noted that very little annealing occurred during these exposures; 
for the total doses of 12kGy or below, no annealing occurred, while the dose 
of 300kGy had one week of anneahng at room temperature. 

In order to understand the importance of the results, the total dose of 
a PET sensor across its lifetime must be estimated. During a PET scan, 
a dose of roughly 5mGy[100] is given to a human being. At a dose to the 
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Figure 5.10: Transient D C R Increase from 1.25MeV Gamma-rays 
— shown is the increase in the dark count rate of 1,024 SPADs for doses 
of 1.25MeV gamma-rays at two dose rates (labeled). No annealing occurred 
during these experiments. 

DCR (Hz) 

Figure 5.11: D C R Increase from 1.25MeV Gamma-rays shown is the 
increase of 1,024 SPADs' DCRs for various total doses of 1.25MeV gamma-
rays (labels). The 300kGy exposure, which was at a dose rate of 800mGy/s, 
is following one week of annealing at room temperature. Other data was at 
a dose rate of 40mGy/s with no anneahng. 
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silicon of ImGy per scan, probably an order of magnitude too high given 
the larger distance between the sensor and the radiotracer, several thousand 
scans are necessary to double the noise rate for these particular diodes if no 
anneahng is allowed. Thus these particular diodes would be quite resistant 
to radiation damage. However, these diodes use a well-based guard ring, 
not one that relies on silicon dioxide, which will be much more sensitive 
to radiation damage. Further work will need to address whether the larger 
diodes commonly used in PET sensors will be able to withstand the long-
term effects of radiation damage, especially architectures that are sensitive 
to noise [75]. 

83 



Chapter 

Electrically Controlling the Breakdown 
Voltage 

Some TCSPC applications require spectral sensitivity. For example, time-
resolved Raman spectroscopy[101] and microchip electrophoresis[102] are ap­
plications requiring spectral sensitivity in addition to precision in observing 
the photon's arrival time accurately. To achieve spectral sensitivity, optical 
filters, gratings, or prisms are often used. 

This chapter will present a SPAD that shows promise for achieving spec­
tral sensitivity in a conventional, high-voltage CMOS process without the use 
of external components. Rather than relying on wells of differing junction 
depths[103, 104], the structure attempts to implement a guard ring based 
on polycrystaUine-silicon (poly). Modulating the bias on the poly will be 
shown to change the breakdown voltage at the edge of the diode, though not 
in the center, allowing control of the region under breakdown. If the poly 
can double as a color filter, a spectrally sensitive SPAD could be realized 
in standard CMOS. Fig. 6.1 shows the conceptual difference in PDP graphs 
when the diode has or does not have a poly filter. 

6.1 Guard Rings Utilizing Electrical Effects 

Aside from the common guard rings presented in Ch. 2, there are many 
other styles of guard rings. One such style uses a gate electrode placed above 
the device edge to avoid edge breakdown[39]. With this type of structure, 
displayed in Fig. 6.2, the voltage on the guard ring can be modulated to 
partially control the electrical field underneath the guard ring. 

By itself, a gate electrode would not be sufficient to control the breakdown 
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Figure 6.1: Conceptual Shift in P D P Under a Polysilicon-Filter — 
neglecting transmission effects, the polysilicon would absorb nearly all of the 
blue hght, a bit of the green, and little of the red, allowing it to act as a 
filter. 
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voltage at the edge of the guard ring. However, in a 2-poly CMOS process, the 
Ughtly-doped drain (LDD) layer will be implemented miderneath the second 
poly if the poly is used in combination with the active implant. The addition 
of the LDD layer may be enough to prevent premature edge breakdown. 
Additionally, the extra oxide thickness between the poly and the surface will 
be crucial in preventing oxide breakdown, which would be problematic as 
the voltage difference of the p+-poly-n-wcll path needs to be ^20V in this 
particular process. 

To estimate the breakdown voltage as a function of the gate voltage, a 
commercial program[24] was used to solve Poisson's equation for the electrical 
field given the electrical operating points and doping concentrations in the 
silicon. Fig. 6.3 shows the simulated electric field for different voltages on 
the poly. Using knowledge of the ionization coefficients as a function of the 
electric field[58], (2.2) can be solved for equality, yielding the breakdown 
voltage. The breakdown voltage is expected to be lower at the device edge 
than at the device center. Even when the poly has the same potential as the 
p+ implant, there is still a ~10% increase in the \E\ near the structure edge. 
When Vpoiy is comparable to the n-well voltage instead of the p+ voltage, 
there is a >30% increase in \E\. 

Because poly is silicon, it shares roughly the same optical characteris­
tics as silicon. Thus, the region underneath the poly is expected to have 
roughly the same PDP for red and near IR light, but with a reduced sen­
sitivity to blue light. This creates the possibility of using standard CMOS 
devices in sensors requiring only a few colors, such those used in multi-color 
electroplioresis[102]. There is one additional benefit to this structure over 
the traditional guard ring structure: there is no inactive distance. The ef­
fects causing the inactive distance from the diffusion of the guard ring's 
implants[41] and the horizontally oriented depletion region[42] are both ab­
sent in this design. 

Thus, if a CMOS process has a poly layer under which an LDD can bo 
implanted, with thick oxide separating the poly layer from the substrate or 
the n-well, it may be possible to generate a single-junction, color SPAD. 

6.2 Fabrication and Characterization 

To test the idea of a SPAD with an electrically modulated breakdown voltage, 
structures based on the layers shown in Fig. 6.3 were generated in a high-
voltage CMOS process with 4 metal and 2 poly layers. The SPADs differ 
in their active area diameters, horizontal guard ring size, and guard ring to 
n-well contact distance. All SPADs are coupled to their own sized inverter 
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Figure 6.3: Simulated \E\ in a Poly-bound SPAD - shown are electric 
field magnitudes near the poly edge when Vpoiy= OV (top), or Vpoiy= 16V 
(bottom). Simulated using TCAD [24]. 
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(a) Device Micrograph 

(b) Device Emission Micrograph 

Figure 6.4: Poly-bound SPAD Micrographs — bhown are a micrograph 
(top), and a miciograph of the device with an apphed voltage below the 
breakdown voltage (bottom left), with an applied voltage above the break­
down voltage with Vpoiy= OV (bottom center), and with an applied voltage 
above the breakdown voltage with Vpoiy= 16V (bottom right). 

with a threshold of roughly 1.2V. 
Fig. 6.4 shows a micrograph of one realized diode, along with a micro­

graph of the diode's optical emission. As the optical emission clearly shows, 
modulating the voltage on the guard ring allows the breakdown voltage at 
the edge of the device to shift. Because the breakdown voltage in the middle 
of the device does not rely on electrical effects, less emitted light comes from 
the center when the Vpoiy is higher. 

However, there is no light observed from underneath the poly, though 
there is probably light emitted from beneath. Unfortunately, in this particu­
lar CMOS process, it is not possible to prevent silicidation of the poly. Sili-
cided poly is opaque to all visible light[105]. and thus the spectral sensitivity 
of this diode could not be tested. However, the diode was still characterized 
to see if the lack of inactive distance will be useful in an array. 

6.2.1 The Breakdown Voltage 

The sweep and subtract method, described in Ch. 3, was used to estimate the 
diode's breakdown voltage as a function of the voltage on the poly. Fig. 6.5 
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6.2.2 DCR 
Fig. 6.6 shows 5s integration time samples of the noise of a 9ima diameter 
SPAD for various operating points. Also shown in the figure is a well-bound 
SPAD whose active area, following compensation for the inactive distance, 
is roughly 9iuu. The poly-bound SPADs show an order of magnitude larger 
noise, ~ 2kHz compared to ~ 400 Hz when Vpoiy=OV and Veb~2V. The 
poly-bound SPAD's noise increases by almost an order of magnitude for each 
4V increase in the poly's potential, with a noise of rate slightly less than 
IMHz when Vpoiy=20V. 

If a negative voltage was placed on the poly a drastic increase in noise 
was seen for low excess biases, with a noise rate of roughly 600kHz even when 
V(,b< 1.5V. However, the noise rate decreases as the excess bias increases. 
Samples of the count rate at a point where the slope is negative imply that 
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The sweep and subtract method, described in Ch. 3, was used to estimate the 
diode's breakdown voltage as a function of the voltage on the poly. Fig. 6.5 
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Fig\ire 6.5: Simulated and measured Vbd vs. Vpoiy for a poly-bound 
SPAD 

compares the simulated results with the measured values. The curves show 
a good match over the range of interest, which is from Vpoiy=—8V to 20V. 
The breakdown voltage does not contirme to increase when Vpoiy is decreased 
I'̂ elow OV. It is also important to note the difference between the Vbd in 
the center of the diode, and the Vbd at the diode's edge. For comparison, 
measurements of the p+-n junction's breakdown voltage from a different nm 
of the same process were, on average, 18.5V[41]. Diodes identical to those 
previously measured also showed a breakdown voltage of roughly this value. 
Thus, the smaller Vbd for these particular diodes, which is 0.5V below the 
value expected for a p+-n-well junction, is likely due to the larger electric 
field at the edge of the structure. Though the poly-bound SPADs always 
have a small amount of FEB, a difference of 0.5V is not necessarily enough 
to render the diode useless. 

6.2.2 DCR 

Fig. 6.6 shows 5s integration time samples of the noise of a 9iim diameter 
SPAD for various operating points. Also shown in the figure is a well-bound 
SPAD whose active area, following compensation for the inactive distance, 
is roughly 9pm. The poly-bound SPADs show an order of magnitude larger 
noise, ~ 2kHz compared to ~ 400 Hz when Vpoiy=OV and Veb~2V. The 
poly-bound SPAD's noise increases by almost an order of magnitude for each 
4V increase in the poly's potential, with a noise of rate slightly less than 
IMHz when Vpoiy=20V. 

If a negative voltage was placed on the poly, a drastic increase in noise 
was seen for low excess biases, with a noise rate of roughly 600kHz even when 
Veb< 1.5V. However, the noise rate decreases as the excess bias increases. 
Samples of the count rate at a point where the slope is negative imply that 
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Figure 6.6: Measured D C R for a poly-bound SPAD when Vpoiy> OV 

the noise is RTS noise[81]. Given that a negative poly voltage would force 
electrons, which are minority carriers in the p+ region, generated at the trap-
filled surface towards the junction, the large increase in noise at low excess 
biases is unsurprising. Additionally, because RTS noise is usually caused 
by surface traps, it is also expected that this particular type of noise would 
appear when exposing the diode to carriers from generation processes at the 
surface. 

Two things remain unclear about the RTS noise: why does the noise 
maintain a constant level at low excess biases, even as the excess bias is 
increased, and why does the RTS noise disappear when the excess bias is 
increased across the junction? One possibility for explaining the disappear­
ance is that the low-field portion of the diode's depletion region interfaces 
with the noise-generating location when the excess bias is high, but not when 
it is low. If this is the case, with a high excess bias, carriers generated at 
the surface would be swept through the low-field portion of the depletion 
region, failing to cause ionization. However, at low excess biases, the de­
pletion region might not extend far enough to capture the carrier, aUowing 
it to diffuse to the high-field portion of the depletion region and cause an 
avalanche. Fig. 6.8 shows the shnulated electric field when the diode has a 
negative potential on the poly, with the applied voltage near the breakdown 
voltage. It does not appear that the depletion region from the well will come 
anywhere near the surface region with an applied electric field. Thus, the 
switch between the high RTS noise state and the low RTS noise state is not 
obvious, nor is the cause of the noise remaining constant for low excess bi-
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Figure 6.8: \E\ for a poly-bound SPAD when Vpoiy = —16V 

ases; future work will need to address this fact if the diode is ever to be used 
with a negative voltage on the Vpoiy. 

6.2.3 P D P 

Fig. 6.9 shows PDP measurements at Veb= 3V using the monochromator 
and integrating sphere setup described in Ch.3. Note that the constant ex­
cess bias in this curve requires that Vop be changed to deal with the different 
breakdown voltage as a function of the gate voltage. There is no inactive dis­
tance compensation in this figure; the active diameter used in the calculation 
is the active area that was laid out. As Vpoiy increases, the PDP decreases, 
but does so more slowly than might be expected. This may be caused by the 
increase in the PDP at the edges of the diode; even though the excess bias 
is constant, the larger electric field will improve the chances of detecting a 
photon incident on the diode's edge. 

6.3 Discussion 

A SPAD guard ring allowing adjustable breakdown voltage has been the­
orized, simulated, fabricated, and experimentally verified. The SPAD uses 
both solid-state and electrical effects to form a guard ring. Using electrical 
effects creates the possibility of modulating the breakdown voltage at the 
edge of the device, but not in the center. The active area modulation has 
been experimentally verified using light emission techniques. Experimentally 
measured values are within 2V of the simulated values for the structure. The 
device shows a larger active area compared to SPADs with well-based guard 
rings, but suffers from noise that is roughly an order of magnitude larger 
in the best case. The structure is potentially interesting to time-correlated 
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Figure 6.9: P D P of a poly-bound SPAD 

applications requiring spectral sensitivity, such as DNA detection and time-
resolved Raman spectroscopy, but at present the required salicidation of the 
poly prevents realization of spectrally sensitive diodes. 

Unfortunately, in this particular CMOS process, ah poly layers use sali-
cided poly, with no facility to prevent salicidation. Processing poly with sali-
cide is known to turn the poly nearly opaque to incident visible light[105]. If 
the un-salicided poly was available, then all available evidence implies that 
the poly would be available for use as a color filter, allowing an electrically 
modulated spectral response, both from the poly and the shift in depletion 
region depth. 
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Chapter / 

Fixed-Pattern Noise: Characterization 
and Mitigation 

A small fraction of SPADs causes the great majority of dark counts in arrays 
fabricated in many different CMOS processes. Radiation damage exacerbates 
this effect, as presented in Ch. 5. If tunnehng-assisted noise was dominant 
in these high-DCR SPADs, the noise should be uniformly spreaci across the 
array and, within a single SPAD, uniformly across the SPAD. Due to the un-
corrclated nature of the few high-DCR SPADs' locations[78], the underlying 
mechanism for this noise is more likely to be trap-assisted or possibly localized 
tunneling effects. In both of these cases, the noise will be fixed-pattern noise. 
In a position-sensitive SPAD[106] with a high-noise rate, it should be possi­
ble to localize this noise, and selectively ignore avalanches from specific diode 
regions to increase the signal-to-noise ratio. This chapter presents noise lo­
calization and reduction in a single high-noise, position-sensitive SPAD, first 
published in [41]. 

7.1 Differences between Noisy and Quiet 
Diodes 

As described in Sec. 5.1.1, it is possible to estimate the originating seed 
location of an avalanche based on the quench time of the SPAD in long, 
thin diodes. Avalanches triggered near the middle of such devices will have 
the avalanche propagate in two directions, creating more current and a faster 
c]uench time. The effect requires a high-precision TDC, and two comparators. 

An experimental setup based on a chip previously described in Ch. 5 was 
created to measure the tiuench time profiles of many different devices. In this 
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Figure 7.1: Quench Time Differences between Noisy and Quiet 
SPADs — line labels indicate the DCR of the SPAD; the same integration 
time (Is) was used with the two tests. 

setup, the excess bias of all SPADs was set to 2.5V. The SPADs were coupled 
to a 2üps TDC via two comparators, one with a threshold set to O.IV and 
the other with a threshold set to 2.ÜV. An FPGA senses the avalanche onset, 
waits for the TDC to sample the quench time, and then reads out the TDC. 
The FPGA contains two logic programs. One program sends the TDC data 
to a computer workstation for analysis. The other logic program outputs a 
real-time digital pulse following acquisition of the TDC data code based on 
whether or not the code is defined to be a "noisy" code in a look-up table. 

From eight tested chips, only one completely open SPAD exhibits high 
noise. This SPAD exhibits a DCR of -40kHz, compared to the -850Hz 
output by the other diodes. Fig. 7.1 shows the quench time histogram of the 
high noise diode, along with the quench time histograms of three low-DCR 
SPADs. The low-DCR SPADs' histograms have the same shape as the simu­
lated predictions shown in Ch. 5; however, the high-DCR SPAD's histogram 
is dominated by a Gaussian curve corresponding to triggering caused by a 
single location. 

Let ig be the measured quench time. Fig. 7.2 shows the difference in 
the pill-shaped, high-DCR SPAD's tq histogram when in the dark and when 
under light. Under light sufficient to cause a count rate several times larger 
than the DCR, the histogram appears to have a similar shape to that of the 
low-noise SPADs, but with the addition of a Gaussian component rcpresent-
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Figure 7.2: SNR Variation vs. Quench Time (Noisy SPAD) — inte­
gration time was 10s. 

ing the fixed position noise. Also shown in the figure is the SNR^ of each 
TDC bin using the definition from (2.29). 

7.2 Selectively Ignoring Noise 

Most of the TDC bins in Fig. 7.2 exhibit shot-noisc-hmited SNR, but the bin 
representing a quench time of ~60ps shows a surprisingly low SNR, which 
is due to the noise. By selectively ignoring this bin, the SNR may improve. 
Specifically, if the active area of the diode is reduced to fraction ƒ of its 
previous value, with a corresponding reduction in noise to ni, then when 
light is uniformly seeding avalanches across the remainder of the diode, the 
SNR will change to 

SNR = 201og,of^^^^^V (7.1) 

In an experimental setup with the position determined by the quench time, ƒ 
will be constrained to discrete values governed by what fraction of the diode's 

^It should be noted that the SNR definition used by the imaging community 
differs with that used by other communities. Technically the definition should be 
101ogjo(Psignal/-Pnoise), not 20logio(Psignai/-Pnoise)- Historically the imaging community 
has used 201ogjo since imagers measure voltages, and normally the square of the voltage 
varies with the power. However, in an ideal imager, the voltage will vary linearly with the 
incident optical power. A coeflScient of 20 will be used here for purposes of consistency 
with the rest of the imaging community. 
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active area corresponds to particular L^j values and TDC codes. Selectively 
ignoring particular TDC codes will eliminate some noise, but at the cost of 
signal. The exact fraction ƒ to be ignored will depend on the incident optical 
power and the distribution of the noise in the tg histogram compared to the 
signal distribution. 

It may not be immediately obvious, but once the incident optical power 
reaches a certain level, all of the TDC codes should be used. However, at 
high enough optical powers, even if the noise was perfectly localized the 
signal increase from inchiding the noisy TDC bin would be larger than the 
noise increase from ignoring noisy TDC bins. Quantitatively, if the DCR 
is perfectly localized to a single TDC code that contained fraction fo of all 
events, then the active fraction will be either 1 — /o with noise reduction or 1 
without. Use of (7.1) with and without the removal of the particularly noisy 
diode region gives 

201og,o(V(l - /o) /^) < 2 0 1 o g i o ( ^ ^ ^ ^ ) , (7.2) 

yO^^U^ < ^ - ^ , (7.3) 

M \ / ( l - fo) < /^ - /''noise, (7.4) 

^r'"" < /i, (7.5) 
1-/0^=70) 

yielding the event rate n corresponding to the incident optical power for which 
no TDC codes will be ignored. Above this optical power, noise mitigation 
is pointless ^ the signal is shot-noise dominated. For a noise rate of IkHz 
perfectly localized to 10% of the qiicnch time histogram codes, when //, > 
19, 500kHz no TDC bins should be deactivated. 

However, the noise will not be perfectly localized because the statisti­
cal nature of the ionization process creates uncertainty in the quench time. 
Thus, it will be necessary to determine which regions should be ignored and 
which should be included for specific levels of light incident on the diode. 
Algorithms 1 and 2 describe a brute force method of experimentally deter­
mining the TDC bins which should be ignored for a specific hght level. The 
algorithms work by testing every possible combination of active and inactive 
TDC codes, and then choosing the masked codes that yield the best SNR 
increase. 

97 



Algori thm 1 Calculate SNR for SPAD-coupled TDC of 7i codes 

Require: mask (which TDC bins to mask), crFromBin (coimt rate for a 
particular TDC bin), dcrFromBin (dark count rate for a particular TDC 
bin) 
t̂ <- 0 

for b = 0 ^ n do 
if 2'' & mask then 

lu ^ /i+crFroniBin[6]—dcrFromBin[6] 
a^ •(— (7'^+crFrornBin[6] 

end if 
end for 
r e tu rn 20 • log (/̂ -/cr) 

Algori thm 2 Calculate which of n TDC bins to mask for the best SNR 

Require: crFromBin (count rate for a particular TDC bin), dcrFromBin 
(dark count rate for a particular TDC bin) 
SNR„,ax < oo 
bestMask<- 0 
for i = 0 -^ 2" - 1 do 

SNRniasked •^maskedSNR(i, crFromBin, dcrFromBin) 
comment Alg. 1 shows how to comp\itc the masked SNR 
if SNR,^asked > SNRn.ax t h e n 

SNRinax - ^ SNRinasked 
bestMask-̂ — ? 

end if 
end for 
re tu rn bestMask. SNRmax 

98 



7.2.1 Results 
Fig. 7.3 shows the experimentally measured SNR increase for the diode pre­
viously presented in Figs. 7.1 and 7.2. Photon flux in this figure is derived 
using the mean ECR increase and a previously measured PDF value of 30% 
for the specific operating conditions. The diode exhibits an 8dB increase in 
SNR in photon-starved hght levels, though the SNR increase goes to nothing 
as the signal shot noise increasingly dominates the noise power. Also shown 
in the figure arc the shot-noise-limited, noise-reduced, and raw SNRs. The 
noise-reduced SNR is still quite low compared to the shot-noise-limited SNR 
at low photon fluxes. This is due to the fact that the noise is not perfectly 
localized — i.e. the DCR in this diode is the sum of standard DCR pro­
cesses, causing a DCR of ~850Hz spread uniformly across the diode, and 
a fixed-position defect which causes '~-̂ 37,000Hz of noise. The shot-noise-
Umited curve also has the PDF of 30% included in the curve - the ideal 
image sensor would be roughly 3.3 x better for the same photon flux. 

The SNR increase will saturate at roughly -|-8dB, since the noise cannot 
be completely removed. As the incident optical power goes to zero, the SNR 
increase will approach 

201ogio ( 1,^ . . - 1 - 201ogio 

1 0 1 o g , o ( ( l - / ü ) ^ ) . (7.6) 

The experimentally measured increase of 8dB is in good agreement with this 
formula for the reduced noise level at air active fraction of 0.6, given that the 
measin-ement of //,; is several kHz. 

Fig. 7.5 shows what fraction of the area is active or inactive as the ECR 
increases. At low ECRs the active area is expected to be roughly 60% of 
the low-noise SPAD's active areas. The active area during noise reduction 
remains so high because the fixed-position defect is close to the edge, whereas 
nearly all of the center-seeded avalanches end up in the same TDC bin. 
Fig. 7.3 exposes a major hmitation of the technique, which is that for most 
diodes, the SNR increase is expected to be much smaller than what this 
diode exhibits. Because the fixed-position defect is so close to the edge, much 
of the diode's area can remain active, even when noise-reduced. However, 
many diodes with fixed-position defects will have the defect near the middle, 
possibly forcing the removal of the TDC bin with the most events. This 
would cause a smaller increase in the SNR, since a larger fraction of the 
active area would need to be removed. 
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7.3 Chip-to-chip Variation 

An important question to address when assessing the feasibihty of noise re­
duction is whether or not chip-to-chip variabihty will cause sizable distor­
tions to the quench time. Whether or not uniform conditions exist across 
chips is the most important consideration when assessing the uniformity of 
avalanche propagation. To test the uniformity, the breakdown voltage of dif­
ferent SPADs from eight different chips^ was acquired using the sweep and 
subtract method with 0.Ü2V steps presented in Ch. 3. Fig. 7.6 presents the 
Vbd variation; Table 7.1 presents this data in a tabular format. Of interest is 
the smaller intra-chip variation for larger diodes compared to smaller diodes, 
and the smaller intra-chip variation compared to the inter-chip variation. 
Because the accuracy of the sweep-and-subtract method is 0.02V, the stan­
dard deviation of the large diodes may simply be a artifact of the acquisition 
techniciue; the smaU set size of A < 40 spread across eight chips docs not 
help in this regard. However, the larger variation in the pill-shaped and small 
diodes, which show a distorted Vbd, will be an important consideration when 
trying to properly bias these diodes. 

As Fig. 7.6 shows, chip D is the single outlier, exhibiting SPADs with 

The presentation of effects here is different from the order in which they were found 
diid characterized. Attempting to explain the Vbd variation resuhed in the idea that 
the compensation from the well doping caused the inactive distance and the shift in the 
breakdown voltage, spurring the discussion of non-uniformity. 
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Mean Vbd 
A/Iaximum Vbd 
Minimiun Vbd 
Vbd Range 
Vbd Std. Dev. 
I n t r a - c h i p v a r i a t i o n (mean 
of chips' Vbd std. dev.) 
I n t e r - c h i p va r i a t i on (std. 
dev. of chips' mean Vbd) 

Mean Vbd 
Maximum Vbd 
Minimum Vbd 
Vbd Range 
Vbd Std. Dev. 
Intra-chip variation(mean 
of chips' Vbd std. dev.) 
Inter-chip variation (std. 
dev. of chips' mean Vbd) 

SPAD Geometry | 
Large 
Circular 
18.48 V 
18.69 V 
18.19 V 
0.50 V 
0.12 V 

0.02 V 

0.12 V 

18.52 V 
18.69 V 
18.39 V 
0.30 V 
0.08 V 

0.02 V 

0.08 V 

Pill-
shaped 
18.64 V 
18.85 V 
18.29 V 
0.55 V 
0.13 V 

0.04 V 

0.13 V 

18.68 V 
18.85 V 
18.49 V 
0.36 V 
0.09 V 

0.04 V 

0.08 V 

Small 
Circular | 
19.21 V 
19.50 V 
18.70 V 
0.81 V 
0.19 V 

0.07 V 

0.18 V 

19.27 V 
19.50 V 
19.00 V 
0.50 V 
0.12 V 

0.07 V 

0.08 V 

Table 7.1: Vbd Variation Statistics of different SPAD geometries from 
eight chips in a temperature chamber at 25° C are summarized. Each chip 
contains 3 small circular SPADs (6 micron diameter). 6 large circular SPADs 
(12 or 24 micron diameter), and 12 pill-shaped SPADs (roughly 6 microns 
by 30 microns). 

103 



mean VbdS several standard deviations from the other chips. The effect of 
chip D is largest on the inter-chip variation of the VM', without chip D, all 
diodes show a Vi,d std. dev. of 0.08V, whereas with the chip the other 
diodes show a larger variation. To assess the performance difference, the 
quench times acquired from diodes on chip H were compared to the quench 
times acciuired from SPADs on chip D. Fig. 7.7 shows that the quench time 
for the chip with the higher breakdown voltage is slightly longer than that of 
the chip with the lower breakdown voltage. From a qualitative standpoint, 
this makes sense; a higher breakdown voltage implies less ionization occurring 
at the same excess bias, with slower carrier build-up, avalanche propagation, 
and quenching. 

The SNR increase of -|-8dB presented above is for a SPAD from chip 
D, which has a slightly worse quench time difference of ~120ps than the 
~140ps exhibited by chip H. The variability in breakdown voltage from chip 
to chip does not appear to change the quench time differences much, implying 
negligible variability when utilizing position localization techniques. 

7.4 Discussion 

While a modest SNR increase of -|-8dB could be the difference in statisti­
cal significance in a light-starved setup, the technique's drawbacks are too 
large at this point in time to consider it useful for widespread adoption. In 
large arrays of small pixels, it is probably more practical to include a pro­
grammable memory that shuts off the noisy pixels, rather than including 
another comparator and a TDC with a precision better than 20ps. Addi­
tionally, the technique was not found to be useful in circular SPADs due 
to the smaller quench time differences between edge- and center-triggered 
avalanches. The technique may be interesting once 3D integration of CMOS 
circuits becomes more commonplace, and the TDC and comparators can be 
placed on a different chip, but until that point in time the loss in fill fac­
tor is likely to prevent wide-spread use. The effect may also be improved if 
different versions of position-sensitive SPADs become available, e.g. quadra­
phonic diodes operating in Gciger-mode, comparable to existing devices that 
operate in the lincar-modc[107]. 

Despite these drawbacks, noise localization in this manner could open 
up interesting possibilities when studying noise from a research perspective. 
Ch. 5 presents noise increases from radiation — are these increases caused 
mostly by fixed-pattern noise, or is the noise uniform throughout the diode? 
Is afterpulsing dominated by a few traps with particularly poor release times, 
or is afterpulsing spread uniformly throughout the diode? Do all SPADs with 

104 



I 
high noise exhibit fixed-pattern noise, or do some high-noise SPADs have 
their noise uniformly generated across the active area? These are important 
questions that the noise locahzation technique may help answer. 

i 

105 



Chapter KJ 

Sensors for Positron Emission 
Tomography: A Case Study 

This chapter presents an analysis of SPAD trade-offs relevant to positron 
emission tomography, specifically focusing on whether the fill factor or tim­
ing resolution is more important for sensors targeting time-of-flight positron 
emission tomography (TOF PET). The work was inspired by questions as 
to whether or not the MEGAFRAME system[108], a SPAD-TDC array with 
superior timing resolution but low fill factor, would be an effective PET sen­
sor when compared to higher fill factor devices with lower timing resolution, 
such as digital silicon photomultipliers[75]. This chapter is based on results 
published in [109]. 

8.1 A Short Overview of P E T 

Positron emission tomography is a type of functional imaging often used 
in cancer detection. PET works as follows: a positron-emitting substance, 
often the glucose analog fludeoxyglucose (FDG), is injected into a patient. 
The substance is designed such that it will concentrate in areas using a 
lot of energy, such as tumors undergoing rapid growth. When a molecule 
emits a positron, the positron will react with nearby electrons, usually cre­
ating two anti-parallel ganmia-rays, each with 511keV of energy. Though 
the gamma-rays can be detected by conversion to Cherenkov photons[110], 
in commercial systems a scintillator-coupled photomultiplier converts the 
SllkeV 7-rays to processable electrical signals. When multiple gamma-ray 
detectors are placed in specific geomcrrios, such as a ring, gamma-rays si­
multaneously incident on two of the detectors, a coincidence event, imply a 
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positron-electron annihilation between the two detectors. Use of algorithms 
such as filtered back-projection can recover images of positron activity from 
coincidence events[lll]. Due to the possibihty of Compton scattering, the 
photonmltipliers must be able to estimate the energy in the arriving gamma-
ray; if the energy is too low, the gamma-ray may have scattered before reach­
ing the scintillator, and the position estimate will not be uscful[3]. 

If the gamma-ray detectors are able to determine the gamma-ray's ar­
rival time with an accuracy that is <500ps, timing information can aid in 
determining the originating positron's position. This is TOF PET. which re­
quires lower radiation doses and generates images with less noise, especially 
for large-volume scanners like human scanners[112]. 

Recently, there has been a growing interest in using silicon-based pho-
tomultipliers rather than PMTs for TOF PET. Silicon is easy to produce, 
process, and requires lower bias voltages. Additionally, silicon does not dis­
tort magnetic fields, creating the possibility of a dual PET-MRI system[113]. 

Thus, the goal of a PET sensor is to detect a gamma-ray's energy and 
arrival time as accurately as possible using knowledge about the timing 
distribution of emitted scintillation photons, generally modeled as a sin­
gle exponential[3]. The electrical waveform output by PMTs and analog 
SiPMs can be used to estimate both of these quantities. However, due to the 
MRI-incompatible materials used in PMTs, along with distortions in analog 
SiPMs and readout caused by the Hall effect, the following discussion will 
focus on so-called "digital SiPMs," which output digital time information 
using on-chip TDCs. 

8.2 A Single-Exponential Model 

Imagine, for a moment, that the "holy grail'" sensor discussed in Ch. 1 is 
available - a silicon chip that gives the arrival time of every incident photon 
with no distortion and this chip is coupled to a shot-noise-free scintilla­
tor which outputs light with a single exponential decay. What would the 
inaccuracy in the timing estimate be if this setup was available? When the 
measurements of the scintillation photons' arrival times are i.i.d. with a sin­
gle exponential governing the distribution, an elegant, closed-form solution 
exists for estimating the gamma-ray's arrival time. 

Assume that a scintillator-coupled SPAD array measures time stamps 
ii-../„ corresponding to the photons emitted by a scintiUaLion when a gamma-
I'ay is incident at time IQ. Each one of these time stamps, as per the assump-
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tion in the previous paragraph, has a PDF governed by a single exponential 

(0 i f^ ,< /o , 
/r(fO = < I / . , \ (8.1) 

with Td being the time constant of the exponential. The time stamps can be 
sorted to find the order statistics, ii„...i,i„. The governing distribution of 
these statistics will be the Rènyi representation[114]. 

r.'. = '" + --È(;r:TTï)' (**-^> 
with the Zfc variables being i.i.d. exponential distributions with time or 
rate constant one, i.e. A = r = 1. As the Zk variables are i.i.d., with 
E[Zk] = 1 and var(Zfc) = 1, the moments of Tj follow from basic tenets of 
probability [69]. being 

(8.3) 

var(T,„) = . J j : ( - - i ^ )^ (8.4) 

To derive the covariance between T^ and Tj„, note that the two have the 
Z-[--.Zmm(i.j) variables in common, along with these variables' coefficients. 
Thus, 

covar(Tj „, T, „) = var(T,™n(,j) „). (8.5) 

First it will be shown that, for an unbiased, linear estimator based on 
any pair of {Tm-Tjn), all weight in the estimator should be given to the 
order statistic with lower rank. This result will then be expanded to non-
pair estimators, proving that only the lowest order statistic should be used 
when estimating to-

For the pair (Tj„,T, „), the unbiased, linear estimator ot to will be 
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The variance of this estimator will be 

va.v{to{Ti.,n, Tj:n)) = var (aT^^n) + var ((1 - Q)Tj,n) + 

2 • covar {aTr,„, (1 - a)Tj.,n), (8.7) 

with the sums disappearing because the variance of constants is zero. As­
suming WLOG that i < j , by (8.5), covar(Ti:n.Tj;n) = var(Tj:„), and the 
expression can be simplified to 

var(fo(T,„, T^.J) = var(T,„) + (1 - a)^ (var(T, „) - var(T,„)). (8.8) 

Because var(Tj:„) > var(Tj:„), both (va.r(Tj:„) — var(T,:„)) and (1 — a)'^ are 
non-negative quantities. The expression is minimized when o; = 1, implying 
all weight in the estimator should be placed on the order statistic with lower 
rank to achieve a better estimator. 

The unbiased, linear expression for all order statistics will be 

var(fo(Ti.„...T„:„)) = Yl W^^ W>- " ^ ' ^ E L ^ + i ) ) ) ' ^̂ "̂ ^ 

with Y^i^ii'^i) ~ 1- By the previous result, for any pair consisting of a^Ti-n 
and QjTj-n, the estimator variance will be lower if Oj = 0 and «i has the 
highest possible value. By induction, when QI = 1 and all other as are zero, 
the estimator will have the least variance of any linear estimator. Thus, the 
minimum-variance, linear, unbiased estimator will be solely the result of the 
first order statistic, with the estimation error following an exponential dis­
tribution with time constant r^/?). The error in estimating any B~^ particle's 
position will be the convolution of these two distributions, yielding a FWHM 
of Td/n{2 ln(2)). The FWHM yields a very good result, though the tail behav­
ior of this distribution does not match that of a normal distribution, falling 
off as exp(l/i), and not a normal distribution's cxp(l/^^). 

The fact that only the first order statistic is necessary is intuitive when 
the memorylessness of the generating process is considered. The time dif­
ference between the first order statistic and the gamma-ray's arrival time is 
exponentially distributed with time constant r = Td/n. due to the fact that 
the order statistic is the first sample chosen Jtrom n exponentially distributed 
processes with time constant r. By induction, and due to the fact that the 
processes are memoryless, the difference in time between the second order 
statistic and the first order statistic is an exponential process with time con­
stant r = Td/{n — 1). Similarly, the difference^ between the second and third 
will be exponential with constant r = rrf/(n — 2). In other words, the first or­
der statistic poorly samples the arrival time, the second order statistic poorly 
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samples the first, the third poorly samples the second, etc. Because the sec­
ond order statistic is a sample of the first, there is no additional information 
that is added by the second order statistic. 

The lack of new information comes from the memorylessness of the gov­
erning processes - if any information were to be present in the second order 
statistic that is not present in the first order statistic, then the process must 
have some memory of prior events^. This fact will be an important guiding 
principle when working with distributions that approach memoryless distri­
butions over time, such as double-exponential distributions. As the distribu­
tion approaches memorylessness, higher rank order statistics become poorer 
estimators. 

8.3 Sensor Requirements 

A number of questionable assumptions were made to achieve the statistical 
lower bound in the previous section: shot noise was neglected; the SiPM was 
assumed to be ideal; and the scintillation photons were assumed to follow a,n 
exponential distribution. In reality, none of these assumptions are reasonable. 

However, the initial proof provides a basis for a first-order analysis of the 
timing uncertainties inherent in TOF PET utihzing SiPMs. If the distri­
bution governing the scintillation photons' arrival times is known, the best 
single-photon-based estimator can be derived. The parameters influencing 
the scintillation photons' arrival times can be swept to answer important 
questions when considering constructing PET sensors, especially concerning 
the fill factor's trade-off with timing uncertainty. The major weakness in 
this analysis is that only estimators based on single order statistics will be 
compared. 

8.4 Estimating Performance Results with 
Order Statistics 

Let fa{t) and Fa{t) be the PDF and CDF, respectively, governing the mea­
surement of the arrival time of scintillation photons to a digital SiPM. This 
PDF will be assumed to be a double-exponential function 

(o 1ÏK0, 

^ '̂̂ ^ -^^^ i f t > Ü , 

•'The result only follows if the definition of a memoryless process is intuition. 
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with Trf and r̂ . being the decay and rise times, respectively[115]. The PDF 
of the measured arrival times, ƒ (i), is assumed to be the convolution of fa{t) 
with a normal distribution representing the SPAD's jitter, 

f{t) = ^{i)*^f[^^.a']{t), (8.11) 

where 7V[/i. (j'^]{t) is a normal distribution (mean /u, std. dev. a) and a is 
the std. dev. jitter of the SPAD comprising the digital SiPM array. Photons 
emitted by fast scintillators such as LYSO tend to be around 400nm in wave­
length; thus the exponential tail will be negligible in the timing response, 
and the Gaussian approximation will be a good one[67]. The variable /i will 
be set to 1 nanosecond to account for delays introduced by the readout cir­
cuitry, though this variable will be unimportant when considering the final 
result as it will not appear in the distribution of coincident gamma-rays. 

Any distribution independently sampled n times wall yield order statistics 
with PDFs given by 

f knit) ^n(j^~ ^^f{t)F{t)'-' [1 - F{t)r' , (8.12) 

where k denotes the fc^^' order statistic[114]. In the context of this problem, 
when sampling f{t) the variable n will denote the number of avalanches ex­
pected to be generated in a dead-time free detector from scintillation photons, 
n is also known as "primary photoelectrons." Because the double-exponential 
process is not memoryle&s like the single-exponential, there is no longer any 
guarantee that the first order statistic will be the basis for the best estima­
tor. Neglecting, for a moment, afterpulsing, noise, shot noise, and dead time, 
the F\MIM of the order statistic's distributions can be compared to find the 
index of the minimum-FWHM estimator based on a single order statistic. 
The assumptions about noise, dead time, shot noise, and afterpulsing will 
then be revisited, to see if it is reasonable to ignore these effects. 

Fig. 8.1 shows the double-exponential governing the arrival of scintillation 
photons from LYSO on the digital SiPM, with r̂  = 500ps and r(/=40ns. 
There is still disagreement in the rise time of the generation process; two 
different results will be compared for LYSO, with TJ. = 80ps or r,. = 500ps, 
to see what effect this variable will have on the end result[116, iiöj. 

Fig. 8.2 shows the first five order statistics from a simulated, LYSO-
couplcd SiPM with n =100 or 800. When n = 100, the first order statistic 
IS a better estimator than any other order statistic; however, when n — 800, 
this is no longer the case. Imagine that the SPAD jitter a war ir.-^.rj}' times 
larger than even r^ — in this case, f{t) would be ~ Af[fj.a^]{t). and the 
median order statistic would be the best estimator. If the double-exponeni ial 
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Figure 8.1: Generat ion and Measurement Distr ibutions for LYSO 
— shown are the simulated generation (top) and measurement (bottom) 
distributions for LYSO, as defined in (8.10) and (8.11), respectively, with 
insets showing the first few nanoseconds. Overlaid on the bottom inset is the 
sensor jitter. In these graphs, r̂  = 500ps, r,; = 40ns, and a = 190ps. 
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Figure 8.2: Initial Scintillation Pho ton Arrival Time Distr ibutions 
— Shown arc the order statistics of rank 1. 2, 3, 4, and 5, when 100 (top) or 
800 (bottom) samples arc taken from the ƒ(/) in (8.11). These distributions 
reflect the arrival times of the P' to 5'''' scintillation photons. Also included 
is a lOOx scaled version of original f {I) (dashed curves), the distribution from 
which the samples are taken. 
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Figure 8.3: Est imation Error vs. Order Statist ic Rank for LYSO 
— shown is the ï'WHM of the k^^ order statistic's distribution for various 
detection efficiencies when TJ. = 500ps, r^ = 40ns, and the SPAD jitter (a) 
is 190ps. The FWHM of the distribution is identical to the FWHM of the 
estimation error when that particular order statistic is used as the basis of 
the gamma-ray's arrival time estimator. 

is viewed as, approximately, a Gaussian convolved with a single-exponential, 
then the situation depicted in Fig. 8.2 can be intuitively viewed as a match 
between the best estimator for the Gaussian, which is the median order 
statistic, and the best estimator for the exponential, which is the initial 
order statistic. 

Fig. 8.3 shows how the FWHM of order statistics with ranks between 1 
and 15 will vary for a LYSO-coupled SiPM with a microcell jitter of 190ps. 
If this particular order statistic's rank is used as the basis for the estimator 
oi the gamma-ray's arrival time, then the FWHM will also describe the error 
in such an estimator. As Fig. 8.3 shows, n increasing will cause the rank of 
the best order statistic to also increase. 

8.5 Revisiting the Assumptions 

Before discussing the results, it is necessary to check, based on the new 
information, whether or not the lack of several factors in the model is justified. 
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8.5.1 Shot Noise 
Now thai the rank of the optimal order statistic for an estimator is known, 
the contribution of shot noise can be quantified. Let the optimal rank be 
To- To find the distortion from shot noise, the distribution of tr^:n can be 
compared to the sum of the tj-^-.n distributions when weighted by a Gaussian 
with mean n and std. dev. ^/{n). In other words, the distribution distorted 
by shot noise, /shot(^), will be 

with the YlT=i •^[''^! '"'K^) term in the denominator necessary for the purposes 
of normalization. Beca\ise the value oi M[n,n\{k) will be negligible when k 
is not in n ± 3y^, (8.13) can be evaluated with a restricted support. 

Fig. 8.4 shows /3:77o(*), .h:80oit)', /3:83o(^)! and the scaled deconvohition 
of ./3;8oo(0 with (8.13)'s result. The deconvohition can be thought of as a 
graphical description of the shot noise's degradation of the estimate. If the 
deconvolution has a a larger than or similar to /s^soolO's std. dev., then the 
shot noise will cause degradation. However, Fig. 8.4 shows this is not the 
case for n = 800 -— the shot noise's contribution to the timing uncertainty 
is trivial compared to the inherent timing uncertainty. All tested conditions 
had increases of less than 5% in FWHM due to the shot noise. Thus, the 
shot noise does not cause significant error in the arrival time estimate. 

8.5.2 Noise 

Three types of noise may interfere with the estimate — imcorrclatcd noise, 
afterpulsing, and crosstalk. 

Because afterpulsing occurs after the avalanche diodes themselves have 
fired, afterpulsing will not cause any impact on the arrival times of the initial 
scintillation photons. Thus, afterpulsing can be safely disregarded. 

Unfortunately crosstalk cannot be so easily disregarded. However, the 
effects of crosstalk can be ignored so long as the probability of an avalanche 
being caused by crosstalk before the measurement of the ideal order statistic 
is set to be low, say 5%. If the probabiUty of crosstalk is 0.5%\ then only 
the first ten order statistics can be considered, and in this case crosstalk can 
be neglected. 

'This probability may seem quite low; however, crosstalk is highly correlated in space, 
and a digital silicon photomultiplier might be able to suppress nearby cells' firing to aid in 
the reduction of crosstalk. Future work will need to address how much of an issue crosstalk 
is in tightly packed arrays. 
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Figure 8.4: Shot Noise Degradat ion of a Gamma-ray ' s Arrival Time 
Est imate — shown are the distributions of the measured third photon arrival 
when n =770, 800, or 830 (sohd), along with a scaled Gaussian distribution 
that approximates the shot noise degradation (dashed) for n = 800. In all 
simulated trials, the shot noise caused the estimation error's FWHM to vary 
less than 5%. 

The same is not true of uncorrelated noise. To understand the effects 
of uncorrelated noise, it is necessary to have a trigger condition for when 
photons from a gamma-ray are arriving. Let the trigger condition be as 
follows: assume that a gamma-ray has arrived if four or more avalanches 
occur in the five nanoseconds following an initial avalanche, and assume that 
this initial avalanche is the order statistic with rank one. Two things must 
be checked. First, no avalanches should occur five nanoseconds before or 
after the initial scintillation photons. Second, the ideal order statistic for 
estimation must occur within five nanoseconds of the initial order statistic. 

The probability that a dark count will occur in the ten nanoseconds sur­
rounding the event is 1 — exp(r • (10 ns)), with r being the event rate of noise. 
The probability of a dark count in this window is less than 1% if the noise 
rate is ~lMHz. increasing to ~5MHz if the probabihty is relaxed to 5%. 
Thus, so long as the noise rate is less than 5MHz, there will be a negligible 
effect from uncorrelated noise. 
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8.5.3 Dead Time 

When a SPAD avalanches, it must be restored before it can avalanche again. 
If the ideal order statistic for the gamma-ray's arrival time has a large rank, 
then there will be some distortions in the order statistic's distributions due 
to the decrease in active area as more and more SPADs avalanche. The 
probability that a scintillation photon will impinge on an avalanching SPAD, 
that is that two SPADs will share a photon, is exactly analogous to the 
birthday problem, which is the probability that two people in a room share 
a birthday[117]. For a 1,000 cell SPAD array, fewer than 11 SPADs must be 
expected to fire for a >95% chance that none of the a,valanches are expected to 
occur in the same cell. The exact same criteria used to hmit the performance 
in the case of afterpulsing, that fewer than 10 cells fire, is also valid in this 
case. 

8.6 Results 

The minimum for each curve in Fig. 8.3 can be found, and then the detector 
efficiency can be swept to yield the FWHM error of a gamma-ray's arrival 
time for a particular set of conditions. As per the discussion of distortions 
from dead time and crosstalk, the minimum will also be considered if the 
order statistics are restricted to being of rank 10 or less. Figs. 8.5 and 8.6 
show these sets of points as contour plots for four different {jfi^Tr) pairs, 
representing: LYSO with rr=500ps; LYSO with r^ =80ps; LaBrs; and an 
imaginary scintillator. Fig. 8.6 also contains curves produced when only 
order statistics of rank 10 or less are considered. 

As the figures show, at low detection efficiencies the microcell jitter has 
little to no effect on the estimation error of the gamma.-ray's arrival time. For 
small 71, the distortion from the rise-time will be minimal. As n increases, 
the overlap between the first order statistic's distribution with the section 
of the measurement CDF and PDF will increase, with increasingly divergent 
behavior in the initial order statistics. For scintillators with faster decay 
times, the timing jitter becomes increasingly important as more than 1,000 
scintillation photons are expected to create avalanches. However, even when 
a 200ps jitter SiPM coupled to LaBrs is expected to observe 2,000 scintillation 
photons, it is better to double the photon detection efficiency than it is to 
halve the jitter. 

Figs. 8.5 and 8.7 shows the important role that the rise time plays in 
the estimate of the ganuTia-ray's arrival time. In Fig. 8.5, as T^ changes 
from 500ps to 80ps, the estimation error is cut roughly in half. There is 
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Figure 8.5: Single G a m m a - r a y Ar r iva l T i m e E s t i m a t i o n E r r o r s — 
shown are FWHM errors (in ps) of the gamma-ray arrival time's estimate 
for LYSO coupled to a digital silicon photomultiplier with various microcell 
jitters (ordinate) and detection efficiencies (abscissa). The rise time of the 
LYSO was simulated as either öOOps (top), or 80ps (bottom). 
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(b) Imaginary Scintillator with Td = lOns, T,. = 500ps 

Figure 8.6: Single Gamma-ray Arrival Time Estimation Errors 
(cent.) shown are FWHM errors (in ps) of the gamma-ray arrival time's 
estimate for LaBrs (top) or an imaginary scintillator (bottom) coupled to a 
digital sihcori photomultiplier with various microcell jitters (ordinate) and 
detection efficiencies (abscissa). The decay and rise times of the LaBra were 
17ns and 100ps[118]; they were iOns and 50ps for the imaginary scintiUa-
tor. The solid lines show the estimate with dead time and crosstalk effects, 
with the dashed lines show the estimate with the compensation discussed in 
Sec. 8.5 for these effects. 
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Figure 8.7: S ingle G a m m a - r a y Ar r iva l T i m e E s t i m a t i o n E r r o r s 
(cont.) shown arc FWHM errors (in ps) of the gamma-ray arrival time's 
estimate for LYSO coupled to a digital silicon pliotomultiplier with various 
rnicrocell jitters (ordinate) and scintillator rise times (abscissa). The rmm-
ber of primary photoelectrons was simulated as either 2,400 (top), or 4,800 
(bottom). 
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still a large disagreement in the literature as to the exact value and cause 
that the rise time should take. Values as low as 80ps have been reported 
for small LYSO crystals, though larger rise times have been reported for 
larger LYSO crystals. Fig. 8.7 shows the nearly linear trade-off between the 
SPAD detector jitter and the rise time from a LYSO crystal for set detector 
efficiencies. To keep the same minimum bound when using a crystal with 
a higher rise time, the detector must have a better jitter. No matter the 
cause of the rise time, it is an important factor when simulating the error in 
estimations of a gamma-ray's arrival time. 

If LYSO is assumed to give off 14,000 scintillation photons per 511keV 
gamma-ray, for system detection efficiencies (consisting of the PDP multi­
plied by the fill factor) below 10%, the SiPM's timing resolution plays almost 
no part in the estimation error of the gamma-ray's arrival time. If the system 
detection efficiency increases to 20%, the timing resolution begins to factor 
if Tr is SOps, but for LYSO with a longer rise time of 500ps, the timing res­
olution plays very httle role until the system detection efficiency is 30% or 
greater. Similarly for LaBrg and the imaginary, 10ns decay time scintillator, 
the timing resolution is not critical until the number of primary photoelcc-
trons increases past several thousand. 

Finally, Fig. 8.6 shows the effect of limiting the estimators to the first 
10 order statistics to mitigate the distortions from crosstalk and dead time. 
The effect will cause distortions for an efficient detector with a large jitter, 
which is reasonable given that as the jitter and detection efficiency increase, 
more order statistics have their distributions distorted by the rise time. 

There are several weaknesses in the present model that future work will 
need to address when using these types of statistical analysis. First and 
foremost, there is no experimental data presented here, just a model. Exper­
imental data is needed to verify the timing information, and systems have 
begun to be created that can perform this verification[68]. The assumed 
crosstalk value, 0.5%, does not accurately capture the high rates of crosstalk 
in tightly packed SPAD arrays, and this particular point is probably the 
weakest portion of this analysis. Additionally, estimators based on single 
order statistics, while ideal for the single exponential case, are not likely to 
be the best estimators for generation processes that differ from the single 
exponential case. Ongoing work is already examining how estimators based 
on multiple order statistics can improve the estimation error[119]. This work 
is important for understanding the tradeoffs in different chip architectures, 
and making the best possible PET sensor with the limitations of current 
technology. 
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Chapter ^ 

Conclusion 

Many applications, especially biomedical ones, rely on the nnique nature 
of light. This thesis has discussed how understanding the physics behind 
CMOS-integrated SPAD& is important when deciding on sensors and archi­
tectures to detect photons for apphcations such as positron emission tomog­
raphy. 

9.1 Contributions 

Following presentation of background information, Cli. 3 presented charac­
terization techniques for measuring SPADs. Four different methods of mea­
suring the breakdown voltage in situ were compared, with errors ranging 
from O.IV to 0.5V depending on the measurement conditions. Three meth­
ods for measuring the afterpuising were discussed, along with an estimation 
of the afterpuising probability per unit charge. A comparison of techniques 
for measuring the inactive distance showed good agreement with one another. 

Ch. 4 discussed the importance of ensiiring that single photons are in­
cident on the device during a timing jitter measurement is shown; a good 
match is shown between an experimentally measured decrease in the diffusion 
tail along with the predicted value. A decrease in quench time of roughly 
200ps was observed when multiple photons were simultaneously incident on 
a single SPAD. 

SPADs' insensitivity to magnetic fields with magnitudes of nearly lOT 
was hypothesized and experimentally measured in Ch. 5. The multiplication-
assisted diffusion model has been extended to include the effects from a con-
vective force acting on the carriers in the magnetic field, predicting no change 
and estimating a minimum field strength when the avalanche propagation 
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would show statistically signficant distortion. Also shown is the increase 
in noise from ~1.25MeV 7-rays, with a discussion on the lifetime of PET 
sensors. 

Motivated by the use of position sensitivity, Ch. 6 presents a diode with 
an electrically controUable breakdown voltage in a portion of the diode via 
modulation of the voltage on a polysilicon layer above the edge of the diode. 
The breakdown voltage, which can be modulated between 16V and ISV, is 
shown to be in good agreement with the theory. Additionally, the use of a 
negative voltage on the polysilicon, ostensibly exposing the high field region 
to surface-generated carriers, triggers RTS noise in the avalanche diode. 

Ch. 7 presents a SPAD capable of localizing fixed-pattern noise and selec­
tively ignoring this noise. Along with the underlying theory, an 8dB increase 
in SNR is shown for a diode. 

Ch. 8 examines under what circumstances noise will begin to effect a 
SPAD-based sensor's performance when targeting positron emission tomog­
raphy. The importance of fill factor is clear in this case study, especially 
when considering slow scintillators with high rise times. Fill factor is shown 
to be the dominant consideration in detector performance when LYSO with 
40ns decay and 500ps rise time is coupled to a SPAD-based sensor; even if the 
rise time is decreased to BOps, fill factor remains the dominant consideration 
under the SPAD-based sensor collects at least one third of the scintillator's 
output light. 

9.2 Future Work 

Like many theses, more questions have been raised here than answered. This 
section contains unanswered questions and their importance to future work. 

9.2.1 Operation in Hostile Environments 

In Ch. 5, an electrical technique was used to study the avalanche propgation. 
This technique relics on comparators which were not fully characterized in the 
magnetic field. Were the comparators unaffected by the field, like the TDC 
transistors?" Do the models accurately predict the comparator's performance 
as a function of temperature? Is a statistically significant shift in avalanche 
propagation measureable as a function of magnetic field strength? 

There were also several weaknesses in the noise increase from the irra­
diation. Can the noise increase be predicted? How wiU this noise increase 
change for larger or smaller diodes? 
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9.2.2 Reduction of Fixed-Position Noise 
If stereophonic methods are used to achieve position sensitivity instead of 
sampUng the quench time, how much more accurately can the seed position 
be locahzed? How uniform is afterpulsing across the SPAD's active region? 
Under what circumstances would switching the diode off be superior to lo­
calizing the noise intra-diode? How uniform is the breakdown voltage as a 
function of space? 

9.2.3 Multi-Photon Distortions 

How accurately can each of the three methods predict how many photons 
were incident on the diode? How resistant are these methods to environ­
mental effects? Will these methods help prevent against forced triggering in 
quantum key distribution systems? 

9.2.4 Control of the Breakdown Voltage 

If the un-silicidcd polysilicon was used to control the region under breakdown, 
would the SPAD exhibit spectral sensitivity? Will variations in the poly's 
thickness cause yield issues? Why does the RTS noise go away as the excess 
bias across the diode is increased? 

9.2.5 Positron Emission Tomography 

How much of an advantage would using a multi-photon estimator for the 
gamma-ray's arrival time have over a single-photon estimator? What hap­
pens when the crosstalk in an array is non-trivial? What is the ideal number 
of initial timestamps to acquire for a detector given a specific amount of noise 
and detection efficiency in a detector? How well can the energy resolution 
be estimated with the initial time stamps? 

9.3 Parting Remarks 

The role that SPADs will play in PET-MRl seems clear: there is no contempo­
rary competing detector that allows simultaneous acquisition of PET images 
with MRI compatible materials. SPADs also show promise in a plethora of 
single-photon applications inchiding quantum key distribution, fluorescence 
lifetime imaging microscopy, and scintillator characterization. Understand­
ing the device fundamentals creates the possibility of predicting performance, 
and improving detectors for these applications, as this thesis has shown. 
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Appendix A 
Ionization: Parameters and Governing 
Formulas 

A.l Carrier Acceleration 

In the diode itself, an electron of mass m.o will feel the Lorentz force, 

F=^q{Ê+Üx B). (A.l) 

With an electric field that is roughly 5-10^ V per cm and no magnetic 
field, an electron will feel a force with a magnitude that is approximately 
1F| = q\Ê\ ^ (1.6- iO-19C)(5-10'"^^) ^ 8pN. According to Newton's second 

law, this will accelerate the electron at a rate of roughly \a\ = |Fl/7no ~ 
_ M Ü _ ~ 8 « in i sm 

At this acceleration rate, the electron would reach a relativistic velocity in 
less than 40 picoseconds! Furthermore, this happens over a distance .5|a|t'^ a; 
5mm — just a few millimeters. In reality, however, the saturation speed[20] 
will limit the top speed of the atom due to scattering in the lattice. The 
saturation speed in silicon, roughly lO^̂ î̂  is reached in ~ 10./'s. Even at 
electric field magnitudes that are 10% of the peak strength, free carriers 
are expected to reach the saturation speed within lOO/s. When considering 
interactions on the order of picoseconds, it is a reasonable assumption that 
the free carriers travel at the saturation velocity within the entire depletion 
region. 
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A.2 Deriving the Multiplication Region s 
Current 

The derivation in this section is based on that from [29]. 
As described in the previous section, any free carriers in the depletion 

region will travel at the saturation velocity within the junction itself. The 
current densities for electrons and holes will be 

Jn{z,t) = -q-Vs-n{z,t), (A.2) 

Jp{z,L) = q-{-Vs)-p{z,t). (A.3) 

with the total current density being the sum of the two component densities, 

j{z,i)=Uz^O+U^,0- (A.4) 

Henceforth the vector portion of the saturation velocity and the current 
densities will be ignored, as per the assumption above. 

The continuity equations, 

— = Gn~Un + -V-jn, (A.5) 
ot q 

f = G V - [ / , - ^ V . i , (A.6) 

will govern the magnitude of the current during the build-up phase[20]. The 
carrier generation rates, G', will be assumed to be governed completely by 
impact ionization, with a rate of a • {;ri{z, t) -|-p(-2, t))). Any carrier generation 
by light, for example, will need to be governed by initial conditions. The 
recombination rates, f7, wih be assumed to be zero. 

Combining (A.3) and (A.6), 

= a\vs\^ri{z,t)+p{z,t)) - - V - [q • (-«,) •p(c ,0) , 

= a\üs\{n{z,t)+p{z,i)) + \vs\V-piz^t). (A.7) 

Siiniliarly for n, 

dn{z, i) 

dl 
a\vs\{n{z,t)+p{z4)) - \us\V • n{z,t). (A.8) 
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Summing (A.7) and (A.8), and simplifying with the carrier concentration, a 
sum of the electron and hole concentrations p{z, i) + n{z, i) = c{z, L), gives 

d\n(zA) +p(z,t)] „ ,^ , , , , , ,, 
- i ^ .̂̂ ^ '^ ' ^^ = 2a\v,\{n{z,t)+p{z,t)) + 

\vs\V •\p{z,t) ~n{z.t)l (A.9) 
dc{z,t) 

dt 
= 2a\vs\c{z, t) + \vs\V • \p{z, t) - n{z, t)]. (A.10) 

This equation can be integrated over the multiplication region and then di­
vided by the multiplication region's width to yield the average carrier con­
centration solely as a function of time. The initial boundary conditions will 
be that there are no electrons on the p-|- side of the junction and no holes on 
the deep n-well side of the multiplication — that n{zo, t) = p{zm, t) — 0. Ad­
ditionally, by Kirchoff's current law, the hole carrier concentration at the p-l-
edge of the multiplication region must equal the electron concentration at the 
n edge of the multiplication region, and both of these quantities will be equal 
to the mean carrier concentration within the diode, n(z,„, /) = piz^, t) — c{i). 
Thus. 

dc[zj)^^ 
dt 

dc{t) 
"̂̂  dt 

dc{t) 

™̂ dt 
. 9c{f) 
^"' dt 

dc{t) 

^"' dt 
_ dc{t) 
^'" dt 

dc{t) 

{2a\vs\c{z,t) -f \vs\V • \p{z,t)-n{z,t)])dz, 

= 2zrr,a\v^\c{t) + \vs\ {V • \p{z, t) - n(z, t)]) dz, 

= 2z,r^a\vMt) + 1̂31 (b(^. 0 - ri{z, i)]S^r) ' 

= 2Zrna\Vs\c{t) + 

\v,,\{\p{Zrn,t) ~n{Zrn,t)] ~ \p{zQ,t) - n{zo,t)]) , 

= 2Zr,M^%\c{t) + \o,\ ([0 - c{t)] - [c{t) - 0]) , 

= 2z,na\vs\c{t) - 2\v,\c{t), 

^^ = 2a\v,\cU)-2\vs\c.{t)/z,n- (A.ll) 

This expression can be simphfied if the transit time for a carrier across the 
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multiplication region, t-m = Zm/vg, is considered as a constant, 

dc{t) 

dt 
dc{b) 

dt 
dcjt) 

dt 

dt 

dt 

The coefficient 2 appears in T^ because each ionization creates two carriers, 
and in r„ because the carriers exit the diode via two positions. 

A.3 Estimating Mean Ionization 

a scales with the electric field magnitude as: 

a(|^|) = ylexp(-(a/|E|r), (A.17) 

= 2av,c{t)-2v,c{t)/z,n-

= 2aZmC{t)/tm - 2c{t)/tm, 

= c{t){2aZrr,/trr,-2/tm), 

cit] 
'''''' \lrn/{2aZJ {l,n/2)J' 

(A.12) 

(A.13) 

(A.14) 

(A.15) 

(A.16) 

.1 - r. I 

where A, a, and TTL are constants dependent on the material, being roughly 10^ 
per cm a,nd 1, respectively[120]. Because it is impractical during a simulation 
with a large number of element diodes to calculate the ionization rate for a 
set of points in each diode and then take the average, a function will be fit 
to this curve, and then the average ionization rate can be easily estimated. 

In order to estimate a, the magnitude of the electric field must be known. 
Using the relation between the peak electric field magnitude and the depletion 
region width [20], 

\Ê\ = qN^W/ts, (A.18) 

^ (1.6 • 10"^^ C)(5 • 10"̂  cnr-^) (720 nm)/(1.0 • 10^^" F/m), 

Rs 4.9 • 10^ V/cm, 

gives the peak electric field in an abrupt one-sided junction. As described 
m Chapter 2, the multiplication region of an abrupt one-sided junction com­
poses roughly the third the depletion region with the highest field strength. 
If the peak field is roughly 5.4 • 10" V/cm, the multiplication region will 
cover regions with fields varying from 3.6-5.4-10''̂  V/cm, with an average 
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field strength of roughly 4.5 • 10^ V/cm. As (2.3) describes, the depletion 
region width will vary as the square root of the applied voltage. If the ex­
cess bias varies from -0.5V to +4.0V, the width of the depletion region will 
vary from about 710 nm to 800 nm, causing the average electric field of the 
multiplication region to range 4.5-5.0-10^ V/cm. 

Thus the average ionization coefficient as a function of the applied voltage 
must solve the equation 

a(Vop) = — r (A • exp (-{a/\Ê{z)\yA) dz, (A.19) 

Using (A.18), along with the knowledge that |-E(c)| varies linearly from 
2/3 of the peak value at ZQ to the peak value at z\^ the integral can be 
rewritten as, 

(̂Vop) = — r [A • cxp ( - ( a / |E (c ) r ) ) dz, (A.20) 
7^ */ Z\ I'i 

and as per (2.10), 

l_ _ 1 
2'Tn. Zn 

^ 1 / 3 

-20 

^•exp(-(a/|E(2)|)'"))d~, (A.21) 

1 = r (A.exv{-{a/\Ê{z)\r))dz, (A.22) 

Use of a binary search allows a to be estimated at this point — a is approx­
imately 2.5 MV per cm. 

Fig. A.l shows how a varies with \E\, with the value of a from above. Ad­
ditionally, the mean value of this curve, averaged over a window of 2E5V/cm 
is also show, along with a fit to a based on the a value at Veb, which causes 
(ï's error in the region of interest to be less than 7%. For this reason, the 
mean ionization coefficients within the excess bias range can be estimated by 
(A.19), with the a being given by the value at the breakdown voltage. 
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average values in the region of interest, showing less than a 7% error. 
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Appendix B 
The Convective-Diffusion Equation's 
Vector Solution 

This chapter derives the analytical solution to the convective-difFusion equa­
tion using vector notation in cartesian coordinates, based on results for the 
single dimension case. The vector r signifies xx + yy, conveying cartesian, 
not polar, coordinates. 

Important identities are[121] 

V'(e«) = uV'ie) + eV'{u) + 2(Ve) • (V?/,), (B.l) 

V(eM) = eV{u) + uV(e). (B.2) 

The diffusion equation's solution for i > 0 in two dimensions (in other 

dimensions the normalization term will vary), assuming boundary conditions 

with a delta function at the origin at time i = 0, is 

Here forward, unless noted, it is assumed that c = 0 when i < 0, c{f, 0) = 
0 when 1?̂  > 0 and c{f. 0) = 1 when \f\ = 0. 

Some substitutions are necessary to simplify the equation for these equa-

I 
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tions in a non-vector format 

dc 

at T 
r(x, y, t) = exp(7^ + A • r)u{x, y, t] 

e[x,y,t) = cxp(7i + A • r), 

c{x,y,t) = e{x,y,t) •u{x,y,i), 

A = 
2D' 

7 = 1/r 
\v? 
AD 

These are the identities for simphfying e expressions: 

Ve = Ae, 

V^e = |A|2e, 

de 

|A|' 4/;2-

The full expansions, using basic identities, are 

dc ^^r, ^ ^ c 

oi T 
d{eu) 

dt 
du de 

= DV\eii) -~v-V{eu) eu 

eDV\i + uDV^e+ 

2D(Ve) • (V'u) - V- (cVu + uVe) 

Using (B.IO), (B.ll), and (B.12), the expression becomes 

du 

eu 
T 

e-—- + ^ue =eD\/'^u + uD\>\'^e— 
at 

en 2D\e • V'U — eu • Vu — uv • \e -\ 

(B.4) 

(B.5) 

(B.6) 

(B.7) 

(B.8) 

(B.9) 

(B.IO) 

(B.ll) 

(B.12) 

(B.13) 

(B.14) 

(B.15) 

(B.16) 

(B.17) 

Replacing A in one term, and cancelling with another term, this simplifies 
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to 

e^^ + 7ite =eDV'^u + uD\X\'^e+ 
at 

( 2 D - ^ e - V w - e u - V ? x J -uv-Xe + —, (B.18) 

e^r + ^ue =eDV^u + ^^D\\\'^e - uv • Ac + —. (B.19) 
at T 

Shifting 7'ue, replacing 7, expanding and cancelling a term yields 

{I'll -* —* fï?/ 
e—- = - rue + eDV^u + uD\X\^e - uv • Xe + —, (B.20) 

at T 

e^ = - (l/r - ^ ^ ue + eDV\i + uD\X\^e -uv-Xe + ~, (B.21) 
dt \ ' AD J ' 1 1 ^ 
du feu eu\ \vP ^ „ ^ ^,r*,o ^ r /^ ^ 

e ^ - = ) + —^eu + eDV^x + v.D\X\^e - uv • Xe, (B.22) 
at \ T T / 4D 

u ^\}!L(,y^ + CDV^I + uDlXl'^e - uv-Xe. (B.23) 
dt AD 

Replacing the A terms and cancelling three terms finally gives 

'12 

v\ - 'V 
du v\ 

e - =eDV^. + ^U_ea + U _ e . _ U ^ , , , j , (B .25) 

e ^ =eDV'«. (B.26) 

(B.27) 

Since e 7̂  0, 

^ =DV^'»,. (B.28) 
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Since u is known, an expression for c lollows as 

c = ev, (B.29) 

exp 7^ + A - f - j - L , (B.31) 

exp (1/r -LL)i+ f-^). (B.32) 
47rD/ " V 4 D ' 2D 4Di^ 

exp(^ / r ) / 2̂1,̂ 12 2tÜ-f W \ 

- P ( ' / - ) e x p f = £ l ^ ) (B.37) 
47rDt ' V 4Z)t 

When the originating impulse function for the diffusion equation is at TQ 
rather than the origin, r should be replaced with r — fo, and the full equation 
is 

-̂ = ; V cxp ^ -^ L B.38 

Similar to the derivation from [52]. for a low carrier threshold, Q. the 
outer edge of the avalanche at time L will be at 

exp(it/r) f ~\r — fo — tï^\^\ ,^ 

47rDk ,̂ = exp (^t/r - t l ^ _ i ! ^ ^ , (B.40) 

ln(47rü^Q) = i/r - ^ ' ~ ^°^~ ^'^'', (B.41) 

^"^ ~ I'of/'"^' ^ ^/^ ~ ln(47rü/Q), (B.42) 

|f - fo - tv\'^ = ADt • [t/r - \\\{AnDlci)), (B.43) 

r - r o iv\ = ^yADt •{L/T-\n{4TrDtc,)) (B.44) 
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When t » 0 and Q is small, {t/r — \n{4nDtcj)) ^ t/r, giving the 
spreading speed of the avalanche, 

\f-{ro + Lv)\ = 2ts/Dj^ (B.45) 

implying that avalanche still spreads at a speed 2\fP^. but does so from 
the moving point r^ + iv. For the more specific case Ï; = 0, c reduces to the 
previous solution, as docs the derivation of the avalanche spread. 
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Appendix 

TDC Terminology and 
Characterization 

C.l Overview and Terminology 

A time-to-digital converter (TDC) is an electronic component which mea­
sures the time between two events, and outputs a digital representation. 
This chapter discusses the characterization of TDCs using a density test and 
uniform time interval generators (UTIGs). The discussion in this section will 
be hmited to TDCs that output a code that is linear with the input time 
difference. 

Usually, a TDC will receive both a start signal and a stop signal, and 
output the time difference between the signal edges, either rising or falling. 
Some types of TDCs may take only a single signal, and output the width of 
the digital pulse. A fuh description of TDCs is beyond the scope of this text, 
but information about the characterization is included, since these devices 
are so critical for measuring SPAD performance. 

Due to the interface similarity with ADCs. TDCs share many of the 
same terms for the figures of merit: input range. DNL. INL, and resolution. 
The terms LSB duration, mean bin duration, and LSB all refer to the step 
diflfercnce in output code. The single-shot jitter, sometimes called the jitter 
or time uncertamty, c^.t^^res the error when ttie same input time difference 
is given to the TDC. The input range is the range of input time differences 
that can be given to the TDC. The differential non-linearity, or DNL, is the 
difference between an actual output code's durdtion and the LSB duration. 
The integral non-linearity, or INL, is an integration of the DNL. The TDC 
offset, which is the difference between the input time difference and the time 
difference implied by the output code, will be a combination of s}'stem delay 

c 
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and the INL. In this text, the term resokition will not be used, since some 
texts use resolution for LSB duration, whereas other texts use resolution to 
refer to the jitter. 

Each output code has its own DNL and INL. In CMOS TDCs, DNL is 
often caused by variations between the ^"ransistors used to create the TDCs. 
For example, some transistors that prc^^ t̂-^-te the start signal more ciuickly 
than expected might cause a shorter bin duration, and a negative DNL. 

To give an example for these terms, if a TDC with an LSB duration of Ips 
outputs code 100 when receiving an input time difference of 80ps, then code 
101 should be output when receiving an input time difference of 8Ips. The 
TDCs mean output code of 80 would imply an input time difference of 80ps, 
not lOOps. so the TDCs offset is 20ps at this input time difference. If this 
offset is constant throughout the entire input range, then this offset would 
be considered system-level delay, and would not be reflected in the INL. If 
the offset varies across the input range, then a portion of the offset would 
be reflected in the INL. If an input time difference of lOOps is constantly 
given to the TDC, but the TDC outputs code 80 with p — 0.5, code 79 with 
p = 0.25, and code 81 with p = 0.25, then the TDCs single-shot jitter's 
expected standard deviation is AyT/2LSB, or roughly 0.7LSB RMS. 

More information on various TDC architectures can be found in [122]. 

C.2 Characterization Using Density Tests 

A density test is often used to find the DNL and INL over a TDCs entire 
range, or just a portion of this range[123]. In such a test, a UTIG provides the 
TDC with an input time difference that is equally likely to occur for any value 
in the input range. The UTIG is normally created by coupling a probabilistic 
element, such as a PMT or a SPAD, to one TDC input and a reference 
clock whose period is the input range to the other TDC input. Such a test 
will introduce probabihstic uncertainty in the resulting measurement, though 
this uncertainty can be made arbitrarily small by increasing the number of 
samples. The exact uncertainties are detailed in this section. 

It is important to note that a density test cannot measure the singlc-
'ïhot jitter. An input time diffcr'-nco o*" fi-sfod dv.ration is mo'̂ t „ttcn iised to 
acquire single-shot jitter at several points in the TDCs range. It should also 
be noted that the single-shot jitter can be seen as inherent to the TDC — 
i.e. impossible to remove — and any distortion to the characterization will 
be identical to distortions when using the TDC in an actual situation. 

In order to use a density test, the input range of the TDC must be 
known a pnon, or must be found from the density test data. As a crystal 
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oscillator or other known time reference is normally used by the TDC for 
the start or stop signal, fixing the input range to be the clock reference's 
period, this knowledge is rarely a problem. In many experimental setups, 
the reference clock is not only used for cliaracterization, but also in any 
actual measurements — if this is the case, any jitter in the reference clock 
will contribute to the single-shot jitter. 

C.2.1 Density Test Statistics 

Assume a 6-bit TDC with c = 2^ output codes and input range m is connected 
to a UTIG that generates time intervals uniformly in the range (0,?n). The 
LSB duration of this TDC will be the input range divided by the number of 
output codes, or m/c. Take n samples from the TDC. Let Sj be the number 
of samples that are output code x, with code x having a DNL of d^ measured 
as r4 and an INL of ix measured as i^- In this setup, the DNL of each sample 
is measured to be d^ = ^""ZiT LSB. Since all of the samples have an equal 
expected value, E[sr\ = n/c, the DNL measurement can be simphfied to 
4 = s^,/{n/c) - 1 LSB. 

Even if the TDC is ideal, there will be correlated shot noise in a realiza­
tion of the density test. For an ideal TDC, each sample has a 1/c probability 
of being a specific code, with the resulting single sample PDF governed by 
a Bernoulli with p = 1/c. Repeated sampling will create a binomial dis­
tribution, with mean n/c and variance n(l /c)( l — 1/c). d^s variance will 
be 

4 = .Sx/("/c) - 1 LSB. (C.l) 

var (dx\ = var(5^./(n/c) - 1) LSB^ (C.2) 

= c^/n'^ • var (s j LSB^, (C.3) 

= c'/n^ • n( l /c)( l - 1/c) LSBl (C.4) 

= c'/n' • n(l/c)((c - l)/c) LSB^ (C.5) 

= ( c - l ) / n L S B 2 , (C.C) 

with the standard deviation of dx being y/(r — 1)/?/- LSB. 
The variance in the INL's measiircment error will be the sum of the 

variances of prior DNL measurement errors, var(/,^) = var(^?^^Q (4)- The 
'̂andom variables dr are not independent because the Sx variables arc not 

independent, and hence their variance sums cannot be directly separated. 
Instead the variables" covariances, which are negative, must be considered. 
The negative covariance is easily observed when n = 1. Since one of the 
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variables must be zero during the same trial, E[saSy] = 0, and thus 

Cüv(s„s,) = E[s,Sy\-E[s:,]E[sy], (C.7) 

= 0-{l/c)\ when ??,= !, (C.8) 

with (C.7) found in any probability textbook[G9]. Splitting the calcula­
tion into n independent trials, each trial having covariance 1/c^, shows that 
Cov(.yT, Sy) is n/c^, with the d^s covariance being simply c^/n'^-Cov{sy, s^) = 
1/n. 

Hence, 

v a r C l , ) = v a r | ^ 4 j (C.9) 

- Y^ var(4) + '2J2J2 ^o^(^^^' 4 ) (C-10) 
x—l y=l x=l 

= z{c - l)/n - (2 - l)z{l/n) LSB^ (C.ll) 

z = -{c-~z) LSB-, (C.12) 
n 

implying that the standard deviation of i^'s measurement error will scale as 
^/z times the DNL's measurement error for small z, peak at value c''^/(4n) 
when z = c/2, and then decrease back to zero when z = c. Simplification 
from (C.IO) to (C.ll) uses the identity 1 + 2 +... + z = {z - l){z/2) by way 
of 

' E E ( V ^ ^ ) ) ^ {l + 2+... + z){l/n), (C.13) 

= {z-l){z/2){l/v). (C.14) 

It may be somewhat surprising that i,. is zero, but the result logically 
follows when it is noted that the UTIG's range has been assumed to match 
the TDC's range exactly. Because the INL will exhibit symmetry — the last 
code could just as easily be seen as first '•'-•de when the input range is matched 
— ic = 0 and the measurement error reflects this. Non-ideals UTIGs will be 
considered later. 

For a non-ideal TDC with non-zero DNL values, the analysis is similar, 
but the PDFs for d^ will no longer be uiiifurm, and hence the simplification 
used for changing (C.IO) into (C.ll) is no longer vahd. Additionahy the 
covariances will now be different. An upper boimd is easily placed on the 
INL measurement error if the worst DNL values are known. Take the largest 
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DNL value to be w — 1 and the smallest to be w — 1, implying a probability 
of w/c and w/c for a per-trial probability of sampling these worst codes. 
The worst single-case variance in the "largest" code's sample count will be 
n(t(J/c)(l — w/c), which increases from 0 at ïü = 0 to a maximum of 0.25 at 
a value oiw = 0.5c. So long as the code with the worst DNL is expected 
to have fewer than one half of the total samples (a reasonable assumption), 
its error variance will be an upper bound on the variances of all errors. The 
variance for measurement of a DNL value will now have an upper bound 
of (cuT — w'^)/n. The per-trial s covarianccs will be at least the covariancc 
from two "smallest" codes, or {w/cY, instead of (1/c)^, with the n trial DNL 
covariances being at least w^/rt. Thus the variance in i^ wih be bound by 

var(?;2) = var 2_]dy (C.15) 

J / = l J / = l x = l 

< z(cw - w'^)/v ~ 2{z - l){z/2){it?/n) LSB^, (C.17) 

< - {{cw - w^) - 'w\z - 1)) LSB^ (C.18) 
n 

being roughly ^/ÏB times the case for the ideal TDC when i is smaU and 
w « c — i.e. when the worst case DNL is much smaller than the number 
of TDC bins. Because the UTIG's range is matched to the TDC range, ?'c 
should be 0 to reflect ic — 0, as in (C.12), but is not in (C.18) because 
the underestimation of the covariance causes too little to be subtracted as z 
increases. However, symmetry can be exploited by noting that, when taking 
code c's INL value to start at zero and summing with an index going from c 
to z, var(?',) will increase from Zc = 0 to a maximum at ii. Thus, only when 
the UTIG matches the TDC input range, the error can be constrained to be 

var(l) < -{{cw-w'')~w^[z'-I)) LSB^ 

z' = m i n ( 2 , c + l - c ) (C.19) 

with an identical from to (C.18) except that z has been replaced by z\ which 
is the smaller of the index z's difference with the two edges. Like the case 
lor the ideal TDC, the variance in the INL measurement still peaks when 
z = c/2, but the value is now ^ {{cw - w"^) - •u?{c - 2)/2). Note that, a,s 
per their definition or other constraints, l <w < c/2 and 0 < w < 1. An 
ideal TDC should have the same behavior when run through the analysis for 

139 



a non-ideal TDC. For an ideal TDC, all DNL values are 0, w — 1 = 0 ^w = I 
and w — l = 0^w = l, with (C.18) reducing to (C.12). So the iz variances 
for the ideal TDC are identical with the two analyses, as expected. 

If the upper bound provided by (C.19) is still too coarse, a full expansion 
of (C.16) is possible. Let the actual DNL value of code x be w^ — 1. In 
this case, the per-trial probability of sampling code x is Wx/c. Because the 
per-trial probabilities must add to one, c = Yll=i{'^'-'x)- The variance in d.^ 
will be {cw^ — wl)/n. The covariance between Sx and Sy is —WxWy/c^, with 
Coy{dx, dy) = —WxWy/n. The full expression for the variance of i^ is 

var(z,) = var( J ] 4 j , (C.20) 

z z i / - l 

= Y^ var(4) + ^J2Y1 Cov(4, dy), (C.21) 
y=l y=l x=i 

y=l ^ ^ j / = l x=l 

y=i \ x=l 

By symmetry, when z = c the error should be zero. This can be checked by 
noting, 

var(ie) "= - X ] ( ^'"^y ~~ ^'y ~ '^^y X]("'•«) 1 ' (C.24) 
y=i \ x=l / 

y=l t/=l \ x=l J 

= I'" - ^ E {< + Yl^^y^^) + Y.^Vx)] , (C.26) X](^?/ '̂̂ ) + E ' 

j / = l y = l x=i y=l x=\ 

•, ^ '^ 1 "̂  ^ ~ ^ 1 "̂  •''"•' 

= -̂ ' - - E(^.') - - E E("v"^-) - ;̂  E E('" -̂'̂ )̂' 
y=\ y=l x-1 x=l j /= l 

(C.28) 
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n n ^-^ ^-^ 

n n' 
= 0, 

which gives the expected result that the final variance is zero. The siniph-
fication from (C.28) to (C.29) can be visuaUy imaginecl as summing w^Wy 
over the set of points in the square 1 < .x' < c, 1 < y < c, with points on 
diagonal x — y being the single sum, the points above the diagonal being in 
the first double sum, and the points below the diagonal being in the other 
double sum. 

It should be noted that if the w values are normally distributed about 1. 
the worst measurement of the INL value, i.e. the measurement with highest 
variance, should occur in the middle of the TDC's range. Studying (C.23), 
this value will occur roughly when the covariance removes more from the 
measurement error than the variances add. Quantitatively, this is 

z - 1 

var(4) < - 2 5 ] ] C o v ( 4 , 4 ) , (C.32) 

z - 1 

cWy — lUy < 2wy\^{wy)' (C.33) 
y^\ 

z - 1 

c-Wy < 2 J ^ ('«;,), (C.34) 
y=l 

z - 1 

c/2-Wy/2 < Y.^wy), (C.35) 

which, since c = X]J-=I('^.T)) fii'st occurs for roughly z — c/2 as expected. 

C.2.2 Reference Clock Ji t ter 

There is one case that has not been considered what occurs if the TDC 
is being characterized by a UTIG created by a probabilistic source and a 
reference clock that has a lot of jitter, but any measurement will occur with 
inputs having lower jitter? Such a setup might occur, for example, if an on-
chip TDC will measure time waveforms generated on-chip, but the reference 
flock sutters large amounts of jitter when injected from off-chip. In this case, 
the measured DNL values of the final codes will show distortions, and the 

(C.29) 

(C.30) 

(C.31) 
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density test might be considered valid only for the codes that are smaller than 
the reference clock period minus several times the jitter. A full treatment of 
this case is beyond the scope of this text. 

C.2.3 UTIG Non-Uniformity 

Oftentimes a probabilistic exponential source, such as a SPAD or PMT with 
a low event rate is used as a UTIG. These elements create electrical pulses 
whose rising edges arc exponentially distributed in time, with the pulse orig­
inated created by some random phenomena such as quantimi tunnehng in a 
semiconductor. With a low event rate, there is a probability that no event is 
produced in the time interval, though proper reset behavior will remove any 
negative effects from the lack of an event. Given a probabilistic exponential 
source with an event rate A, the expected time until the next electrical pulse 
at any point in time for such devices follows an exponential distribution, 
whose PDF [69] is 

/( t) = Acxp(-At), (C.36) 

if i > 0 and f{L) = 0 otherwise. If the uniformity criteria for this generator is 
that the probability should vary by less than e across the entire time range, 
starting at time 0, then the event rate must meet the criteria that 

l - e - / ( 0 ) < f{m), 

1 — cA < Aexp (—Am), 

- t o O ^ > A, 
m 

^ — > A, 
m 

with the second line being simplified using the Taylor expansion of the natural 
logarithm. 

The DNL distortions will sum in the INL. If the shift in the measurement 
of code x''s DNL value is linearly approximated as c/2 — xx/c, which is a 
shift of e/2 for the initial DNL values and —e/2 in the final values, then the 
distortion to the INL of code z will approximately be 

z z 

Y^{e/2-xelc) = zt/2 - e/c^{x), (C.41) 

= . ( ^ - ^ ) , {C.42, 

(C.43) 

(C.37) 

(C.38) 

(C.39) 

(C.40) 
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which has a maximum at z = c/2 of roughly ce/8. Should the maximum 
error for any INL value be e', then e = 8e'/c, with the maximum event rate 
being ^ "ót'/{mc). 

For example, when characterizing a 16-bit, lOOns input range TDC with 
a density tost, if a SPAD being used as a UTIG should cause DNL distortions 
less than 5%, then the event rate nmst be less than ^ 0.05/lOOns = 500kHz. 
If the distortion to the INL should be less than 5%, then 2^^c/S ^ 0.05 =^ 
f ~ 6 • 10~^, with an event rate lower than 6 • 10~''/100ns ~ 60Hz. 

C.3 Summary 

The measurement of code .T'S INL will have std. dev. \/^^(c —a^ LSB RMS 
given an ideal TDC with c codes measured with an n sample density test, 
with the error roughly scaling in quadrature for small x with the measurement 
error in any code's DNL, which is \/{c— l)/?7 LSB RMS. The worst error 
in any INL value, occurring for code c/2, will have a standard deviation of 

A non-ideal TDC with highest DNL value {w - I) LSB and lowest DNL 
value (w — 1) will have a measurement error in code z's INL value of at most 
^ {{cw - üj2) - ul\c - 2)/2) LSB RMS. 

If an exponential source, such as a SPAD or a PMT, is to be used with 
a fixed reference clock as a uniform time interval generator to characterize a 
TDC with c codes over an input range of 777, but should introduce an error 
no more than (' to the INL, the event rate of this exponential source should 
be smaller than approximately 8e'/{mc). 

The INL distortions from the density test and from the UTIG do not 
scale in quadrature. The density test distortion is a statistical variation 
effect from shot noise, whereas the UTIG distortion is an expected result 
from non-uniformities in the time interval generator. 

I 
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Summary 

Motivated by the demand for time-correlated imaging and single-photon de­
tectors in biomedical and research applications, this thesis covers how single-
photon avalanche diode (SPAD) performance relies on the underlying physics. 
Special attention is focused on operation of SPADs in hostile environments, 
including radioactive environments, locations with strong magnetic fields, 
and distortions from forced triggering. 

Many applications, especially biomedical ones, use the imique nature of 
light and single photons. This thesis discusses how understanding the physics 
behind CMOS-integrated SPADs is important when detect single photons 
for applications such as positron emission tomography. Figures of merit, 
state-of-the-art detectors, and current understanding of the physical pro­
cesses involved with an avalanche are presented in Ch. 2. Ch. 3 presented 
characterization techniciues for measuring SPADs. Four different methods of 
measuring the breakdown voltage in situ are compared, with errors ranging 
from O.IV to 0.5V depending on the measurement conditions. Three meth­
ods for measuring the afterpulsing are discussed, along with an estimation of 
the afterpulsing probability per unit charge. A comparison of techniques for 
measuring the inactive distance showed good agreement with one another. 

Ch. 4 discusses the importance of ensuring that single photons are incident 
on the device during a timing jitter measurement; a good match is shown 
between an experimentally measured decrease in the diffusion tail along with 
the predicted value. A decrease in the measured quench time of roughly 200ps 
is presented when multiple photons were simultaneously incident on a single 
SPAD. The chapter also discusses distortions to the triggering probabihty 
when multiple photons are incident during light pulses on a single SPAD. 

SPADs' insensitivity to magnetic fields with magnitudes of nearly lOT 
is hypothesized and experimentally measured in Ch. 5. The multiplication-
assisted diffusion model is extended to include the effects from a convec-
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tive force acting on the carriers in the magnetic field, predicting the lack of 
changes. Also shown is the increase in noise from ~1.25MeV 7-rays, with a 
discussion on the lifetime of PET sensors. 

Ch. 6 presents a diode with an electrically controllable breakdown voltage 
in a portion of the diode, which shares a larger noise rate with the radiation 
damaged diodes. Control occurs via modulation of the voltage on a polysil-
icon layer above the edge of the diode. The breakdown voltage, which can 
be modulated between 16V and 18V, is shown to be in good agreement with 
the theory. Additionally, the use of a negative voltage on the polysihcon, os­
tensibly exposing the high field region to surface-generated carriers, triggers 
RTS noise in the avalanche diode. 

In an attempt to mitigate the greater noise observed from radiation dam­
age or from fabrication issues. Ch. 7 presents a position-sensitive diode capa­
ble of localizing fixed-pattern noise and selectively ignoring this noise. Along 
with the underlying theory, an 8dB increase in SNR is shown for a diode. 

Ch. 8 examines under what circumstances noise will begin to effect a 
SPAD-based sensor's performance when targeting positron emission tomog­
raphy. The importance of fill factor is clear in this case study, especially 
when considering slow scintillators with high rise times. Fill factor is shown 
to be the dominant consideration in detector performance when LYSO with 
4üns decay and 500ps rise time is coupled to a SPAD-based sensor; even if the 
rise time is decreased to 8üps, the fiU factor remains the prime consideration 
until the SPAD-based sensor collects at least one third of the scintillator's 
output light. 

The role that SPADs will play in PET-MRI seems clear; there is no 
contemporary competing detector that allows simultaneous acquisition of 
PET images with MRI compatible materials. SPADs also show promise in 
a plethora of other single-photon applications, including quantum key dis­
tribution, flouresence lifetime imaging microscopy, and scintillator charac­
terization. Understanding the device fundamentals creates the possibility of 
predicting performance, and improving detectors for these applications. 
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Samenvatting 

Gemotiveerd door de vraag naar tijd-gecorreleerde beeldvorming en enkel­
foton detectors in biomedische en onderzoeks-toepassingen. behandelt dit 
proefschrift de vraag hoe de prestatie van single-photon avalanche diodes 
(SPADs) afliangen van de onderliggende fysica. 

Veel toepassingen, in het bijzonder biomedische, gebruiken de unieke 
eigenschappen van licht. Dit proefschrift beschrijft hoc het juiste begrip van 
de fysica achter CMOS-geintegreerde SPADs van belang is als we enkele foto­
nen willen detecteren voor toepassingen zoals positron emission tomography 
(PET). Prestatie-indicators, de momenteel beste detectors, en het huidige 
begrip van de fysische processen die een rol spelen in het lawine-effect wor­
den gepresenteerd in Hfst. 2. Hfst. 3 presenteert manieren om SPADs via 
metingen te karakteriseren. Vier verschillende methoden om de afkapspan-
ning in situ te meten worden vergeleken, met fouten in de orde van O.IV 
tot 0.5V, afhankelijk van de meetomstandigheden. Drie methoden om het 
napulsen te meten worden behandeld, evenals een schatting van de waarschi­
jnlijkheid van napulsen per eenheid lading. Een vergelijking van technieken 
voor het meten van de inactieve afstand liet zien dat die goed met elkaar 
overeenkomen. 

Hfst. 4 beschrijft het belang van ervoor te zorgen dat een enkel foton op 
de SPAD valt tijdens een meting van de tijdvariatie; een goede overeenkomst 
wordt aangetoond tussen de experimenteel bepaalde afname in de diffusie-
staart en de voorspelde waarde. Een afname van de gemeten afkaptijd van 
ongeveer 200ps wordt getoond voor het geval waar meerdere fotonen tegeli­
jkertijd op een enkele SPAD vallen. 

De ongevoeligheid van SPADs voor magnetische velden met sterkes tot bi­
jna lOT wordt gesteld en experimenteel gemeten in Hfst. 5. Het vermcnigvuldigiDo 
ondersteund difi'usic-model wordt uitgebreid om de effecten van een convec-
tieve kracht op de dragers in het magnetisch veld mee te nemen; dit voorspelt 
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dat er geen verandering is. Ook wordt de toename in ruis van ~1.25MeV 
7-stralen getoond, met een beliandeling van de levensduur van PET sensoren. 

Hfst. 6 presenteert een diode met een elektrisch regelbare afkapspanning 
in een deel van de diode, deze deelt een hogere ruisfrequentie met de diodes 
die door straling zijn aangetast. De sturing vindt plaats door de modu­
latie van de spanning op een poly-silicon laag boven de rand van de diode. 
Voor de afkapspanning, die gemoduleerd kan worden tussen 16V en 18V, 
wordt getoond dat deze goed overeenkomt met de theorie. Verder geeft het 
gebruik van een negatieve spanning op het poly-silicon RTS ruis op de lawine­
diode, naar aangenomen wordt door de hoge veldzone bloot te stellen aan 
oppervlakte-gegenereerde dragers. 

In een poging om de toegenomen ruis vanwege schade door straling of fab-
ricagefouten te verminderen, presenteert Hfst. 7 een positie-gevoelige diode 
die in staat is om de positie te bepalen van ruis op een vaste plaats, en deze 
ruis te onderdrukken. Samen met de onderliggende theorie wordt voor een 
diode een 8dB toename in SNR getoond. 

Hfst. 8 bestudeert onder welke omstandigheden ruis de prestatie van 
een SPAD-gcbaseerde sensor begint de beïnvloeden, voor toepassingen rond 
positron emission tomography. Het belang van de opvulfactor is in dit geval 
duidelijk, in het bijzonder voor langzame scintillators met snelle stijgtijden. 
Het wordt getoond dat de opvulfactor de dominante factor in de prestatie van 
de detector is als LYSO met 40ns afval- en SOOps stijgtijd wordt gecombineerd 
met een SPAD-gebaseerde sensor; zelfs als de stijgtijd wordt verminderd tot 
SOps is de opvulfactor de belangrijkste factor voor de SPAD-gebaseerde sensor 
welke tenminste een derde van het vrijkomende scintillator-licht verzamelt. 

De rol die SPADs zullen spelen in PET-MRI lijkt duidelijk; er is mo­
menteel geen alternatieve detector die gelijktijdige opname van PET beelden 
met MRI-compatibele materialen combineert. SPADs zijn ook veelbelovend 
in een reeks van andere enkel-foton toepassingen, waaronder kwantum-slcutel 
distributie, fluorescent levensduur microscopen, en scintillator karakterisatie. 
Het begrijpen van de fundamenten geeft mogelijkheden om de prestatie te 
voorspellen, en om detectors voor deze toepassingen te verbeteren. 
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