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Abstract

Considering the abundance of viscoelastic fluids in nature, growing attention has been received for
the study of microorganisms in viscoelastic fluids. In Newtonian fluids, the flow of microorganisms
is governed by the viscosity alone. But in viscoelastic fluids, the addition of the elastic component
complicates the situation. The flow of the organism is now dictated by a combination of the two
forces- viscous and elastic. Understanding the behaviour of these organisms is not only important
because of the presence of such environments in nature, but also because of the potential pharma-
ceutical applications that such studies might lead to.

This thesis focuses on the experimental study of the swimming of Chlamydomonas reinhardtii,
a model motile swimmer that swims at low Reynolds numbers. Chlamydomonas reinhardtii is a
single-celled green alga which has a body length of ∼ 10 µm and two beating flagella to propel
itself. At this small scale, microbes swim at low Reynolds number, O (10−3). The characteristics of
the surrounding fluid could change the behaviour of the cells not only in terms of their swimming
but also the possible interactions they could have with a surface. The main objective of the thesis
is to characterize these differences in motility and hydrodynamic interactions of these cells in
Newtonian and viscoelastic fluids of varying viscosities. This is accomplished by observing the
motion of a dilute suspension of Chlamydomonas reinhardtii in 3D using four cameras. The cells
are subsequently tracked using an in-house 3D particle tracking code that incorporates a recursive
divide and conquer strategy to reconstruct the trajectories.

The experiments showed a drop in velocity in viscoelastic fluids as compared to its Newto-
nian counterparts, validating the results from existing literature. The cells also maintained their
helical motion previously observed in TRIS, although with a drop in radius and pitch in viscoelastic
fluids. The ratio of the radius to the pitch, however, remained constant for all the cases, indicating a
tendency to retain its overall motion. The algae were found to swim with a dominant right-handed
chirality in all the fluids regardless of the viscosity and viscoelasticity.

The study of cell-wall interactions is of prime importance because of the presence of con-
fined surfaces encountered in nature. The concentration profile of the cells was observed to
be similar in all the fluids, showing a non-uniform distribution with large concentration at the
boundaries. Based on the distribution, cells that come within 100 µm within the wall are considered
for wall interactions, with a distance of 20 µm defined as the contact region. The overall trajectories
near the wall in TRIS revealed that the cells tend to arrive at steep angles in the contact region
and leave at shallow angles, a phenomenon termed as asymmetric reflection. When the viscosity
increased, however, this behaviour became less apparent as the incoming angles became less steep,
while the outgoing angles remained shallow. For the viscoelastic case, the behaviour appears to
become more symmetric with increase in viscoelasticity. Additionally, the data also points to a
less steep drop in velocity in the contact region in solutions of higher viscosity as compared to the
less viscous solutions. Though this might indicate a greater influence of hydrodynamics near the
wall for more viscous fluids, more data is required to observe this behaviour deeply as the tracking
efficiency appeared to have reduced in these cases, giving less data to work with.
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vi Abstract

The obtained results show a clear effect of viscoelasticity on the motility and kinematics of
the cells, confirming results and predictions from existing literature. For cell wall interactions,
differences are certainly discerned, not only for the viscoelastic cases but also for the more viscous
cases. More data is required to draw substantial conclusions from these results. More experiments
on these fluids are recommended to give a clear indication of the change in wall interactions in
fluids of higher viscosity and viscoelasticity.

Anand Sudha
Delft, October 2019
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1
Introduction

Considering the pervasiveness of microorganisms in water bodies, their motility in Newtonian
flows have been extensively studied. But numerous cases of microorganisms in viscoelastic envi-
ronments have been observed. The microbial biofilms formed by many bacteria such as Escherichia
Coli, Heliobacter Pylori, Pseudomonas aeruginosa and Bacillus Subtillus are composed largely of
a self exuded matrix that is viscoelastic in nature and these films provide the nutrients that allow
these bacteria to grow on abiotic surfaces [1–4]. The growth of bacteria in bio-films alter their gene
expression, leading to cause infectious diseases in humans and other animals [2]. The inhibitory
potential of C.Reinhardtii in bacterial biofilms, especially in those of Pseudomonas Aeruginosa,
makes the organism very important in the manufacture of pharmaceuticals against the infectious
diseases caused by bacteria [5, 6]. C.Reinhardtii’s ability to mimic the compounds needed for
biofilm formation and quorum sensing inhibits the growth of the bacterial biofilm. The transport
of sperm in the cervical mucus also takes place in viscoelastic environments [7]. The pernicious
biofouling caused by microorganisms in reactors, membranes and ships take place in the presence
of viscoelastic bio-films [8–10]. Considering the possible application and understanding to be
derived from the study of microorganisms in viscoelastic environments, it is imperative to conduct
experiments in viscoelastic fluids to enhance our knowledge of these microorganisms.

These organisms generally move in fluids at low Reynolds number, Re = ρLU /µ<< 1, where
ρ is the density of the fluid, L and U are the characteristic length and velocity scales and µ is the
viscosity of the medium. In this regime, also called Stokes regime, the viscous damping effects
far outweigh the inertial effects in case of Newtonian fluids. The fluid kinematics is reversible in
this regime, so when cells swim in a reciprocal fashion, the net path is zero. By this, the organism
moves for a particular distance along a path, then it retraces the same path to arrive at the starting
point. This is the so-called ’scallop’ theorem [11], and the organism must execute non-reversible,
asymmetric strokes to break free from these constraints.

For microorganisms swimming in viscoelastic fluids, however, the ‘Scallop’ theorem is no
longer valid [12]. This is because of the presence of a polymeric stress in addition to the viscous
stress which leads to the introduction of a history effect in the fluid. The time scale corresponding
to elastic stresses in a viscoelastic fluid is comparable to the viscous diffusion time scale of vorticity,
and the interaction of these stresses leads to the breakdown of the kinematic reversibility. Even
when the microorganism does not try to move, the polymeric stress causes the microorganism
to slowly drift in the fluid. This implies that the microorganism has an additional problem to
contend with in viscoelastic fluids, and this will probably affect the way they swim in these fluids,
necessitating studies about their motion in viscoelastic fluids.

1



2 1. Introduction

An important microorganism that has been extensively studied is Chlamydomonas Reinhardtii,
and this organism is the focus of the thesis. Chlamydomonas Reinhardtii is a single-cell green alga
with an ellipsoidal cell body of diameter around 10 µm [13]. A biflagellated unicellular organism
with a flagella length of around 10 µm, C.Reinhardtii is widely distributed worldwide in soil and
water. They are frequently used as a model organism in biology in a wide range of subfields,
with focus especially on studying their cell motility [14]. Similar to other eukaryotic axonemes
(the cytoskeletal structure which makes up the inner core of the appendages), the axoneme of
C.Reinhardtii contained in the flagella consist of 9 double microtubules arranged around the
perimeter and two central microtubules [15]. A local active bending force by the sliding of the
microtubules relative to each other is caused by motor proteins connecting the neighbouring
microtubules. This spreads the motor activity over the entire length of the eukaryotic flagellum.

C.Reinhardtii execute a cyclical breaststroke pattern with asymmetric configurations of power and
recovery strokes at a beat frequency of ∼ 50 Hz, propelling it forward at a mean speed ranging from
100-200 µm/s [16, 17]. The swimming motion of C.Reinhardtii resembles the human breaststroke-
the flagella are pulled back in a nearly straight shape and are then bent over and pushed forward
again. This motion is classified under the set of organisms called ‘pullers’. Pushers, pullers and
neutral swimmers represent the archetypal low Reynolds swimmers executing a particular motion
to propel itself. Pushers [27] refer to the set of organisms whose propulsive force is generated
behind the body, dragging the surrounding fluid in front of it. For pullers [27], on the contrary, the
propulsive force is generated in front of the body, causing to drag the surrounding fluid behind it.
The flow field generated by neutral swimmers are symmetric, unlike the other two categories.

The swimming direction of cells can be altered by certain environmental factors, a phenomenon
called taxis [15]. The cells orient their direction according to the intensity of light (phototaxis),
accumulating at moderate intensities and avoiding high intensities [15]. The presence of certain
chemicals in the fluid causes the cells to get attracted to these chemicals (chemotaxis), with many
of these chemattractants aiding their growth [15]. When left alone in the tube, the cells accumulate
at the top of the tube, i.e, they orient opposite to the direction of gravity (negative gravitaxis) [15].

In order to understand the effect of viscoelasticity on microorganisms, their motility in New-
tonian fluids need to be studied first to establish a suitable mode of comparison. The extensive
documentation of the physics of microorganisms in Newtonian fluids has paved the way for studies
in viscoelastic fluids. So this literature review will focus on the Newtonian studies first, and move
on to the research in viscoelastic fluids later.

1.1. Literature review
1.1.1. Newtonian flows
The motility of microorganisms in Newtonian flows has been studied extensively, both experi-
mentally and numerically. Many studies characterise the beating of flagella in Newtonian fluids,
the most prominent being the experimental studies of the oscillatory flow field induced by
C.Reinhardtii by Drescher et al [17] and Guasto et al [16]. Drescher observed the formation of side
vortices close to the cells and flow in front of the body along the direction of motion towards the
stagnation point. The formation of side vortices was also observed by Guasto. The paper further
examined the strength of the vortices during the power and recovery strokes, noticing the time
dependency of the instantaneous flow field generated by the cells.

Motility studies also involve the velocities and kinematics of the microorganisms. An impor-
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tant paper characterising the kinematics was studied by Crenshaw et al [54]. Here, they observed
that the organisms tend to execute helical trajectories. This was corroborated by Lee et al [18],
who observed helical trajectories executed by P.Minimum. Muller [19] also observed this domi-
nance of helical trajectories for C.Reinhardtii in his master’s thesis, and applied the Frenet-Serret
framework as described by Crenshaw et al to determine the radius and pitch of these helices.
He achieved this by developing an algorithm to track the motion of the cells in 3D. Muller also
observed that some cells tend to frequently reorient as they move, a result observed by Polin et
al [20] as well. Polin et al noticed that this mechanism was similar to the ‘run and tumble’ mo-
tion of E.Coli [21], where the bacteria periodically reoriented its motion to explore the environment.

The hydrodynamic interactions of these microorganisms induced by the presence of a con-
fined boundary is of great importance because of the proximity of these boundaries in nature. The
biofouling caused by bacteria on surfaces [8–10] and the movement of the sperm within a confined
reproductory tract [7] are some of the common examples of interactions with boundaries in nature.
The presence of this boundary influences the swimming of these microorganisms, causing some
of them to even exhibit different motions near a wall, such as the circling motion observed by
Lauga et al for E.Coli [22] and the dancing motion observed by Drescher et al for Volvox [23]. The
accumulation of swimmers near the wall was observed for organisms as diverse as E.Coli [24],
P.Minimum [18] and bull spermatozoa [25].

To understand the hydrodynamic interactions of swimmers in Newtonian fluids in the pres-
ence of a boundary, Li and Ardekani [26] numerically studied the hydrodynamic interactions near a
wall for neutral squirmers, pushers and pullers. The simulations observed that the swimmers tend
to swim near the wall and stay there until a particular time governed by their orientation, mode
of oscillation and swimming motion, followed by swimming away from the wall. When detached
from the wall, pullers were found to either swim away from the wall, oscillate near the wall and
eventually swim along it or swim in a cyclical motion based on the mode of oscillation.

The attraction of E.Coli towards the wall was explained by considering a force dipole near the
wall by Berke et al [24] and this was verified experimentally. By using the same model, Berke
proposed that a puller would orient itself perpendicular to the wall and would crash into it. He
also observed the effect of far-field hydrodynamics theoretically on both pushers and pullers, with
pullers experiencing a net attraction towards the wall when oriented towards it.

Hydrodynamic interactions are not the only forces that a cell experiences near a wall. Inter-
actions among cells and contact with the wall are also possible. Qian et al [28] observed the
emergence of hydrodynamic interactions numerically between different cells in addition to the
wall interactions, leading to the development of phase locking between two cells that allows the
cell to adjust its beat pattern in response to the nearby hydrodynamic forces. The synchrony arising
due to motion of flagella from two different cells was also theoretically observed by Friedrich
and Julicher [29] for a simple mirror-symmetric swimmer that propels by a revolving motion of
spheres, but they concluded that the local hydrodynamic friction forces arising from the motion
of the swimmer dominate the interactions with the boundary. Experiments conducted by Kantsler
et al [30] also showed the dominance of direct contact ciliary interaction between cells over
hydrodynamic interactions for C.Reinhardtii and mammalian sperm cells when it comes to the
scattering of the cells near the wall. The scattering angle was found to increase with an increase in
flagellar length. Kantsler et al observed that cells moved towards the wall at a steep angle and left
at a shallow angle, implying a loss of memory of the incoming angle. The results from Muller [19],
on the other hand, differed from these observations, with similar incoming and outgoing angles
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being the more commonly observed phenomenon. This was classified under the phenomenon of
‘symmetric reflection’ by Muller. Contino et al [31] observed that a combination of hydrodynamic
and flagellar contact interactions govern cell-wall interactions, with the incoming and outgoing
angles being closer to Muller’s results.

1.1.2. Viscoelastic flows
In the case of microorganisms swimming in viscoelastic environments, two other dimensionless
numbers, the Deborah and Weissenberg numbers, in addition to the Reynolds number assume
importance. The Deborah number is given by De = λ/T , where λ is the relaxation time of the
viscoelastic fluid (the time taken for the polymer molecules in the fluid to get fully stretched after
the application of stress) and T is the characteristic time for flow deformation. The Weissenberg
number Wi = λU /L is defined as the ratio of elastic forces to viscous forces, with U and L being the
characteristic velocity and length scales respectively [34]. Wi is used to characterise simple, steady
viscoelastic flows and to determine the anisotropy of the forces, whereas De is used to characterise
unsteady viscoelastic flows, determining when the stored elastic energy is released. De or Wi can be
used interchangeably to describe the flow if one length scale is sufficient to determine the dynamics
of the problem or if the multiple length scales can be related by a geometric scaling.

The effect of viscoelasticity on the swimming of microorganisms is not clearly understood and
has therefore received growing attention. Many papers devoted to the subject have computed the
flow fields generated by swimmers in viscoelastic fluids and their subsequent interactions with the
fluid and the boundary numerically. Among these simulations, many focus on the kinematics and
motility. Riley and Lauga [35] showed the enhanced swimming of Taylor’s swimming sheet model
[36] in a viscoelastic environment, with the speeds of the sheets being higher than the Newtonian
case. Using the same waving sheet model, Lauga [37] observed that the transport and locomotion
of the sheet could be adjusted by passively modulating the properties of the fluid without changing
the gait of the organism. The effect of viscoelasticity on filaments was modelled by Fu and Powers
[38], where they observed a decrease in swimming speed compared to Newtonian fluids and
the possibility of reversing the filament direction due to changes in beating pattern caused by
viscoelasticity.

Zhu et al [27] simulated the effects of viscoelasticity on neutral squirmers, pushers and pullers.
They observed the generation of an axisymmetric vortex in front of the pusher and behind the
puller. A decrease in velocity for all the swimmers was observed compared to the velocities in
Newtonian fluids. In the case of pullers, the velocity ratio (Non-Newtonian to Newtonian) initially
decreased with increasing Weissenberg number, after which the ratio was observed to stagnate.
This decrease in velocity in a puller compared to a Newtonian fluid was caused by the action of the
polymeric stress in conjunction with the axisymmetric vortex ring. For large Weissenberg numbers,
the authors theorized that this observed stagnation might be related to the gait of the puller and
the large relaxation time. By virtue of its gait, a puller causes the polymer to stretch behind it,
thereby reducing the effects of elasticity. For fluids with long relaxation times, the elastic stress,
though large, takes a longer time to achieve its maximum value. By the time this happens, the
puller has already swum a considerable distance, thereby minimizing the effects of this elastic stress.

The presence of an elastic component might also change the interaction of the organisms
with a boundary. The hydrodynamics of squirmers in viscoelastic fluids near a wall was assessed
numerically by Li et al [39]. For a puller, they observed that the puller initially approaches the wall
and stays there for some time until it reorients itself and escapes the wall. This residence time was
found to be slightly longer than that in a Newtonian fluid. The cause for this was ascertained to be
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the polymeric stress developed in the region between the puller and the wall, trapping the puller
for some time until the polymeric stress diminishes due to the build-up of Newtonian torque in
the opposite direction. Yazdi et al [40] further expanded on this subject by numerically studying
the attraction of the squirmer to the wall. The puller was found to be attracted to the wall only at a
particular region governed by its orientation and radius. The size of the attraction layer increased
as the puller aligned itself towards the wall. Outside the attraction layer, the puller was observed
to move away from the wall for almost all initial orientations, with the puller initially aligned
perpendicular to the wall being the exception.

Ardekani and Gore [41], through simulations, observed that microswimmers drift towards a
preferred orbit. The aggregation of these microorganisms was controlled by their motility and the
viscoelasticity of the fluid, with the orbits (limit cycles) being either square or circular in shape
based on the motility. Yazdi et al [42] numerically examined the swimming dynamics of squirmers
near the wall in viscoelastic fluids, and they also observed the emergence of spiral limit cycles for
pullers. The presence of a boundary was found to have a significant effect on the formation of
limit cycles, subsequently affecting the cell-cell interactions, with the limit cycles being formed
in a region around the boundary. This effect was attributed to the non-linearities caused by the
polymeric stresses.

An additional behaviour to focus on would be the collective motion of a suspension of mi-
croorganisms. To see if viscoelasticity has any influence on the interactions among cells, the
collective behaviour of microorganisms in viscoelastic fluids was studied numerically by Borzogi
and Underhill [43] and, Li and Ardekani [44]. In both papers, the observation that a single mi-
croorganism causes long-ranged disturbances which moves and rotates other cells as it swims was
noted. Fluid elasticity was observed by both papers to have a weaker effect on pullers compared to
other swimmers.

The viscoelastic environments found in nature are largely shear-thinning [2, 7]. Some nu-
merical papers extended the previous results for viscoelasticity to shear-thinning fluids. Nganguia
et al [45] simulated the effect of a shear-thinning fluid on a three-dimensional ciliated model.
They showed that the efficiency of swimming in a shear-thinning fluid is much larger than in a
Newtonian fluid, but the swimming speed was reduced. The paper by Datt et al [46] also reported
similar results when they simulated the motion of spherical squirmers in a shear-thinning fluid.

Experimental studies in viscoelastic fluids are slowly coming into prominence because of the
growing need to understand the motility of microorganisms in viscoelastic fluids. One of the first
few papers to experimentally investigate the effect of Non-Newtonian fluids on microorganisms
was by Berg and Turner [47]. Their experiments were concerned with the motility of different
bacteria, and they observed different behaviours when they compared with that in Newtonian
fluids. The rotation rates and efficiencies of the organisms in Non-Newtonian fluids were reported
to differ significantly. The paper by Keim et al [48] demonstrated the reciprocal motion and
self-propulsion in a viscoelastic fluid theoretically proposed by Lauga [12] using artificial swimmers
made with electromagnets, dimers and epoxy beads. Shen and Arratia [49] observed the hindering
of self-propulsion of Caenorhabditis Elegans in a viscoelastic fluid, with the velocity decreasing
with increasing elastic stresses. Gagnon et al [50] studied the motility of the same organism in a
shear-thinning fluid. The velocity and beating (kinematics) of the nematode was observed to be
similar to that in a Newtonian fluid, but the shear-thinning fluid modified the local velocity fields,
increasing the circulation but decreasing the average velocity in the fluid. Experiments on flexible
microswimmers consisting of a magnetic head actuated by a frequency-controlled magnetic field
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were performed by Espinosa-Garcia et al [51]. The viscoelasticity in the fluid was found to enhance
self-propulsion, thereby increasing the propulsive speed of the swimmer.

The motility of C.Reinhardtii in a viscoelastic fluid was studied experimentally by Qin et al
[52]. The viscoelastic fluids were prepared by adding varying concentrations of Polyacrylamide
(PAA) to water. The nature of the fluid was found to strongly influence the movement of the flagella,
with the flagella observed to being more motile in the Newtonian fluid. In a viscoelastic fluid,
however, lateral displacements of a portion of the flagellum close to the cell body appeared to be
severely restricted, with localized bending at the distal tip at the initial stage of the power stroke.
The beating frequency was similar to that in a Newtonian fluid for low viscosities and increased for
higher viscosities. On the other hand, the swimming speed was observed to be much lower than
the Newtonian case, especially at higher viscosities. The speed at the power stroke was comparable
to the Newtonian value, but the speed at the recovery stroke was found to be larger than the
Newtonian value and increased with viscosity. This has a net effect of reducing the speed of the
cells, with the authors theorizing that the reduced speed is due to the polymeric stresses aiding the
recovery stroke and hindering the power stroke.

To better understand the phenomenon, the authors [53] followed this up with a numerical
paper. They observed the elastic memory effect as reported by Lauga [12], with lower elastic
stresses on the power stroke and higher on the return stroke. The fluid elasticity was observed
to enhance the speeds of both the power and return strokes, and this was found to increase with
higher Deborah numbers. The authors suggested that the presence of fluid elasticity might make
it difficult for C.Reinhardtii to maintain a fixed stroke due to the larger power required, leading it
to change its stroke based on the local fluid properties. Though this modification in gait reduced
the speed, it improved the efficiency at which the cells swim. The speeds reduced because the fluid
elasticity was found to aid the return stroke more than the power stroke.

1.2. Motivation
Although some experimental studies have been conducted in viscoelastic fluids, studies which
observe the motion in 3-D aren’t common. Most microorganisms including C.Reinhardtii and
bacteria execute a 3D helical motion [54, 55], and the neglect of this 3rd dimension might hinder
a proper understanding of their motility. Few papers have experimentally observed the helical
trajectories of bacteria and other microorganisms in 3D [18, 55], but their trajectories in viscoelastic
fluids haven’t been well-documented, with the existing studies focussing more on the velocities,
flow fields or the effect of the fluid on the flagellar motion. The possible difference, or the lack of it,
in the trajectories in Newtonian and viscoelastic fluids could provide additional understanding on
the effect of viscoelasticity on the microorganisms, allowing us to observe the possible adjustments
a microorganism might make with respect to the nature of the fluid.

While certain numerical studies have observed the effect of confined boundaries [39, 40] on
microorganisms, experiments on cell-wall interactions in viscoelastic fluids are lacking. Con-
sidering the presence of confined environments in which the microorganisms flow [7] and the
applications in biofouling [8–10], and biotechnology [56], it is important to understand how
cell-wall interactions change with the change in the properties of the fluid, especially as these
interactions predominantly take place in viscoelastic environments. The thesis by Muller [19]
provides useful insights into the trajectories, cell-wall and cell-cell interactions of C.Reinhardtii
in Tri-Sodium Phosphate (TRIS) medium, and this thesis hopes to provide similar insights on the
influence of viscoelasticity and viscosity on the swimming and wall interactions of the microorgan-
isms. Based on the existing literature and the possibilities of our experimental technique, the thesis
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seeks to answer the following questions:

1. Does viscoelasticity have any effect on the velocities of the cells as shown by the experiments
of Qin et al [52]?

2. Is the gait change observed by Qin et al [52] in viscoelastic fluids have any effect on the helical
motion of the cells observed by Crenshaw et al [54] and Muller [19] in TRIS?

3. How does the presence of the boundary influence the cell behaviour and how does viscoelas-
ticity (or viscosity) govern these interactions?

4. Are the cell-wall interactions primarily due to flagellar contact with the wall, as observed by
Kanstler et al [30], or due to primarily hydrodynamic interactions, as assumed by the simu-
lations of Li et al [39] and Yazdi et al [40] , or due to a combination of both , as observed by
Contino et al [31] ? How does the fluid rheology change the nature of these interactions?

5. How does the far-field hydrodynamics influence the swimming of the cells? Is it similar to the
results theoretically proposed by Berke et al [24] in TRIS? How does the fluid rheology affect
the far-field hydrodynamics?

1.3. Structure of the report
The first chapter of the report gives an overview of the existing literature on the kinematics and
hydrodynamics of microorganisms in Newtonian and viscoelastic fluids, followed by an establish-
ment of the research questions based on the literature. A brief understanding of viscoelastic fluids
is provided in the second chapter along with a brief description of the techniques used to measure
the relaxation time. The third chapter deals with the experimental methodologies used in this the-
sis to characterise the rheology and track the cells. All the obtained results are shown in the fourth
chapter, with the fifth chapter aiming to contextualize and understand these results in terms of the
existing literature. Finally, all the results are summarized in the sixth chapter and some suggestions
are given for future experiments.





2
Viscoelastic fluids

Based on the dependence of the applied shear stress on a fluid with the change in strain rate, the
viscosity of the fluid can be characterised as having a linear, non-linear or plastic response. When a
fluid exhibits a linear response to strain rate, it is considered to be a Newtonian fluid. The ratio of
stress to rate of strain at a given temperature is constant, with the constant being the viscosity. The
law describing this relation is called Newton’s law of viscosity. The viscosity of a fluid is defined as
it’s resistance to deformation at a given rate. Any fluid that exhibits a non-linear response is termed
as Non-Newtonian. The viscosity in a Non-Newtonian fluid varies with strain rate unlike that in a
Newtonian fluid.

From the above paragraph, Non-Newtonian fluids can be generally defined as any fluid where
a constant viscosity cannot be defined. Although the viscosity of most Non-Newtonian fluids
depends on the shear rate or shear rate history, fluids with shear independent viscosities aren’t
uncommon. The definition of non-Newtonian fluids in terms of viscosity is thus inadequate for
certain cases. The properties of Non-Newtonian fluids are better understood using tensor valued
constitutive equations. Therefore, the term Non-Newtonian is an all-encompassing term for any
fluid that does not obey the following equation [57]:

T =−PI+2ηD (2.1)

where T is the stress rate tensor,P is the pressure term, η is the viscosity and D is the strain rate
tensor.

Non-Newtonian fluids can be classified based on the variables influencing viscosity and its
subsequent variation, the behaviour exhibited by the fluids under stress and by their constitutive
equations. Fluids for which the viscosity depends on the applied stress can be classified as either
shear thickening (dilatant) or shear-thinning (pseudoplastic). The viscosity of a shear-thickening
fluid increases with an increase in shear rate (eg: oobleck) whereas the viscosity of a shear-thinning
fluid decreases with an increase in shear rate (eg: ketchup, whipped cream, etc.). There are also
fluids whose strain rate is a function of time. Fluids that require a gradually increasing shear stress
to maintain a constant strain rate are referred to as rheopectic (eg: printer ink). In these fluids, the
viscosity increases with an increase in the duration of the shear force. Conversely, a thixotropic
fluid (eg: Yoghurt) is a fluid that thins out with time and requires a decreasing stress to maintain
a constant strain rate, i.e, the viscosity decreases with a longer duration of the shearing force. As
stated before, the variation of viscosity isn’t a necessary condition for a fluid to be Non-Newtonian.
Certain fluids display a linear stress-strain relationship but require a certain yield stress to flow.

9
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These fluids are called Bingham plastics (eg: mayonnaise). Figure 2.1 depicts the shear stress-shear
rate relationship for these different types of Non-Newtonian fluids.

Figure 2.1: Different types of Non-Newtonian behaviour

2.1. Properties of viscoelastic fluids
Viscoelastic fluids are Non-Newtonian fluids that exhibit both viscous and elastic characteristics
when undergoing deformation. While viscous materials resist shear flow, elastic materials strain
when stretched and immediately return to their original state once the strain is removed, as long
as the applied stress does not exceed the yield stress. Viscoelastic fluids possess properties of
both viscous and elastic materials. They are generally shear-thinning in nature, though that’s not
always the case. Examples of viscoelastic fluids include some lubricants, whipped cream and many
polymeric fluids.

Purely elastic materials do not dissipate heat after the removal of an applied load, but a viscous
fluid dissipates the energy almost instantaneously as viscous fluids are resistant to deformation
[58]. Viscoelastic materials display a behaviour that is intermediate of the two, with the materials
losing some energy on the application of shear stress. The amount of energy lost is governed by
the extent of elasticity, with viscoelastic solids losing less energy than viscoelastic fluids. Therefore,
hysteresis is observed for viscoelastic fluids in the stress-strain curve as shown in Figure 2.2.

Figure 2.2: Hysteresis in viscoelastic fluids [58]

In addition to hysteresis, viscoelastic fluids also display creep and stress relaxation [59]. The
application of a constant shear stress leads to a linear increase in strain for a Newtonian fluid in
such a way that the ratio of the shear stress to the strain is a constant (viscosity). Once this stress is
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removed, the strain is not recovered and is still applied on the fluid. For a purely elastic solid, the
strain increases instantly and remains constant until the stress is removed, after which the strain
is completely recovered. For a viscoelastic material, the strain shows a delayed response to stress
and increases non-linearly. Once this stress is removed, the recovery is not instantaneous as in
an elastic solid, but gradual. The recovery is faster for a viscoelastic solid as compared to a fluid,
with even full recovery of strain over long times being possible in a viscoelastic solid. This creep
phenomenon is depicted in Figure 2.3a .

When a constant strain is applied to the material, the shear stress immediately rises for a
Newtonian fluid and is almost instantly dissipated after that. Thus, an immediate and complete
stress relaxation occurs. The shear stress instantly increases and remains constant for a Hookean
solid until the strain is removed. The stress is not dissipated in this case and is responsible for
stretching the material. A viscoelastic material shows a non-linear delay in stress relaxation as a
function of their viscoelastic properties. Complete stress relaxation is only possible for a viscoelastic
fluid over prolonged observation but with viscoelastic solids, only partial relaxation is possible.
This is illustrated in Figure 2.3b. From these phenomena, it is evident that viscoelastic materials
exhibit properties intermediate to viscous and elastic materials.

(a) Creep and recovery tests [59]

(b) Stress relaxation tests [59]

Figure 2.3: Graphs illustrating creep and stress relaxation
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2.2. Relaxation time
An important parameter to consider while studying elasticity is the relaxation time, which is a
measure of how the molecules respond to stress [60]. The relaxation time of a polymer is the time it
takes for the polymer molecules to fully stretch after the application of stress. It can also be defined
as the time required for the polymer molecules to return to its equilibrium configuration after the
removal of the stress. The introduction of the elastic component in a fluid leads to the inclusion
of two additional dimensionless numbers- the Deborah and Weissenberg numbers. Both these
numbers are already discussed in section 1.1.2.

2.3. Methods of measuring relaxation time
Generally, polymers and viscoelastic fluids do not possess a single relaxation time but a spectrum
of times [60]. In order to characterise a material’s elasticity, a single relaxation time measured in the
linear viscoelastic region is considered to be the value representative of a material’s elasticity. For
a viscoelastic material, internal stresses depend on the instantaneous deformation as well as the
history of deformation [61]. The material is said to be in the linear viscoelastic region if the defor-
mation applied is small enough so that its rheological properties do not depend on the value of the
deformation. As shown in Figure 2.4, the log of the viscous and elastic moduli remain constant until
a strain of γL is reached, after which both moduli decrease with the log of the strain. A higher elas-
tic modulus compared to the viscous modulus in the linear viscoelastic region implies a viscoelastic
solid, while the converse is true for a viscoelastic fluid. Two methods are commonly used to measure
the relaxation time in this linear viscoelastic region.

Figure 2.4: Variation of moduli with the strain to determine the linear viscoelastic region. The left
graph shows a viscoelastic solid and the right shows a viscoelastic fluid.

2.3.1. Stress relaxation
The principle behind stress relaxation is the same as described in 2.1. The equation describing the
shear rate when such a procedure is used is given by [60]:

σ̇

G
+ σ

η
= γ̇ (2.2)

where σ is the shear stress, G is the relaxation modulus, η is the fluid viscosity and γ is the strain.
The relaxation modulus is a measure of the material’s resistance to applied shear. The solution of
this equation is given by:

σ=σ0e−
t
λ (2.3)
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where λ= η
G is the relaxation time and σ0 is the stress applied at time t = 0. The relaxation time can

be thus obtained from this equation after conducting the experiment. Since the relaxation time is
measured in the linear viscoelastic region, the strain applied has to be within the limits of linear
viscoelastic behaviour.

2.3.2. Small Amplitude Oscillatory Shear (SAOS)
This is the most common method of measuring relaxation time and it is carried out over a range of
frequencies. A small sinusoidal strain is applied to the material. The strain is given by [61]:

γ= γ0sin(ωt ) (2.4)

where γ0 is the strain amplitude and ω is the frequency. The corresponding shear stress is given by:

σ=σ0sin(ωt +δ) (2.5)

where δ is the phase shift or the loss angle. A perfectly viscous material responds 90◦ out of phase
to the applied strain as the stress is proportional to the strain rate in a viscous fluid rather than
the strain. Since a viscoelastic fluid consists of both viscous and elastic components, an in-phase
and out of phase behaviour is observed. Similarly, the relaxation modulus can also be split into
two components. The in-phase component is called the storage modulus, representing the elastic
component, whereas the out of phase component is called the loss modulus, representing the
viscous component.

G ′(ω) = in−phase strain

maximum strain
G ′′(ω) = out of phase strain

maximum strain
(2.6)

From the definition of relaxation from 2.3.1, we can also calculate an in-phase and out of phase
viscosity. This can be combined and written as a complex viscosity.

η= η′(ω)− iη′′(ω) (2.7)

The frequency at which the strain is applied is varied and the corresponding values of the elastic
and storage moduli are plotted as shown in Figure 2.5. The intersection of the two curves gives
the relaxation frequency, the inverse of which is the relaxation time. After the relaxation time is
reached, viscous effects begin to dominate. This figure serves as a perfect illustration as to why
larger relaxation times correspond to larger elasticities.

Figure 2.5: Determination of relaxation time from Small Amplitude Oscillatory Shear (SAOS)
method [61]
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Experimental methodology

The idea is to track the organisms simultaneously in 3D and to observe the trajectories of these
tracks for the different fluids. This chapter seeks to define the methodologies employed to achieve
this aim. To simplify and aid understanding, the chapter is divided into 6 sections according to the
methodology employed. The first section concerns itself about the choice of viscoelastic solutions
and the subsequent rheology performed on these solutions. The method employed to determine
the relaxation time of these solutions is detailed in the second section. The experimental procedure
used to culture and observe the motion of C.Reinhardtii is described in the third section. The fourth
and fifth sections deals with the image processing and the 3D-particle tracking algorithm employed
to track the cells. The final section details the techniques used in post-processing.

3.1. Rheometry
Many aqueous polymer solutions have been employed as viscoelastic fluids to study the motion
of microorganisms. The commonly used polymers among these are PolyAcrylamide (PAA) [52],
Carboxy-methylcellulose (CMC) [50], Xanthan Gum [49], and Polyvinypyrrolidone (PVP) [62]. All
of these solutions are viscoelastic and shear thinning as these are the common properties of the
fluids found in nature and bacterial biofilms [4]. CMC solutions were observed to be viscoelastic
only at concentrations above 1000ppm [49, 63] and at these concentrations, the solutions were
very viscous. A similar viscoelastic behaviour was observed for Xanthan Gum as well [64], with
the solutions being very viscous. Since the results from Qin et al [52] reported low net velocities at
viscosities in the range of 10-100 mPas, it would be better to study the motility of C.Reinhardtii in
viscoelastic fluids that display good elastic behaviour at lower viscosities. Although PVP solutions
are viscoelastic at lower viscosities, the degree of shear-thinning is a lot lower compared to the
PAA solutions [65]. Considering the already established results and the favourable viscoelastic
properties of PAA solutions, it can be concluded that PAA solutions are the most favourable medium
to study the motility of C.Reinhardtii in viscoelastic fluids. In our case, a cationic variant of PAA,
PolyAcrylamide-Sodium Acrylate (PASA, MW = 18×106 g) was used as the polymer.

Different concentrations of PASA were added to Tri-Sodium Phosphate (TRIS) medium to
prepare viscoelastic solutions. The properties of TRIS medium are similar to that of water, except
that it contains nutrients required for the growth of C.Reinhardtii. Since it is important to maintain
a sterile environment for the organism, the properties of Polyacrylamide (PAA) under thermal
stress need to be known before starting the experiment. An extensive survey was conducted on
PAA by Kulicke et al [66]. The viscosity was observed to be very sensitive to changes in temperature,
with sustained heating for long duration leading to a drop in viscosity caused by the molecular

15
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degradation of polymers. Large concentrations of PAA in aqueous solutions were observed to show
a time degradation in viscosity.

The above effects reported by Kulicke et al [66] were observed only for sustained heating and
large concentrations of polymer. The solutions need to be autoclaved before performing the actual
experiments with C.Reinhardtii to avoid any bacterial growth that could contaminate the medium,
hence affecting the motion of the cells or killing them. The solutions were prepared by adding the
requisite amount of polymer to 50 mL of TRIS, followed by stirring them evenly using a magnetic
stirrer. To test the effect of heating for short periods and time, solutions containing 1000 parts per
million (ppm) of PASA in TRIS were autoclaved (Tuttnauer 2540 ML) at 120◦ C and 2 bar for 20
minutes.
The viscosities of these solutions were measured using the Contraves Low Shear-40 (LS-40)
rheometer (Figure 3.1) with a Couette geometry at 20◦ C. In order to check the accuracy and the
repeatability of the rheometer, distilled water samples of known viscosity were first measured at
different periods. A Couette geometry was employed, with 5 mL of solution placed in the cup. A
measuring bob of appropriate dimension is lowered into the cup. The bob is made to rotate in this
cup and the shear rates are varied. The variation of the shear rates is used to determine the applied
shear stress, and subsequently the viscosity of the solution.
The value of the viscosity for distilled water was within 10 % of the true value and the results
are plotted in the Appendix A. Once the accuracy was established, the rheometer was used to
determine the rheologies of the prepared solutions. The shear rates were varied from 1-100 /s for
the 1000ppm PASA sample and the corresponding viscosities were measured. The sample was
observed to be shear thinning and the results are plotted in Figure 3.2. Autoclaving was observed to
have no effect on viscosity and the time degradation of viscosity wasn’t observed either. Since this is
the viscoelastic fluid with maximum polymer concentration, it was concluded that all the solutions
could be safely autoclaved and used at a later time.

Figure 3.1: Contraves LS-40 Rheometer



3.2. Measurement of relaxation time 17

Figure 3.2: Variation of the viscosity with the shear rate for a 1000 ppm PASA sample. The blue
asterisks represent the viscosities of the solution before autoclaving, the red squares the autoclaved
sample and the black triangles represent the autoclaved sample after ten days. Autoclaving was
found to have no effect on the viscosity.

3.2. Measurement of relaxation time
The Small Amplitude Oscillatory Shear (SAOS) method described in section 2.3.2 is utilized to
measure the relaxation times of the viscoelastic fluids. The first measurements of relaxation
times were carried out in the AR-G2 rheometer located in the Applied Sciences department of
TU Delft. The procedure used involves SAOS measurements, similar to the procedure described
in section 2.3.2. In the case of viscoelastic fluids with low relaxation times, macro-rheology
or commercial rheometers cannot be used as most cannot measure small relaxation times be-
cause of their compliance limits. The difficulties involved in determining a clear relaxation time
from the rheometer are elucidated in Appendix B. Naturally, a different methodology has to be used.

For fluids with low relaxation times, microrheology can be used to analyse the rheological
properties of the fluid on a microscopic scale [67]. Most of these methods involve microscopic
particles embedded in the solution whose thermal fluctuations in the solution (passive microrhe-
ology) or response to applied forces (active microrheology) are detected to determine the rheology
of the solution [67, 68]. Among these techniques, optical traps are commonly used to perform
experiments in both passive and active microrheology [67–69]. An optical trap is formed by
applying a tightly focussed LASER using an objective of high Numerical Aperture (NA). This can be
used to ‘trap’ small particles or beads by experiencing a force due to the scattering of photons [70].
The trap corresponds to an elastic spring, with the ‘stiffness’ related to the power of the laser. The
oscillations of the particles within the trap can provide useful information about the rheological
properties of the fluid [68, 69].

In this case, passive microrheology was used to record the thermal fluctuations of 5 µm sized
beads embedded in the viscoelastic fluid. Only two viscoelastic fluids, 150 and 250 ppm PASA
solutions, were studied for reasons relating to time and those explained in section 4.3. These
experiments were conducted by Parviz Ghoddoosi Dehnavi on the optical trap setup in the Applied
Sciences Department of TU Delft. The optical trap setup is similar to the one used by Wei et al [71]
and Lang et al [72]. The working of this setup is shown in Figure 3.3. In essence, the setup is an
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inverted microscope with modifications to accommodate two lasers and for mechanical stability.
The trapping laser’s effectiveness is enhanced using Acousto-Optic Deflectors (AOD) that provide
dynamic position control [70]. The position of the bead is detected using a position detection laser
coupled to a piezo-electric stage. The signal from the piezo stage is transmitted to a Quantum
Photodiode (QPD), whose output is in Volts. Lenses are used for beam steering and separation.

To convert the information in volts from the QPD to obtain the position of the beam, a cali-
bration procedure similar to those described by Addas et al [68] and Berg-Sørensen et al [73]
is used. The experiments are conducted from frequencies ranging from 0.5-200 Hz with a trap
stiffness of 7.62 pN/µm. Using the results from the AR-G2 rheometer on 100 ppm PASA (Appendix
B), it is apparent that the strain is within the linear viscoelastic region. Additionally, passive
microrheology ensures that large strains aren’t applied [68].
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Figure 3.3: Setup used for the optical trap experiments

The viscous and elastic moduli, and hence the relaxation time, are determined from the thermal
fluctuations of the bead. The experiments are carried out at frequencies ranging from 0.1 to 200 Hz.
Since the viscous and elastic moduli are dependent on frequency, a relation between the thermal
fluctuations of the bead and the moduli can be easily established using the fluctuation-dissipation
theorem [68]. The complex particle response function in the frequency ( f ) space, α( f ), relates to
the Fourier transform (x( f )) of the bead displacement x(t ) as a function of time and the Fourier
transform (F ( f )) of the applied force on the bead (F (t )). The bead displacement is the displacement
along the x-axis as shown in Figure 3.3. The relation is similar to the equation relating the applied
force with the displacement for a Hookean solid. The particle response function, in essence, is
similar to the spring constant. The following equations are all from the paper by Addas et al [68],
which bases its equation from the paper of Schnurr et al [74].

F ( f ) =α( f )x( f ), α( f ) =α′( f )+ iα"( f ) (3.1)

The imaginary part of the response function is related to the Power Spectral Density(PSD) by the
fluctuation dissipation theorem. The PSD is the measure of the signal’s power content, i.e, the dis-
tribution of the power into frequency components comprising the signal.

α"( f ) = π

2kbT
f S( f ) (3.2)
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where S( f ) is the PSD, kb is the Boltzmann constant and T is the solution temperature, which in
our case is 22◦ C. The real part of the response function is given by the Kramers-Kronig relation [68],
provided that the imaginary part is known over a large frequency range.

α′( f ) = 4
∫ ∞

0
dtcos(2π f t )

∫ ∞

0
dξα"(ξ)sin(2πξt ) (3.3)

Here, ξ represents the range of frequencies from 0 to ∞, and f is the frequency value for whichα′( f )
is desired [74]. The complex shear modulus is determined from the complex response function
using the Generalized Stokes-Einstein Relation (GSER) [68]:

G( f ) = 1

6πaα( f )
, G( f ) =G ′( f )+ iG"( f ) (3.4)

where G ′( f ) and G"( f ) are the elastic and viscous moduli respectively, and a is the radius of the
bead.

Since the trap has a stiffness κ of its own, it introduces an apparent elastic modulus that
changes the value of the response function [68]. To account for this, a correction is applied to the
response function and subsequently, the elastic modulus.

αtrue = αmeasured

1−καmeasured
(3.5)

which upon inversion from equation 3.4 gives the corrected elastic modulus:

G ′
true =G ′

measured −
κ

6πa
(3.6)

The trap stiffness is calculated using the equation, κ= 2πγ fc, where fc is the corner frequency and
γ= 6πηa is the Stokes drag on the bead [68] (η is the complex viscosity). The corner frequency is the
frequency after which the energy flowing through the system is attenuated or, in other words, the
frequency after which the PSD drops from a constant value [73]. The elastic and viscous moduli are
subsequently determined for each frequency to determine the relaxation time.

3.3. Experiment
This section is concerned with the procedures and setup used to simultaneously track the motion of
the cells in 3D to study their trajectories and understand their behaviour. Such experiments could
reveal useful information about the effect of viscoelasticity and viscosity on the kinematics of cell
motion and cell-wall interactions. The experimental setup adopted is similar to that used by Kim et
al [75, 76]. Both these papers compared the effectiveness of two flow measurement techniques, 3D
Particle Tracking Velocimetry (3D-PTV) and Tomographic Particle Image Velocimetry (Tomo-PIV),
in micro-flows. Tomo-PIV is not used to study the flow fields created by the motions of the cells as
tracer particles cannot be used because they disturb the motions of the cells [77].

To track the motion of the algae as active moving particles, a Lagrangian Particle Tracking
(LPT) code implemented in MATLAB by Muller [19] in his master’s thesis is used instead of the
existing algorithm present in the commercial software, DaVis.

3.3.1. Flow chambers and cell cultures
The experiments were conducted on a wild type strain of C.Reinhardtii (cc-125). An agar slant
consisting of colonies of C.Reinhardtii is prepared by Da Wei and John Buchner in TNW, TU Delft.



20 3. Experimental methodology

The liquid cell cultures are inoculated from the slant. The cells are cultured, inoculated and
counted according to well-established procedures discussed by Quaranta et al [78]. The cells are
allowed to grow for four days in TRIS medium before they are harvested. To suspend the cells in
the desired viscoelastic or Newtonian fluid, the solution consisting of the cells in TRIS medium is
centrifuged. The cells are then resuspended in the desired fluid.

In order to house the cells and the fluid to view their motion, acrylic flow chambers (Figure
3.4)) with dimensions 60 × 25 mm are laser-cut from a 1.5 mm thick acrylic sheet. An 8 mm diame-
ter hole is cut at the centre of the flow chamber to house the cells and fluid. The bottom surface of
the chamber is sealed by glueing a 0.1 mm thick Danzig Deckglazer glass side of dimensions 24 ×
32 mm. The top surface is sealed with the same glass slides after the cells are injected into the flow
chamber.

Considering the sensitivity of the cells to environmental conditions and their tendency to
stick to surfaces, it is imperative to prepare the flow chambers and glass slides to prevent adhesion
and ensure cleanliness. The flow chambers are washed alternatively with ethanol and distilled
water (DI water) five times and are then dried. For the glass slides, however, the preparation is more
elaborate as they form the walls which contact the cells. The glass slides are cleaned in a sonic bath
for 25 minutes by placing them in a surfactant solution consisting of Hellmanex III detergent (0.5 %
volume) and distilled water. They are washed with distilled water five times followed by another 25
minutes in the sonic bath in DI water. The glass slides are then dried.

While this procedure cleans the slides, the adherence of the cells to the slides have to be
minimized. The first step in this process is to charge the slides by oxygen plasma for 30 seconds.
The charged slides are then immersed in a 100 mL protein solution consisting of 1 mg Bovine Serum
Albumin (BSA) (Aldrich A7906-50G) and 1 mg of Phosphate Buffered Saline (PBS) for 30-45 minutes
based on the saturation of the contact line [79] to minimize cells adhering to the surface. After
rinsing with DI water and drying with pressurized air, the slides are glued to the bottom surface of
the chamber by Ultraviolet (UV) curing for two minutes using Norland Optical Adhesive 81.

Figure 3.4: Flow chamber

Before conducting experiments, the cells are counted under a microscope using a counting
grid. The cells are then diluted according to the concentration desired. The cells are injected into
the chamber using a micro-pipette. To avoid deflagellation of the cells, the tip of the micro-pipette
is cut a little bit to make it wider. Nail polish is added to the sides of the top surface away from the
hole to allow the glass slide to adhere to the top surface. The glass slide is gently placed on the top
surface with careful attention to prevent the formation of any bubbles that could provide some
background flow. Capillary action allows the fluid to spread over the glass slide.
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3.3.2. Experimental setup
The experimental setup is shown in Figure 3.5a. It consists of four scientific Complementary
Metal Oxide Semiconductor (sCMOS) cameras (LaVision Imager Pro M) and a large objective lens.
A micron precision xyz stage (Figure 3.5a) is mounted on top of the setup to perfectly position
the flow chamber in the field of view. The stage can be moved with the help of three precision
micrometers on the stage. To simultaneously trigger the cameras, a portable timing unit is used
and the timing and acquisition is controlled by the DaVis 8.2.1 software.

The setup is illuminated by a red LED panel located above the flow chamber as shown in
Figure 3.5a. The forward scattered light by the algae passes through a large objective lens with a
magnification of 1.5. The objective combines the optical paths of all the cameras and causes them
to converge at one point. To increase the depth of field, the light rays are allowed to pass through a
pinhole card with pinholes of diameter 2 mm before it enters the objective. Using this arrangement,
the depth of field is increased to 2 mm by decreasing the original pinhole diameter [75], which is
consistently observed in most experiments at this scale [19]. The optical path is deflected by 90◦

towards all the cameras other than the bottom camera by mirror prisms.

(a) Experimental setup (b) 2D sketch illustrating the optical path followed

Figure 3.5: Experimental setup and optical path

3.3.3. Calibration
The calibration procedure is performed to obtain the relation between the coordinates of the
physical object x0 = [x, y, z]T ∈ ℜ3 and the image plane xm = [x, y]T ∈ ℜ2, including magnification
and optical distortion. A LaVision MP 100 µm calibration grid is placed at the position of the flow
chamber holder. The coplanarity of the cameras is ensured without placing the pinhole card so as
to reduce the depth of field. The orientation of each camera is adjusted until the calibration target
representing a 2 × 2 mm plane, is centred and focused. This narrow depth of field reduces the
Scheimflug effect [80].

After the focusing is completed, the pinhole card is added again to the setup and the LED il-
lumination is provided for the calibration. In order to traverse a height of 2.4 mm along the z plane,
the calibration is carried out on 13 planes spaced 0.2 mm apart. Although the domain volume for
the object is 2 × 2 × 2 mm, an additional 0.4 mm is provided to include any possible effects of
optical distortions or magnification during the experiment. The calibration is carried out on the
DaVis 8.2.1 software that fits an analytical mapping function, xm = fcal(x0), to map the physical
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object space to the camera plane. The coefficients of this 3rd order polynomial mapping returned
by DaVis in each x, y plane for a fixed height z are fitted in the object domain of height z using a
2nd order polynomial in Matlab.The calibration was carried out before and after the experiment to
compensate for any mechanical misalignments.

fcal(x0) = c0(z)+c1(z)x+c2(z)y +c3(z)x y +c4(z)x2+c5(z)y2+c6(z)x2 y +c7(z)x y2+c8(z)x3+c9(z)y3

(3.7)

3.3.4. Illumination conditions
Red LED illumination flashed from the top of the flow chamber using a DC source at 3.5 V and 1 A is
used to illuminate the cells. The light is emitted at a wavelength of 613 nm and the light intensity is
around 230 µmol/m2s. This particular wavelength and colour of light is chosen to avoid, or at least
minimize the phenomenon of phototaxis [15], the tendency of the cells to move towards or away
from the light. The photoreceptors in the eyespot of the cells, rhodopsin, is sensitive to blue and
green light, therefore, red light is chosen to minimize phototaxis [15]. The algae scatter the light in
the forward direction towards the camera (Mie scattering) and appear as bright spots in the image.
The images are taken at a frame rate of 20 Hz with an exposure time of 42000 µs.

3.4. Image processing
The raw experimental images appear as shown in Figure 3.6. The image processing is done using
the codes developed by Muller [19] during his master’s thesis. The code first seeks to eliminate any
experimental artefacts such as pixel noise, image background and the blinking of cells (intensity
not being constant in each image). The blinking is probably caused by the rotation of the algae,
and this results in some cells scattering more light than the others. The pixel noise is suppressed
by applying a linear Gaussian convolution whose width matches the expected particle shape. The
blinking of cells is accounted for by applying a Min-Max filter.

Figure 3.6: Raw image data before any processing or filtering

To determine the midpoints of the cells, the local intensity maxima of the bright cells in each
image is first determined by assigning a segmentation level. The number of particle images in
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each camera is thus estimated, allowing for the subsequent estimation of the variation of this
number with time. To find cells that were blinking, the images are superimposed over another
image where the expected number of cells is known. The variation in the number of cells with
time is subsequently calculated for these images as well. The particle maxima are thickened using
a binary mask that is applied to the raw image, allowing a Matlab code to determine the particle
image midpoints based on an intensity weighted midpoint previously defined.

3.5. 3D Lagrangian particle tracking algorithm
To track the motion of the cells, the algorithm developed by K.Muller [19] based on the work done
by Attanasi et al [81] was used. The first step in this algorithm is to track the cells in each camera.
After this, the idea would be to find the same physical object corresponding to different positions
in different cameras. This procedure is called matching [82]. Matching is achieved by projecting a
particle image through the object space and projecting it back into another camera where it crosses
another particle through its epipolar line [83]. This is illustrated in Figure 3.7. But as this method is
sensitive to mismatching, a more robust approach is used.

The particle image midpoints are tracked in different image planes of one camera until the
particle cannot be tracked due to either occlusion or disappearance. To account for displacements
between other cells and to include the rapid change in direction of the cells, a search radius is
defined and the particle image midpoint for each image in a camera is tracked until disappearance.
This search radius is based on the average particle displacement between two frames with a
confidence interval to include for higher displacements.

Though the particles are tracked in each camera in 2D, the matching of the tracks in different
camera planes need to be done to obtain their positions in 3D. This consistent correspondence of
tracks in different cameras is achieved by formulating an integer optimization problem by defining
a cost function. The cost function contains the particle image midpoint and the distance from that
midpoint to an epipolar line from another particle midpoint in another camera plane. Possible
matches are considered only when the relative distance between the midpoint and the epipolar
line is below a particular spatial threshold. To find the best possible match, the minimal value of
the discrete cost function is solved efficiently using an Integer Linear Programming (ILP).

Figure 3.7: Epipolar lines projected from multiple cameras are matched with a camera’s epipolar
line to find the particle image midpoint. This is repeated over subsequent frames to track the cell.

This procedure can get increasingly complex for multiple camera frames, long times and a large
number of particle midpoints, leading to a significant disparity between the calibration and the
experimental data. A ‘divide and conquer’ algorithm is implemented to reduce the complexity of
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the code [19]. Having matched the trajectory of the particles from different camera planes, the
particle is then triangulated into physical space. The physical object position is reconstructed by
the creation of a least-squares problem to invert the calibration mapping. The trajectories after
triangulation appear as shown in Figure 3.8.

Figure 3.8: Location of cells at all times in the domain after triangulation.

3.6. Post-Processing
Though the triangulation and tracking of particles is completed, certain post-processing steps
are necessary to obtain parameters important to characterise the trajectories of the cells. Once
again, the post-processing steps required to do this are the same as those established by Muller
[19]. To discard any noise present in the raw tracks, a curve fitting procedure is carried out using a
Savitsky-Golay filter to smooth the data. A polynomial of order 3 is the minimum requirement for
this filtering.

3.6.1. Kinematics of trajectory
The time-position information of the filtered trajectories is used to compute the local frame of ref-
erence using a Frenet-Serret framework [84]. The Frenet-Serret framework defines a local tangent
t,local normal n and bi-normal vector b to the local trajectory r(t ) known as the Frenet trihedron:

t(t ) = | r′(t ) |
|| r′(t ) ||2 , n(t ) = | t′(t ) |

|| t′(t ) ||2 , b(t ) = t(t )×n(t ) (3.8)

The dynamics of the trihedron can be understood by the curvature κ and torsion τ which describe
the evolution of the trihedron as:  t

n
b


s

=
 0 κI 0
−κI 0 τI

0 −τI 0

 t
n
b

 (3.9)

where s indicates the differentiation with respect to arc length. The curvature is a measure of how
much the trajectory is bent, and can be understood as a form of an inverse radius. The torsion,
on the other hand, represents the twist in a trajectory. While both these parameters are useful in
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describing a cell trajectory, it doesn’t give the full picture. We know from Crenshaw et al [54] that
cells generally execute a helical motion, so it would be better to characterise the trajectory in terms
of the radius R and pitch P of the helix. These, along with the rotation rateΩ, can be calculated from
the curvature and torsion.

R = κ

κ2 +τ2 , P = 2πτ

κ2 +τ2 , Ω= sgn(τ)V
√
κ2 +τ2 (3.10)

The kinematics of the trajectory can be quantified using these parameters.

3.6.2. Wall stretching
As the light scattered by the algae passes through lenses, the bounding domain of the resulting
image is different from the actual value of 2 mm as the optical viewing axes pass through the flow
chamber at an angle as shown in Figure 3.5b. This is primarily because of the change in refractive
index from air to the lens and the viewing angle. Though the calibration is performed in air, its data
is acceptable as the views are symmetric. To permit easier analysis of wall interactions, the domain
is stretched by an appropriate factor so that it spans from -1 to 1. To accomplish the stretching, the
actual positions of the wall has to be determined. From the results of K.Muller [19], we observe that
the cells tend to accumulate at the walls. Thus, a plot of the surface distribution along the z-axis
reveals the position of the walls as peaks.

While the above does give a good indication of the location of the walls, it might give a mis-
leading impression if the images are dominated by noise. Generally, some cells adhere to the
wall for some time and this leads to a drastic reduction in their speed. The position of the wall
can thus be confirmed if the location of stationary cells can be determined, with the maximum
concentration of stationary cells being naturally near or at the walls. Once the wall locations are
determined, the positions of the cells are multiplied by an appropriate stretch factor corresponding
to the refractive index of the lens.

3.6.3. Track selection criteria
In spite of taking noise and dead cells into account while running the code, some of the data it
returns is bound to be spurious and noisy. In order to filter these tracks from those which are good,
certain selection criteria need to be applied to the processed data. These are the following criteria
that are applied to the tracks:

• A minimum and maximum median velocity limit to filter out dead cells and noisy tracks.

• A minimum track length to discard any spurious tracks.

• A standard deviation of tracks to further filter out noise.

The minimum and maximum velocity limit of the tracks are decided using the following method.
The cells are tracked over 1000 images in 3D and a distribution of the median cell velocities is
obtained. The cells change their velocities continuously so the median velocity of the track is
selected. The median is taken over the mean as it illustrates a better picture of the swimming
velocity. The velocity of the cells is drastically altered while encountering a wall or when they come
in contact with another cell. To take these effects into account and to include the possibility of
noise skewing the mean velocity of the tracks, the median velocity of each track is determined. The
velocity limits are then chosen based on the speeds and the noise. A dead cell would naturally be
drifting in the solution at low velocities as compared to the live cells. This makes them rather easy
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to segregate from the rest. An upper limit for the velocities also needs to be applied as these tracks
are probably noise dominated. These are determined by observing the tracks which are longer
than 10 seconds, as they would give a better idea of the range of velocities at which the cells are
travelling. The tracks at higher velocities are characterised by sharp jumps in different directions
which appear as a bunch of straight lines rather than trajectories, indicating a result that is entirely
dissimilar from the observed cell behaviour and one that is perhaps unphysical.

The code also gives out many tracks that are short in length. Many of these tracks are spuri-
ous and are likely to decorrelate over time, indicating that they are probably ghost particles.
Additionally, these short tracks do not give enough information about the cell behaviour. Hence,
tracks smaller than 1 or 2 seconds (chosen based on frame rate) are discarded.

In spite of applying these limits, noisy tracks characterised by drastic jumps in motion are
common. While these tracks might contribute to the determination of velocities, it is difficult to
characterise the nature of swimming from these tracks. For this purpose, a standard deviation
between each data point based on a maximum instantaneous velocity is used to filter out these
noisy tracks.

3.6.4. Frame rate
All the experiments were conducted at a frame rate of 20 Hz. For the TRIS case, this frame rate
is acceptable and gives good results [19]. But for the rest of the cases, the velocities of the cells is
slower than the TRIS case. This not only reduces the standard deviation of the distance between
each point, thus increasing processing time, but also increases the propensity of noise to creep in
the results. To illustrate this, the 500 ppm PASA is used as an example. The velocity of the cells in
this solution is around 15 µm/s, which is nearly one-seventh of the value in TRIS (see section 4.3.1
for further details). The cells are tracked for 1500 images at frame rates of 2, 5 and 15 Hz and the
selection criteria described in section 3.6.3 are applied. The results of the tracking are presented
in Table 3.1, with a noisy track being defined as a track with a large jump in velocity as shown in
Figure 3.9. From these results, it is evident that the results from the 2 Hz and 5 Hz data involves
less noisy tracks compared to 15 Hz. Since the data at lower frame rates require less computational
effort and time, it is advantageous to process tracks at these frame rates. The frame rate used for the
data roughly scales with the velocity of the cells.

Table 3.1: Effect of frame rate on the nature of the tracks

Frame rate Number of tracks after filtering Number of noisy tracks
2 4545 767
5 4601 780

15 4412 2137

3.6.5. Fitting parameters
As explained in section 3.6, a Savitsky Golay filter with a cubic polynomial of order 3 is fitted over
the tracks to smooth it. The fit length for the polynomial is chosen to remove the noise to a good
extent without over-smoothing the tracks. This fit length is chosen based on the frequency at which
the cells rotate counter-clockwise during the power stroke, which is at around 1-2 Hz for TRIS [15].
A frequency of 2 Hz corresponds to half a cycle, and this translates to 10 images for a frame rate of
20 Hz. Therefore, a fit length of 9-10 images is used for the TRIS case [19]. For the viscoelastic and
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Figure 3.9: Example of noise in a track. A sharp jump is seen to connect two disparate set of points.

Newtonian cases, this is not as straightforward. An appropriate filter length needs to be chosen to
avoid over-smoothing of the tracks leading to the loss of important data, while at the same time,
the tracks should not be noisy. Since there are many cases to discuss, the procedure of selecting
the fit parameters will be elaborated for the case of 150 ppm PASA solution, with some of the other
cases touched upon in the Appendix D.

The frequency of the cells during the power stroke is unknown in all the fluids of higher vis-

(a) FFT representing the frequency of individ-
ual tracks at every point. No clear dominant
frequency is observed.

(b) FFT representing the median frequency of
all the points of each track. No clear domi-
nant frequency is observed.

Figure 3.10: Fast Fourier Transform (FFT) plots to find dominant frequency

cosity. The Fourier transform of the velocity and acceleration is plotted for each track against
the frequency in log scale for the unfiltered as shown in the Figures 3.10a and 3.10b. The first
plot represents all the frequencies of every track whereas the second plot only shows the median
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frequency of each track. The magnitude in the plot represents the Fast Fourier Transform (FFT)
of the parameter divided by the number of points. In case of the median frequency, the FFT is
divided by the number of tracks. This explains the difference in magnitude between the two plots.
The sampling frequency corresponds to the frame rate used for each data set, which in this case,
is 20 Hz. The results from these plots are inconclusive, with the only dominant frequency close to
zero Hz, which is probably either because of physical long period variations dominating over short
period fluctuations or because of noise.

To decide on the filter length, the following procedure is used. The first 2000 tracks from the
data set are post-processed using different fit lengths and the obtained parameters (pitch and
radius of the helical trajectory, velocity, and acceleration) are plotted. The selection criteria are
applied to these tracks to allow for easier analysis. As explained in section 3.6.3, the plotted velocity
and acceleration represents the mean of the median track velocities. As for the pitch and radius,
the absolute mean of the local values is taken instead of the median as that would give a better
representation of the results for a short number of tracks. Ideally, the expected behaviour would
see the mean values of the parameters initially increase with filter length, after which the values
stagnate for a while, followed by a decrease in their mean which corresponds to over- smoothing.
The chosen filter length should be within the stagnation range.

From the Figures 3.11a and 3.11b, we can see that the velocity remains relatively unchanged
while the acceleration continues to decrease with increasing filter length. This decrease is most
likely due to over-smoothing of the tracks. The trend followed by pitch and radius gives credence
to this hypothesis. The pitch remains relatively constant from a filter length of 7 till 11, after which
there is a noticeable change. Though the radius appears to remain constant, a slight decrease
in radius is observed at a filter length of 15, possibly indicating over-smoothing. Taking all these
factors into consideration, a filter length of 11 is chosen. This is repeated for the other cases as well.

(a) Variation of parameters with filter
length.The error bars represent the standard
deviations of the parameters.

(b) Variation of radius of the helical trajecto-
ries with filter length.The error bars represent
the standard deviations of the radius.

Figure 3.11: Plots to select appropriate filter length
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Results

The results obtained from the experiments described in the previous chapter are discussed here.
The main objective is to elucidate the effect of viscoelasticity on the physics of the swimming
algae by characterising the differences between the Newtonian and viscoelastic cases. The first two
sections deal with the results from the rheometry and relaxation time measurements. The first step
in analysing the influence of viscoelasticity on the algae would be to understand the kinematics
of cell motion, and that naturally, will be the focus of the third section. Here, the focus is on the
velocities and the nature of the swimming trajectories. The presence of two confined surfaces
naturally leads to an increase in complexity, and this cell-wall interaction would constitute the final
section.

4.1. Rheometry
The viscosities (µ) of the viscoelastic PolyAcrylamide Sodium Acrylate (PASA) solutions were deter-
mined from the Contraves LS-40 rheometer and plotted in a log-log scale as shown in Figure 4.1.
The viscoelastic solutions were found to depict a shear-thinning behaviour, i.e, the viscosities were
observed to decrease with an increase in the shear rate. The degree of shear-thinning increased with
an increase in PASA concentration.

Figure 4.1: Viscosities of PASA solutions of different PASA concentrations for different shear rates

29
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For comparison, Newtonian solutions of increasing viscosity were prepared by adding varying
concentrations of Ficoll to TRIS medium. Since the viscoelastic solutions are shear-thinning, it is
difficult to pinpoint the exact value of viscosity that could be used for comparison. In the case of
C.Reinhardtii, there are two sources of shear acting on the fluid- the flagella and the body. The
flagellar shear rate can be considered to be around the same order as the frequency of beating,
which is around 50 Hz [16, 52]. The shear rate applied by the body is a lot more complicated, as
there is an asymmetry associated with the front and reverse stroke [53]. Qin et al assumed the body
shear rate to be equivalent to the ratio of the mean of the front and reverse stroke velocity to the cell
diameter. The net shear rate applied on the fluid was taken by Qin et al as the average of the two
values, and this was found to be ranging from 30-50 /s. Using these results, the viscosities of the
Ficoll solutions were prepared to be within 10 % of the corresponding viscosities of the viscoelastic
solutions at these shear rates. The viscosities are plotted in Figure 4.2

Figure 4.2: Viscosities of Ficoll solutions of different Ficoll concentrations

4.2. Relaxation time
The measurement of the relaxation times was conducted by Parviz Ghoddoosi Dehnavi using the
optical trap for TRIS, 150 ppm PASA and 250 ppm PASA solutions. TRIS was used as a base to check
the accuracy of the method. The rheological results for viscosity from the optical trap experiments
were first compared with those from Section 4.1. The results are plotted in Figure 4.3 .
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Figure 4.3: Viscosity measurements using optical trap

Though the viscosities appear different from those in Figure 4.1, it must be noted that the
optical trap experiments were conducted at 22◦ C, whereas the experiments in the LS-40 rheometer
were conducted at 20◦ C. Also, the results in Figure 4.1 showed the variation with shear rate, whereas
the variation of viscosity with frequency is plotted in Figure 4.3. The shear-thinning behaviour in
the 150 and 250 ppm PASA solutions is captured. The viscosity of TRIS is close to the viscosity of
water at 22◦ C (0.95 mPa.s), so it can be concluded that viscosities measured by this technique are
close to the true value.

The viscous and elastic moduli as a function of the frequency are plotted for the three solu-
tions in Figure 4.4. In TRIS (Figure 4.4a), the elastic modulus appears only in the form of noise.
In the 150 and 250 ppm PASA solutions (Figures 4.4b and 4.4c), no crossing of the two moduli is
observed in the frequency range, although a value might be obtained by extrapolation. This means
that the solutions are weakly viscoelastic or there are some errors involved when conducting the
experiment. More measurements using this technique has to be done with solutions of known
relaxation times to establish a definite methodology. The viscoelastic behaviour of the solutions is
difficult to discern as there is no basis for comparison. Due to the lack of time, this could not be
done.

(a) TRIS (b) 150 ppm PASA (c) 250 ppm PASA

Figure 4.4: Variation of the viscous and elastic moduli as a function of frequency. No relaxation
times could be obtained as no crossing was observed.

4.3. Motility and kinematics
The kinematics and motility of the cells are expected to change not only for viscoelastic fluids but
also for the more viscous Newtonian fluids. The effects of higher viscosity and viscoelasticity on
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the velocity of the microorganisms have been documented to some extent in both experimental
and numerical studies, with some studies going even further to analyse the causes of these effects
[27, 52, 53, 62]. While all these studies have focused on the velocities and stresses applied on the
cells, most of them are restricted to the 2-dimensional case. This section of the thesis does not only
aim to validate existing research on the velocities of the cells in 3D but also to try to understand
the possible influence viscosity and viscoelasticity might have on the helical trajectories of the cells
observed in the low viscosity TRIS case [19, 54].

4.3.1. Velocities
The cells were not observed to swim at a fixed velocity but a range of different velocities. The
median velocity of each track, V , is determined and the range of velocities are chosen according to
the procedure explained in section 3.6.3. The velocities of the cells decreased with an increase in
the concentration of Ficoll (VN) for the Newtonian case and with an increase in the concentration
of PASA in the viscoelastic case (VVE). The mean velocity of all these tracks are calculated and the
results for the two cases are plotted in figures 4.5a and 4.5b. The error bars represent the standard
deviation of the mean velocity.

(a) Velocity of the cells in solutions of different Fi-
coll concentrations.The error bars represent the
standard deviations of the velocities.

(b) Velocity of the cells in solutions of different
PASA concentrations. The error bars represent
the standard deviations of the velocities.

Figure 4.5: Velocity as a function of concentration

Since the polymer used for the Newtonian fluid is the same as the one used by Qin et al [52],
the velocities from both the cases are plotted on a log-log scale against viscosity µ in Figure 4.6.
Though the velocities are not the same, the qualitative behaviour is similar. The possible reason
for this discrepancy is probably because Qin et al observed these results for fewer cells, whereas
our experiments were conducted for concentrations as high as 1×105. The velocities from our
experiments are observed to vary nearly linearly with the viscosity.
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Figure 4.6: Velocity of the cells in Ficoll solutions compared to those obtained by Qin. The error
bars represent the standard deviations of the velocities.

To compare, the variation of cell velocity with viscosity in viscoelastic (VVE) and Newtonian
(VN) fluids is plotted along with the ratio of the mean velocity in the viscoelastic case to that of the
Newtonian case against different viscosities in Figures 4.7a and 4.7b. The viscosity of the viscoelas-
tic fluids was taken as the mean of the values at shear rates of 30, 40 and 50 s−1. The experiments
have been conducted twice for each case and the velocities are observed to be reproducible. The
velocities in the viscoelastic fluids are clearly lower than the Newtonian case, with the velocity
ratio decreasing with viscosity. A significant drop at a viscosity of around 3.4 mPas is observed,
after which a stagnation of around 0.42 is reached. While the obtained results are consistent with
numerical [37, 38] and experimental studies for C.Reinhardtii [52] and C.Elegans [49], it should
be noted that the equivalent shear rate which the cells apply on the viscoelastic fluid has not
been determined, but theorized from existing literature and obtained velocities and frequencies.
Additionally, the relaxation times for all these solutions were not determined, so the results are
not plotted against the Deborah or Weissenberg number. The plateau might be indicative of a
maximum elastic stress generated around the organism.

(a) Comparison of cell velocities in Newtonian
(blue circles) and viscoelastic fluids (red squares)
of similar viscosities.The error bars denote the
standard deviations of the velocities.

(b) Ratio of cell velocities in viscoelastic fluids
to that in Newtonian fluids of similar viscosities.
The ratio appears to saturate after the 250 ppm
PASA solution at a value of 0.42.

Figure 4.7: Velocity of the cells as a function of viscosity in Newtonian and viscoelastic fluids.

From these results, it is pretty clear that viscoelasticity has a considerable effect on the motility
of the cells. To further expand on these results, the trajectories are studied. In order to aid easier
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observation and characterisation of the results, the trajectories of 150 and 250 ppm PASA solutions,
and the 7 and 12.5 % Ficoll solutions are studied in detail. These solutions were chosen because
their velocities were reasonably high to characterise the effects of viscoelasticity. It is difficult to
demarcate the effects of viscosity and viscoelasticity on the trajectories from the solutions of high
viscosities as the cells are travelling at very low speeds. Some of these difficulties are elucidated
in Appendix C. Since the drop in velocity for the 250 ppm PASA solution (viscosity ∼ 3.4 mPas) is
drastic, it would be a good idea to observe the trajectories and compare it to the 150 ppm case,
where the velocities are much higher. This would permit an easier understanding of the effect of
elasticity and observe any possible effects caused by this drastic drop in velocity.

For comparison, two Newtonian solutions are selected. Since the exact shear rates applied
by the cells on the solution is unknown, the trajectories of the cells are compared with the corre-
sponding Newtonian cases of similar viscosity and velocity. The 7 % Ficoll solution has a similar
viscosity to the 250 ppm PASA solution, whereas the cells in the 12.5 % Ficoll solution swim at
similar velocities as compared to the 250 ppm PASA case. This is clearly illustrated in Figure 4.8.
The velocity distributions of the cells in these solutions are plotted in Appendix F.

Figure 4.8: Figure illustrating the points of comparison of the chosen solutions

4.3.2. Frame rate and fit length
Based on the velocities of the cells, the frame rate is chosen according to the procedure mentioned
in section 3.6.4. The fit length for the Savitsky-Golay filter is also chosen for the four solutions based
on the procedure explained in section 3.6.5. These values are shown in Table 4.1.

Table 4.1: Frame rate and fit length for each solution

Solution Frame rate Polynomial order Fit length
TRIS 20 3 9

150 ppm PASA 10 3 11
7 % Ficoll 10 3 11

250 ppm PASA 5 3 11
12.5 % Ficoll 5 3 11
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4.3.3. Trajectories and kinematics
The helical trajectory followed by cells in TRIS medium is well documented [19, 54]. To check
if these trajectories are still being maintained in viscoelastic fluids, some tracks are plotted for
the 4 cases discussed above. The mean free paths of the cells, defined as the average distance
travelled by the cell between collisions with other cells, in all the solutions are plotted in Ap-
pendix E to check for the possible influence of cell-cell interactions. The mean free paths were
quite large which led to the conclusion that the cell motion is probably not influenced by other cells.

For all the cases, the cells have been found to display helical trajectories. Cells execute a re-
peatable,serpentine helical motion (Figures 4.9a, 4.9b, 4.10a and 4.10b) in all the solutions, but this
motion has observed to be a lot more common in the 150 ppm PASA case. A strange phenomenon
(circling) which has only been documented near the walls for the TRIS case [19] seems to occur
in the bulk in all solutions with higher viscosity (Figures 4.9c, 4.9d, 4.10c, 4.10d). This circling
motion in the bulk, though rare, is observed to be more common in the viscoelastic cases than in
the Newtonian ones. Certain complex helical motions that are difficult to classify are also observed
(Figures 4.9e, 4.9f, 4.10e, 4.10f). The boundaries for all these plots are located at z = −1 mm and
z = 1 mm. The appearance of these trajectories seem to indicate a frequent reorientation in the
swimming motion in higher viscosity solutions. In addition to these, there are quite a few tracks
that execute a relatively straight motion.

From a mere perusal of these tracks, it is difficult to exactly pinpoint the differences between
the viscoelastic and Newtonian cases, although certain differences in the pitch and nature of the
helix can be seen. To quantify these differences, the relative probability density of radius and
velocity, pitch and velocity, and pitch and radius are plotted in Figure 4.11. The radius R and pitch P
of the helix are calculated from the torsion and curvature using the equations described in section
3.6.1. A test TRIS sample was used during the experiments as a means of confirming the accuracy
of the obtained data. This sample was processed only for 5 minutes, in contrast to the 20 minutes
for the other cases.

The obtained radii for the TRIS case (Figure 4.11a) doesn’t appear to have any relationship
with the velocity. The pitch, on the other hand, increases with an increase in velocity up to a value
of around 80 µm. From Figure 4.11a, it is evident that cells tend to swim with a positive chirality,
i.e, right-handed chirality, whereas in Muller’s [19] case, the cells tended to swim with a left-handed
chirality.

The following Figures (4.11b, 4.11c, 4.11d, 4.11e) clearly show an effect of viscosity on the
trajectories of the cells. While it is hard to decipher the effect of viscosity on the radius, a reduction
in pitch is clearly observed. The chirality is still maintained for all the cases. The pitch appears
to reduce with an increase in viscosity, with the cells in 250 ppm PASA solution and Ficoll 12.5 %
solution displaying lower values than the rest. The pitch and velocity tend to scale in a linear fashion
for all the solutions until a particular value of pitch, after which it is scattered. The relationship
between radius and velocity is unclear, with greater scatter observed at velocities closer to the mean
velocities of the cells. Considering that Ficoll 12.5 % has a higher viscosity than the 250 ppm PASA
solution (refer Section 4.1), it is surprising to find that the radius and pitch in these solutions are
comparable. This might be indicative of an effect of viscoelasticity on the trajectories of the tracks.
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(a) Simple helical swimming (b) Simple helical swimming

(c) Circling in the bulk (d) Circling in the bulk

(e) Complex helical swimming (f ) Complex helical swimming

Figure 4.9: Different trajectories found in 150 ppm PASA (a,c,e) and 7 % Ficoll (b,d,f) solutions
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(a) Simple helical swimming (b) Simple helical swimming

(c) Circling in the bulk (d) Circling in the bulk

(e) Complex helical swimming (f ) Complex helical swimming

Figure 4.10: Different trajectories found in 250 ppm PASA (a,c,e) and 12.5 % Ficoll solution (b,d,f)
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(a) Kinematics of cells in TRIS

(b) Kinematics of cells in 150 ppm PASA solution (c) Kinematics of cells in 7 % Ficoll solution

(d) Kinematics of cells in 250 ppm PASA solution (e) Kinematics of cells in 12.5 % Ficoll solution

Figure 4.11: Relative probability density of parameters pertaining to the kinematics for different
solutions

To further characterise the kinematics, the mean radius, pitch and the rotation rates are sum-
marized along with the velocities in Table 4.2. The rotation rateΩ is calculated using Equation 3.10.
It is found to reduce for the viscoelastic solutions if the comparison is restricted in terms of vis-
cosity alone. For solutions where cells swim at similar velocities, however, the rotation rates in the
viscoelastic solutions are slightly higher than the corresponding Newtonian case. The table gives
a better idea on the effect of viscosity on the radius of the tracks, with the mean radius decreasing
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with viscosity. The mean values of the absolute pitch merely confirm what we already observe in
Figure 4.11. The ratio of the radius to the pitch (aspect ratio, A) is also calculated for all these cases
to observe if there is any change in the nature of their helical trajectories. The aspect ratios for all
the cases were determined to be around 0.09, indicating that the cells still retain their tendency to
move in elongated helices though the actual helical trajectory is constricted. The percentage of cells
swimming with a positive chirality is also calculated, to check if viscosity has any effect on how the
cells move. There is a slight drop in the percentage from TRIS to 150 ppm PASA, after which the
percentage remains constant. Thus, the viscosity does not seem to have a tangible effect on the chi-
rality.

Solution V (µm/s) R(µm) P(µm) A % Positive
Chirality

Ω (rad/s)

TRIS 97.07±34.58 4.97±5.77 53.5±34.72 0.093 73.4 11.54±11.13
150 ppm PASA 52.92 ±15.76 3.76±5.11 41.84±32.92 0.09 65.9 7.33±8.07
7 % Ficoll 49.96±12.04 3.98±6.09 45.16±31.89 0.088 66.1 6.24±6.93
250 ppm PASA 26.63±13.41 2.66±4.87 30.77±34.73 0.086 64.8 3.56±4.95
12.5 % Ficoll 24.36±6.91 2.81±4.92 30.95±29.71 0.091 64.6 2.086±3.28

Table 4.2: Parameters representing motility and kinematics for all solutions

4.4. Cell-Wall interactions
The presence of a confined boundary naturally introduces certain complications of its own. From
the results of Muller [19], it is evident that there are numerous factors to consider when trying
to classify cell-wall interactions. From the existing literature in the Newtonian case [30, 31, 85],
cell-wall interactions can either be of a hydrodynamic nature, a contact nature, or both. For the
viscoelastic case, however, there are primarily papers concerned with simulations [39, 40, 42], near
a boundary, and all of these focus only on the wall hydrodynamics without taking the possible
wall contact into account. Though it is difficult to tell whether the obtained results in our case is
due to contact or hydrodynamics as the flagellar movement is not captured in these experiments,
the objective is to elucidate the possible differences in cell-wall interactions in solutions of higher
viscosity and viscoelasticity. Certain statistics are plotted for the 4 cases to possibly understand
the happenings near the wall and comment on the nature of the interaction as well. It should be
noted that the presence of the boundaries do not necessarily influence the dynamics in the bulk
and restrict the motion of the cells as they can traverse over a large domain with a depth of 2 mm.

4.4.1. Cell distribution
The results from Muller [19] indicate a concentration of cells near the boundaries. Of course, there
is a possibility that the data is skewed because of an inordinate number of immobile cells. To
minimize this bias, the cell distributions are plotted only after applying the track selection criteria
discussed in Section 3.6.3. To see if viscosity or viscoelasticity might have a possible impact on the
accumulation of cells at the boundary, the probability density function (PDF) of cell positions in the
z-axis for all the tracks is plotted against the height of the domain for the 4 cases along with TRIS in
Figure 4.12. The overall trend followed by the cell concentration profile is similar for almost all the
cases, with a significant proportion of the cells moving towards the boundaries. A decaying trend
from the top to the bottom wall is observed, indicative of negative gravitaxis. The only solution that
differs from this trend is the Ficoll 12.5 % case (Figure 4.12e). This discrepancy is probably due to
the noisiness of the images captured for the Ficoll 12.5 % case, indicated by the faint dots shown
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in Figure 4.13. These faint dots were absent in the other cases, possibly explaining the reason for
the discrepancy. Although the noisy tracks are removed using a standard deviation as discussed in
Section 3.6.3, there are tracks with low standard deviations that still have jumps in distance that
might skew the distribution. This doesn’t mean that the other cases are entirely free of these tracks,
but the degree is considerably lesser. A median filter is applied to remove the fainter dots in the
image, but the number of viable tracks is still lesser than the rest of the cases. The efficiency of the
tracking code is reduced because of these faint dots.

Figure 4.12 indicates the total number of points in each z bin for all the cells. While this
gives a good idea of the region where the data is concentrated, the effect of time is not taken into
account, thus this metric does not give a full picture of the cell density. If there are a greater number
of longer tracks near the upper wall, the concentration profile portrays a skewed picture based on
the number of points instead of the overall cell behaviour. To take this factor of time into account
to get a better understanding of cell accumulation at the walls, the cell density, ρ is calculated by
determining the ratio of the mean number of points corresponding to each frame to the volume,
and subsequently determining the z bin where these points are concentrated. Since the area
in the x-y plane is not constant throughout, the area is determined by finding the convex hull
corresponding to the height. As this includes the normalised density from each frame instead of
the overall number of points and accounts for the varying area in the x-y plane, these cell densities
provide a clearer picture of the cell distribution than Figure 4.12. The cell densities are plotted in
Figure 4.14. Again, the cell densities indicate a tendency to move towards the upper wall for all
the cases except for the Ficoll 12.5 % solution, although the gravitaxis is not as pronounced as before.

(a) TRIS (b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure 4.12: Cell concentration profiles in different solutions
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Figure 4.13: The images for the cells in the Ficoll 12.5 % solution. In addition to these bright dots
(algae) observed, there are a large number of faint dots of smaller size that might have affected the
tracking efficiency

(a) TRIS

(b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure 4.14: Time averaged cell densities

4.4.2. Trajectories
Before trying to analyse the cell-wall interactions, the limits defining a possible cell-wall interaction,
with a demarcation between contact and hydrodynamic region, need to be defined. The limits
utilized by Muller [19] are used here, with interaction events for both boundaries being studied.
Cells that come within a threshold of lt = 100µm from the wall are only considered. From the
results of Kanstler et al [30], it is apparent that the cells tend to contact the wall with their flagella
when close to it and for this purpose, it is necessary to define a region where such contact can take
place. The contact region is chosen to be approximately two body lengths (lc = 20µm) from the
wall. The reason for choosing this length is to account for possible flagellar contact, as the length
of the flagella is approximately the same as the body. The orientation of the cell with respect to
the wall is determined as illustrated in Figure 4.15. Here, θ refers to the orientation of the cell with
respect to the wall. A positive θ implies an orientation towards the top wall while a negative θ

implies an orientation towards the bottom wall.
The tracks which reach these limits are then selected. The trajectories for the TRIS case are similar

to that obtained by Muller [19], and some of these trajectories will be discussed in Appendix G. The
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Figure 4.15: Illustration depicting how cell-wall interactions are defined and how certain parame-
ters are calculated

trajectories for the 3 cases are plotted in Figures 4.16, 4.17 and 4.18. As mentioned in section 4.4.1,
the tracks from the 12.5 % Ficoll are noisier than the rest. This implies that there are less completed
tracks to plot and discuss, and this is especially so for the wall scenario. Therefore, there are no
trajectories plotted for the Ficoll 12.5 % case.

The plots on the left-hand side of Figures 4.16, 4.17 and 4.18 depict the trajectory of the track
near the wall. In this case, z = 0 represents the wall, with positive values of z indicate the track
moving towards the top wall and negative indicating the track moving towards the bottom wall. The
colour codes represent the velocity of the tracks and for many tracks, it is apparent that the velocity
reduces once it enters the contact region. The plots on the right-hand side represent the variation
the height (ld) with time (t ), with the colour codes representing the orientation with respect to the
wall. All the trajectories here are only concerned with the contact region, although some of these
trajectories occur outside the contact region as well.

The top two rows of the figures represent the phenomenon of reflection. Here, the cell comes into
the contact region, spends some time there, and then leaves the contact region. If the angle at
which it enters and leaves are similar, the phenomenon is termed as symmetric reflection (Figures
4.16a, 4.17a, 4.18a). If it isn’t the case, then it is asymmetric reflection (Figures 4.16b, 4.17b, 4.18b).
The third row represents the tracks that circle (Figures 4.16c, 4.17c) or move in a complex, helical
fashion (Figure 4.18c) around the wall region, and the fourth row depicts the phenomenon of
bouncing (Figures 4.16d, 4.17d and 4.18d) near the wall region. In addition to these trajectories, the
phenomenon of wall-bound wobbling is also common. All these interactions have been reported
by Muller [19] as well, so the overarching trajectories and interactions near the wall are still retained
by the cells regardless of the fluid, with the only exception being the absence of circling for the 250
ppm PASA solution.
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(a) Symmetric Reflection

(b) Asymmetric Reflection

(c) Circling near the wall

(d) Repeated wall bouncing

Figure 4.16: Typical trajectories found near the wall for 150 ppm PASA. The dashed black line in the
2D plot indicates the contact region
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(a) Symmetric Reflection

(b) Asymmetric Reflection

(c) Circling near the wall

(d) Repeated wall bouncing

Figure 4.17: Typical trajectories found near the wall for the 7 % Ficoll solution. The dashed black
line in the 2D plot indicates the contact region
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(a) Symmetric Reflection

(b) Asymmetric Reflection

(c) Helical wall bound wobbling

(d) Repeated wall bouncing

Figure 4.18: Typical trajectories found near the wall for 250 ppm PASA. The dashed black line in the
2D plot indicates the contact region
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4.4.3. Interactions and reflections
In this portion, the focus is on explaining the possible cell-wall interactions through graphs and
statistics, with a greater emphasis on the phenomenon of reflection. As mentioned before, the
idea is to understand the contact and hydrodynamics observed near the wall. From the graphs
in section 4.4.1, it is evident that there is a greater accumulation near the wall for all the cases,
except for the Ficoll 12.5 % solution, which will not be discussed in detail. Probing further, the
minimum distance in the z-direction (lmin) for all the wall-bound tracks (those that come within
a distance of lt) are plotted (Figure 4.19) for the 5 cases to observe if there is a tendency to go
towards the contact region. Interactions near both walls are considered as discussed before.
For the solutions of lower viscosity (TRIS,150 ppm PASA and Ficoll 7 % solutions), there is a
significant accumulation at a distance of ∼ lc from the wall, but the accumulation is left of lc

for the more viscous 150 ppm PASA and Ficoll 7 % solutions unlike the TRIS case. The cells
tend to move near the wall and continue their motion. But for the more viscous solutions (250
ppm PASA and Ficoll 12.5 %), there is, surprisingly, maximum accumulation of cells at the wall.
From these graphs, it can be deduced that the cells tend to go closer to the wall with higher viscosity.

(a) TRIS (b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure 4.19: Minimum distance of wall-bound tracks. The purple dashed line indicates the contact
region

We move on towards the phenomenon of reflection in the wall-bound region, and this can
be segregated into two categories- tracks that come within 30 µm from the wall, and those that
don’t. 30 µm is chosen as the region of possible contact instead of 20, primarily to account for
wobbling around lc and uncertainties in the estimation of wall location. To characterise reflection,
the incoming and outgoing angles and the residence times are some of the parameters studied for
both contact and non-contact regions. The residence time, tres is defined as the time cell spent
by the cell in the contact region from entry to exit. In the case of reflections with no contact, the
residence time is defined as the time spent by the cell in the region within 10 µm of the minimum
height from the wall reached by it. To calculate tres, there are naturally certain caveats to be wary of.
Tracks which start at the contact region can’t be chosen as the events preceding the encounter are
unknown. The procedure for selecting and calculating the residence times is illustrated in Figure
4.15 for contact cases, and for no contact, it is illustrated in Figure 4.20. Only the tracks that are
present for at least 5 frames before and after the event occurs are considered. The incoming and
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outgoing angles are determined as the mean angle of these five frames. After these conditions are
satisfied, the residence times are calculated and plotted for all the cases except for the Ficoll 12.5 %
solution, for reasons mentioned previously. From the results in Appendix E, the cells do not swim
at a fixed velocity but over a range. The residence times might be affected by the velocity at which
the cell swims and this might lead to a misinterpretation of the results. To allow easier analysis of
the results so as to focus only on the wall interactions, the residence times are normalised in such a
way that t∗res = tresVt

Vm
, where Vt is the median velocity of the track and Vm is the mean velocity of all

the cells. Therefore, all the residence times are contextualized in terms of the mean velocities of the
cells. Both contact (Figure 4.21) and non contact (Figure 4.22) regions are considered.

Figure 4.20: Illustration depicting how cell-wall interactions are defined for tracks that do not touch
the contact region
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(a) TRIS (b) 150 ppm PASA Solution

(c) 7 % Ficoll solution (d) 250 ppm PASA solution

Figure 4.21: Residence times of all the tracks that come near the contact region

(a) TRIS (b) 150 ppm PASA Solution

(c) 7 % Ficoll solution (d) 250 ppm PASA solution

Figure 4.22: Residence times of all the tracks that do not come near the contact region

The maximum number of tracks that satisfy our conditions is for the TRIS case. Since it is
difficult to determine the residence times for such a small number of bins, the median residence
time is determined. The number of bins is small as there are fewer completed tracks in the other
solutions. The median residence time is around 0.45 seconds for the contact scenario (Figure
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4.21a), whereas the residence time in the non-contact scenario (Figure 4.22a) is a little higher,
with the median around 0.75 seconds. For the rest of the cases, the number of tracks that satisfy
the conditions is appreciably lower, with the number not exceeding 36 tracks for any of the cases.
Tracks with long residence times are observed for the contact scenario in the 150 ppm PASA case
(Figure 4.21b), with the bulk of the residence times concentrated around 1 s. The median residence
time is 1.5 seconds in this case. In the case of the 7 % Ficoll solution, the residence times near the
contact region (Figure 4.21c) are more evenly distributed, with the median residence time around
1.1 seconds, slightly lower than the 150 ppm case. In the 250 ppm PASA case (Figure 4.21d), the
residence times near the contact region are also concentrated at around 1 second. There are fewer
tracks for the non-contact scenarios in the 150 ppm PASA and 7 % Ficoll cases, but for the 250 ppm
PASA solution, there are more completed tracks. The residence times in the non-contact scenarios
are smaller for the 150 ppm PASA and Ficoll 7 % cases, with the median around 0.75 seconds in
150 ppm PASA and 0.5 seconds in the 7 % Ficoll solution. The 250 ppm PASA case seems to buck
the trend, with the residence times for the non-contact scenario being around 1.6 seconds. It is
difficult to draw any conclusions, however, as there are few tracks for all the cases of higher viscosity.

The residence time represents only one facet of wall interaction. To characterise the behaviour of
the cells near the wall, the incoming and outgoing angles in the contact and non-contact regions
are determined for all the cases except for the Ficoll 12.5 % case. The incoming angle, θin, is
determined as the mean angle of the five frames before the cell enters the contact region, as shown
in Figures 4.15 and 4.20. The outgoing angle, θout, is defined as the mean value of the angles in five
frames after the cell leaves the contact region.

To probe further into the reflections, a 2D histogram of θin and θout in the contact and non-
contact regions are plotted in Figures 4.23 and 4.24 respectively , with the colour bar indicating the
relative density. Here, the outgoing angle corresponding to the incoming angle is plotted, allowing
to characterise if symmetric or asymmetric reflection is the dominant phenomenon. The results for
TRIS in the contact region in Figure 4.23a seem to point towards asymmetric reflection , with θin

being steep and θout shallow. The incoming angles are concentrated around 60-70 ◦, with the most
common outgoing angles around 40-50 ◦. Symmetric reflection isn’t entirely uncommon, with a
significant number of tracks exhibiting it. The histogram for the non-contact region (Figure 4.24a)
indicates a mild reversal of this trend, with θout being steeper than θin. Although the angles are more
evenly distributed here, asymmetric reflection again appears to be the dominant phenomenon,
with θin ranging from 5-20◦ and θin ranging from 20-50◦.

Asymmetric reflection is the dominant phenomenon near the contact region for both 150
ppm PASA and 7 % Ficoll solutions (Figures 4.23b and 4.23c respectively), albeit with lower θin

and θout for the Ficoll case. The incoming angles are still steep, ranging from 60-80◦ for 150 ppm
PASA and 50-60◦ for the 7 % Ficoll solution. The outgoing angles in both cases range from 5-30◦.
Asymmetric reflection is the dominant phenomenon near the contact region even for the 250 ppm
PASA case (Figure 4.23d), but there’s no discernible trend for the incoming and outgoing angles,
with both assuming steep and shallow values.

For reflections outside the contact region, symmetric reflection appears to be the more com-
mon interaction for the 150 ppm PASA (Figure 4.24b), whereas asymmetric reflection is dominant
in the 250 ppm PASA case (Figure 4.24d). A steady mix of both interactions is observed in the
7 % Ficoll solution (Figure 4.24c). The incoming angles are surprisingly steep for the 250 ppm
PASA case, mirroring the results near the contact regions for the rest of the cases. It is worth
reminding that all these results presented are only for small sample sizes, so any trend observed is
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not necessarily an indication of overall cell behaviour.

(a) TRIS (b) 150 ppm PASA Solution

(c) 7 % Ficoll solution (d) 250 ppm PASA solution

Figure 4.23: 2D Histogram representing the relationship between incoming and outgoing angles for
tracks that come near the contact region

(a) TRIS (b) 150 ppm PASA Solution

(c) 7 % Ficoll solution (d) 250 ppm PASA solution

Figure 4.24: 2D Histogram representing the relationship between incoming and outgoing angles for
tracks that do not come near the contact region

Since there aren’t many tracks to analyse for all the cases except TRIS, analysis of the trajecto-
ries near the wall might give a much better picture of the underlying phenomenon. Tracks that are
within 30 µm from either of the walls are considered for all the 5 cases. The minimum height z0
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reached by all the tracks are determined. x0 and y0 are the coordinates along the x and y axes cor-
responding to z0. t0 is the time at which the track reaches z0. These values are set as the datum
for each track. All the tracks are truncated in such a manner that there are only the points that lie
within 1.5 seconds on either side of this datum. To plot the trajectories in 2D, the spatial path trav-
elled along the x and y axes, x2D is subsequently determined according to Equation 4.1. x2 and x1

refer to the current and the previous point. Once x2D is determined, all these values are subtracted
from x2D (t0) at the datum. The height is normalised by the diameter of the cell (z∗), which has a
value of around 10 µm. z∗ is plotted against (x2D -x2D(t0)) as a contour plot to observe how the cells
tend to swim near the wall for all the 5 cases in Figure 4.25. The black circles in each figure represent
the mean trajectory followed by the cell near the wall. The mean trajectories in all fluids are plotted
separately in Figure 4.26.

x2D =
√

(x2 −x1)2 + (y2 − y1)2 (4.1)

(a) TRIS (b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure 4.25: Nature of cell trajectories that come near the contact region. The horizontal purple
dashed line represents the contact region and the vertical purple dashed line represents the datum.

The contour in Figure 4.25a for the TRIS case indicates a bimodal distribution on the left
side of the datum, where the tracks enter at steep and shallow angles. On the right side of the
datum, there appears to be only a single path as it leaves the wall. This implies the presence of
both symmetric and asymmetric reflections. The mean trajectory corresponds to an asymmetric
reflection, implying a greater tendency for the cells to enter at steep angles and leave at shallow
angles, corroborating the results obtained in Figure 4.23a.

The spatial paths covered by the cells would naturally be smaller for the more viscous cases
as the velocities are slower. Also, the tendency of the cells to hover around the wall region increases
with increasing viscosity. Interpreting the contours in all these cases is not straightforward because
of the lower speeds and clustering around the wall region. To analyse the wall interactions better,
the mean trajectories are discussed.

In case of the 150 ppm PASA solution, the behaviour observed in TRIS is still retained, al-
though the incoming angle is shallower than the TRIS case. The mean trajectory in the Ficoll 7 %
solution also indicates the tendency of the cells to gravitate towards asymmetric reflection, but the
incoming angle is a lot shallower than the 150 ppm PASA case. The incoming angles for the 250
ppm PASA and 12.5 % Ficoll cases are similar to those in the Ficoll 7 % case, but the behaviour is
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Figure 4.26: Mean Trajectories followed by cells in TRIS (black circles), 150 ppm PASA (green cross),
7 % Ficoll (yellow star), 250 ppm PASA (blue diamond) and 12.5 % Ficoll (red square) solutions.
The horizontal purple dashed line represents the contact region and the vertical purple dashed line
represents the datum.

more symmetric.

According to Contino et al [31], both contact and hydrodynamic interactions are possible
near the wall for the TRIS case. Since there is no view of the flagella, it is difficult to differentiate
between the two interactions. From Figures 4.16 and 4.17, a drop in velocity is observed for some
of the tracks once they enter the contact region. To see if this is something common, the velocity
magnitudes normalised by the mean cell velocity (V ∗) of all the wall-bound tracks are plotted
against the height as a 2D histogram for all the 5 cases in Figure 4.27. The colour bar represents the
relative density in this case.

(a) TRIS (b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure 4.27: 2D histogram depicting the relationship between the height and the non-
dimensionalised for wall-bound tracks. The purple dashed line indicates the contact region.

From Figure 4.27a, it is evident that the velocity magnitude plummets once the cell comes



4.4. Cell-Wall interactions 53

into the contact region in TRIS. This perhaps serves as an indication of the cell touching the wall,
leading to a reduction in velocity, though the influence of hydrodynamics shouldn’t be neglected.
The histograms for 150 ppm PASA and 7 % Ficoll solutions show a trimodal distribution instead of
the bimodal distribution shown in the TRIS case. The velocities in the contact region do not drop
as drastically until a distance of around 10 µm, with many cells swimming at the same velocity as
the mean until this distance is reached. As we move on to more viscous solutions, the histograms
become less clear. The drop in velocity in the contact region for both the 250 ppm PASA and 12.5
% Ficoll cases isn’t apparent. The bins that point to low velocities are also present outside the
contact region. The only evidence that points to a reduction in velocity is the absence of the higher
velocities in the contact region.

While all these results show a zoomed-in picture of the interactions near the wall, the overall
behaviour of the cells as they move towards the wall from the bulk isn’t clear. To see if more
information can be obtained for the overall behaviour of the cells toward the walls, the orientation
of the cell with respect to the wall is plotted against the height normalised by the cell diameter over
the entire domain, z∗, in Figure 4.28 for all the five cases. A positive angle indicates the movement
towards the top wall while a negative angle indicates the movement towards the bottom wall. Since
many cells tend to concentrate near the wall region, a 2D histogram with relative density as a colour
bar doesn’t give a clear picture of the general behaviour. A track can have multiple points in each
bin, and this is particularly so near the wall, where the cells tend to stay for some time. This might
skew the results and lead to a possible misinterpretation. To avoid all this, it is ensured that a track
can have only one point in each bin. The rest of the points are removed. This is repeated for all
the tracks. The colour bar in the figure represents the probability that a cell assumes a specific
orientation in a particular z∗ bin.

From Section 4.4.1, it was shown that there is less data at the bottom wall as compared to
the top wall. Since it is difficult to comment with less data, most of the comments will be restricted
mainly to points above z∗ = 100. In the TRIS case, the tendency of the cells to enter the wall at steep
angles and leave at shallow angles is observed. This is evident from the right-hand side of the plot,
with the density pointing to data concentrated at steep angles. This is consistent with the results
of Figure 4.25a. Around z∗ = 150 and at the left-hand side of the histogram (the side with negative
angles), there are quite a few cells that start moving towards steeper angles from the shallower
angles. This implies that there is a possibility of cells following this behaviour for the bottom wall
as well, although there isn’t sufficient data to show for it. At 5 cell diameters from the wall, most
of the cells tend to swim at angles ranging from -20 to 20◦. This is probably due to any contact or
hydrodynamics occurring near the wall region.

For the 150 ppm PASA, the movement of cells towards the upper wall still occurs at steep an-
gles, with the leaving angles shallower than the incoming angles. This behaviour is apparent only
above z∗ = 100, and the switch from shallow to steep angles as in the TRIS case is not observed. In
case of the Ficoll 7 % solution, the entrance angles are shallower, being around the range of 40-50◦,
and the leaving angles are also steeper. The cells tend to assume an orientation that is more evenly
distributed and symmetric than the previous two cases. Surprisingly, some of the cells in the 250
ppm PASA case still appear to retain the steep angle movement towards the upper wall, although
the bulk of the entrance and exit angles are shallow. The distribution still appears to indicate
symmetric reflections. From the 12.5 % Ficoll histogram, it is difficult to draw any conclusions as
the data appears to be dominated by noise.
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(a) TRIS (b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure 4.28: 2D histogram of the orientation of the cell with respect to the wall against the nor-
malised height of the domain. The two horizontal purple dashed lines indicate the position of the
upper and lower contact regions. The vertical purple dashed line separates the histogram into two
halves- the points on the right-hand side that are oriented towards the upper wall and those on the
left-hand side that are oriented towards the bottom wall.

Delving deeper, the gradual attraction of the cells toward the walls caused by any hydrodynamic
forces is studied. Inspired by the results from Berke et al [24], the angular velocities of the cells with
respect to the wall is determined. The angular velocity, ω, is determined by the formula:

ω= dθ

dt
(4.2)

where θ is the orientation of the cells with respect to the wall and t is the time. Berke modelled
E.Coli as a force dipole with the propulsive and drag force as the equal and opposite forces. In the
absence of any hydrodynamic forces, the average rotation rate and attraction to the walls over the
entire population will be equal to zero. But these results are valid only for viscous fluids, where there
are only two forces- propulsive force and viscous drag. In viscoelastic fluids, there is an additional
complexity introduced by the presence of the elastic forces [27, 53]. To verify if hydrodynamic
attractions have any role to play and observe the possible changes a viscoelastic fluid might induce,
a contour plot involving the orientation with respect to the wall and z∗ is plotted. While the colour
bar indicated the probability that a specific orientation is assumed for a particular z∗ in Figure
4.28, here it represents the mean angular velocity in each bin. A track is ensured to have only point
in each bin using the procedure as in Figure 4.28. The angular velocity in each bin represents the
mean angular velocity of all the points in the bin.

The results from Figures 4.28 and 4.4.1 show the lack of data near the bottom wall. Instead
of discarding the data entirely, all the points below z∗=100 are combined with the points above,
thereby displaying one wall instead of two. Here, z∗=0 represents the walls and z∗=100 represents
the centre of the entire domain. Since there are more cells near the top than the bottom wall, the
mean angular velocity for each bin is calculated based on the following equation:

ωm = p1ω1 +p2ω2 (4.3)

where ωm is the mean angular velocity corresponding to each bin, ω1 is the angular velocity for the
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bin above the centre and ω2 is the angular velocity for the bin below the centre of the domain, p1

and p2 being the percentage of points in the bins above and below the centre of the domain. After
calculating the angular velocity, the results are plotted in Figure 4.29. A positive angular velocity
indicates pitching towards the walls. The 12.5 % Ficoll solution is not considered in this case because
of the presence of noise. The white spaces in these plots indicate unusually large angular velocity
magnitudes that are probably caused because of noise.

(a) TRIS (b) 150 ppm PASA Solution

(c) 7 % Ficoll solution (d) 250 ppm PASA solution

Figure 4.29: Contour plot of the orientation of the cell with respect to the wall against the nor-
malised height of the domain with the colour bar representing the mean angular velocity in each
bin in rad/s. The horizontal purple dashed line indicate the position of the contact region. The ver-
tical purple dashed line separates the histogram into two halves- the points on the right-hand side
that are oriented towards the walls and those that aren’t.

The results from these histograms are inconclusive, to say the least. For the TRIS case, though
the overall angular velocities are not zero, there isn’t any clear indication that the cells tend to pitch
at steep angles towards the walls, except for the high angular velocities at around z∗=20. The leaving
at shallow angles isn’t captured either. This is probably because of the lower sample size presented,
making noise dominate the results. But it does not mean that the plot does not give an indication
of cell behaviour. The right-hand side of the plot shows a tendency to go towards the wall since the
angular velocities are largely positive throughout. The left-hand side, on the other hand, points to
an overall neutrality in the angular velocity, implying that the cells tend to move towards the wall
for the TRIS case, though the overall behaviour of the incoming and outgoing angles aren’t captured.

The contours for the more viscous cases are a lot murkier to interpret. Though it appears
that the mean angular velocity is not zero for all the cases, the behaviour represented by these
contours doesn’t corroborate with the previous figures. The angular velocities seem to be neutral
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on both sides in the 150 ppm PASA case, and this is even apparent in the 250 ppm PASA case.
For the Ficoll 7 % solution, the angular velocities are largely positive regardless of the orientation,
implying that the cells tend to move towards the wall always. It might be easy to dismiss this data as
noise, especially since the overall behaviour is not captured in TRIS, but as the previous plots have
shown, the cells tend to exhibit different behaviours in more viscous and viscoelastic solutions.
Additionally, the cells showed a tendency to pitch towards the wall in TRIS, making a good case to
not entirely rule out the plots for the other solutions. Perhaps a lot more data is required before
anything concrete can be said about the hydrodynamics.



5
Discussion

The aim of this chapter is to contextualize the obtained results using existing literature and to
perhaps understand and explain the possible reasons for the observations. The first section
focusses on the kinematics and velocities of the cells in Newtonian and viscoelastic fluids, while
the second section seeks to understand the cell-wall interactions in all the fluids. Since the flagellar
action cannot be seen during the experiments, this report will hypothesize the obtained results
using the results from simulations and experiments that present a closer view of the flagella.

5.1. Kinematics
The results from Section 4.3.1 show a clear reduction in velocity with an increase in viscosity. This
is expected as the viscous drag increases with an increase in viscosity, thus slowing the cells. The
accuracy of the results is confirmed by comparing it with the results obtained by Qin et al [52] for
the Ficoll solutions. The difference in the values is possibly related to the different experimental
conditions and culturing methods used. Qin et al [52] conducted the experiments in water, not
TRIS like our case, and the culturing procedures were not exactly the same as those established by
Quaranta et al [78]. Additionally, they worked with a small number of cells instead of a suspension
like our case. The results, though similar qualitatively, is indicative of how important culturing and
experimental conditions are when it comes to comparative studies.

The presence of an elastic component introduces an additional complexity to the results.
The velocities of the cells in viscoelastic fluids are lower than those in Newtonian fluids, and this
result is consistent with those observed in experiments by Qin et al [52] on C.Reinhardtii and in
simulations [27] for pullers. Qin et al reasoned that this was because of the bending of the distal
tip in a viscoelastic fluid and an elastic stress located behind the organism that aided the return
(backward) stroke and hindered the power (forward) stroke. Zhu et al [27] also observed this elastic
stress located behind the puller, reducing its speed. Qin et al followed their experimental results
with simulations [53] of flagellar action. The change in gait in a viscoelastic fluid reduced the speed
as compared to the Newtonian stroke, but increased the efficiency of swimming. The reduction in
speeds is consistent with the results observed.

All these results are interpreted with the caveat that the shear rate applied by the cells on the
viscoelastic fluids is unknown. The viscosity plotted is for an ‘equivalent shear rate’ as rationalized
by Qin et al [52] based on the sources of shear rates applied on the cells and bodies. Regardless of
the shear rate, the velocities of cells in the viscous viscoelastic fluids are lower than or comparable
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to the velocities in Newtonian fluids of viscosities higher than the viscoelastic fluids. This clearly
attests to an effect of viscoelasticity on the swimming of the cells.

The ratio of the cell velocities in viscoelastic to that in Newtonian fluids plotted in Figure
4.7b reveal a big drop in the ratio for 250 ppm PASA, after which it plateaus at around 0.42. Qin et
al observed that this drop corresponded to a Deborah number of 2, the value at which the beating
frequencies of the viscoelastic and Newtonian fluids started to diverge. This saturation is consistent
not only for the results obtained for C.Reinhardtii [52], but also for experiments on C.Elegans [49]
and simulations [37, 38]. Though the shear rates are unknown, the existence of this plateau might
indicate an upper limit on the applied stress on the organism. The simulations conducted by Zhu et
al [27] revealed that for fluids with short relaxation times, the elastic stresses acted immediately. For
fluids of higher elasticity, and therefore, longer relaxation times, the elastic stresses were stronger
but the polymers took a longer time to become fully stretched. The swimming motion of a puller
caused this elastic stress to stretch behind it, thus only a portion of the elastic stress was found to
act on the puller. In the case of highly viscoelastic fluids, the pullers swam away before the polymer
got fully stretched. This could possibly explain the plateau in our results.

To verify if the cells swim in a helical motion as observed by Crenshaw et al [54] and Muller
[19], the relationship between velocity, pitch and radius are plotted as 2D histograms for the TRIS
case first. The increase in pitch with increasing velocity is observed in our results up to a pitch of
∼ 80 µm, which is similar to those obtained by Muller [19]. There doesn’t appear to be a similar
relationship between radius and velocity though, with the radii appearing to concentrate in one
region as confirmed by the radius vs pitch histogram. The mean radius and pitch, however, is
similar to the values obtained by Muller [19]. A glaring difference between the two plots is in the
chirality, with our results exhibiting positive chirality in contrast to Muller’s negative chirality.
Crenshaw et al [54] reported that the cells switch chirality during a phototactic response. The
chance for phototaxis is, however, greater under the green light used by Muller [19] than under red
light used in our experiments [15]. This might be because of other factors that influence chirality,
be it during culturing or experimentation. The overall behaviour exhibited by the cells in TRIS still
remains similar to previous results though [19], and more experiments might reveal the cause of
this chirality shift.

The radius and pitch reduce with increasing viscosity, with the values dropping further for
the viscoelastic solutions. The drop in radius and pitch for the viscoelastic solutions could be
explained by the results from the numerical simulations of the flagella of C.Reinhardtii by Li et
al [53]. The trajectories executed by C.Reinhardtii were plotted by them for both viscoelastic and
Newtonian strokes. While the shapes executed by the two strokes remained the same, the distance
covered by the trajectories were a lot smaller for the viscoelastic stroke. This is primarily because
of the bending of the distal tip in the viscoelastic fluid. To observe if the overall shape remains the
same, the aspect ratio (radius to pitch) is determined for all the 5 cases. The aspect ratios were found
to be around 0.09, indicating that the cells retain their tendency to form elongated helices in all
fluids though the actual radius and pitch drops. The aspect ratio is also consistent with the results
in TRIS obtained by Muller [19]. The drop in radius and retention of shape seem to corroborate the
results obtained by Li et al [53] in viscoelastic fluids. While these results explain the drop in radius
and pitch for viscoelastic fluids, it does not necessarily explain the drop in more viscous Newto-
nian fluids. This drop might be related to the drop in velocity, increasing the viscous drag on the cell.

The rotation rates were also observed to drop with an increase in viscosity. The rotation rates
in viscoelastic solutions were lower than the corresponding Newtonian cases, but if the comparison
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is based on solutions of similar velocity, the rotation rates in viscoelastic solutions are larger
than the corresponding Newtonian cases. This is in contrast to the trends exhibited by the other
parameters, which were comparable. This implies that there is a tendency to reorient frequently
in a viscoelastic fluid, and this might be useful in interpreting these results from a hydrodynamic
point of view.

The trajectories followed by the cells in all the viscous and viscoelastic cases are similar to
the results obtained for the TRIS case and by Muller [19], which provides more evidence for the
retention of the cell trajectory implied by the similar aspect ratios. The only trajectory which
appeared to differ from the TRIS case was the circling in the bulk, something which was only
observed near the walls for the TRIS case. The cause for this is unclear, though it must be noted
that these trajectories are quite rare in all the cases.

5.2. Cell-Wall interactions
Figures 4.12 and 4.14 showed that the cells tend to accumulate near the walls of the chamber
regardless of the fluid. These results have also been reported by Muller [19] for C.Reinhardtii,
Lee et al [18] for the organism P.Minimum and for E.Coli by Berke et al [24]. The concentration
profiles from Figure 4.12 show a greater accumulation at the top wall than the bottom, and this is
probably due to the tendency of the cells to display negative gravitaxis [15]. The time averaged cell
densities in Figure 4.14 confirm this, although the effect of negative gravitaxis doesn’t appear to be
as pronounced. The only exception among these tracks is the Ficoll 12.5 % case, and the possible
reason is due to the noise in the images, which result in jumps in the tracks. The data obtained from
the kinematics is still valid, as the jumps are filtered out while calculating the radius, segmenting a
single track into two. The same cannot be done when the cell-wall interactions are analysed, as it
is difficult to judge the events that have transpired before and after the jump. Because of this, this
case is not discussed in detail when it comes to cell-wall interactions.

The trajectories near the wall are similar to the results obtained by Muller [19] for all the
cases, with the cells executing symmetric reflections, asymmetric reflections, circling, bouncing
and wobbling near the contact region. The circling near the wall has also been observed for bacteria
by Lauga et al [22], who reasoned that the circling was due to the viscous drag acting on both the
head and tail. Since we do not have any view of the flagella when these interactions take place, it is
difficult to ascertain the possible reasons for this movement. Reflections near the wall have been
reported by Kanstler et al [30] and Contino et al [31]. Though the cells still retain the overarching
trajectories near the wall, the frequency of events and general wall behaviour is different for each
case.

To see if the cells have a tendency to enter the contact region, the minimum distance of all
the wall bound tracks are plotted in Figure 4.19. The cells seem to show an inclination towards
entering the contact region in all the cases, but the cells seem to move closer to the wall as the
solutions become more viscous, crashing into it for the 250 ppm PASA and 12.5 % Ficoll cases.
Berke et al [24] theorized that a puller would crash into the walls by using a dipole approximation,
but this prediction is only for the TRIS case. The observed phenomenon merits more experiments
to see if this is this behaviour is related to deficiencies in the tracking code due to possible noise or
if it is actually exhibited by the cells.

To understand the events that occur near the wall, the residence times, incoming and outgo-
ing angles were determined for complete tracks. The residence times for the TRIS case near the
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contact region were found to be around 0.5 seconds, whereas the residence times were around 2
seconds for Muller [19]. It should be noted that the definition for residence time in Muller’s case is
slightly different from ours. Muller defined the residence time as the time spent within lc instead
of 30 µm from the wall, and he didn’t normalise using the bulk velocity as well. The discrepancy is
probably due to the commonality of symmetric reflections in Muller’s case, whereas asymmetric
reflection is dominant in ours. The obtained results are closer to those obtained by Kanstler et al
[30], where the cells displayed a loss of memory in incidence angle, rather than those of Muller [19].
The paper by Kantsler et al [30] showed that cells tend to accumulate at a distance of 25 µm from
the wall and our results appear to confirm this. The cells tend to enter at a steep angle and leave
at a narrow angle, and Kanstler proposed that there was a trapping mechanism near the wall as a
result of direct ciliary interactions. The possible reasons for the discrepancy from Muller’s results
are perhaps related to the usage of a different light source that minimizes phototaxis and improved
efficiency of the tracking code.

The tracks that do not come near the contact region but still enter within 100 µm of the wall
are also observed as they could be of interest from a hydrodynamic point of view. Here, the
trajectories are a lot more diverse, with asymmetric reflections being more common in TRIS. The
incidence angles are not always steep, and the outgoing angles do not seem to map onto any
relationship with the incidence angles. A clear correlation between incoming and outgoing angles
was not observed by Muller [19] either, but it should be noted that there were lesser tracks than in
the contact case.

Its difficult to identify any sort of consistent behaviour from the obtained residence times
and angles for the more viscous cases as there are less completed tracks. One explanation for
lesser completed tracks would be the slower speeds of the cells, as a cell in TRIS would cover larger
distances in a span of 10 seconds as compared to cells in other solutions. But the idea of choosing a
lower frame rate, in addition to minimizing noise, was to circumvent the limitations of the tracking
code by allowing it to track for the same amount of frames but for longer times. Unfortunately,
though there were some long tracks, it wasn’t enough to discern any trend near the wall. Perhaps
more experiments in these fluids need to be conducted to investigate the interactions and the
tracking efficiency at lower frame rates.

The residence times for the limited number of tracks near the contact region are longer than
those obtained for the TRIS case, but the times are more evenly distributed as well. The mean
residence times for all the cases are around 1-1.5 seconds. A numerical study by Li et al [39] showed
that the residence times are slightly longer for the viscoelastic cases for a puller located near the
wall. The residence time was found to be the longest for a Weissenberg number of 0.2, after which
the residence times were observed to stagnate at a value slightly longer than the Newtonian case.
They theorized that this was because of the nearly even polymeric stretching around the puller,
in contrast to an asymmetric elastic wake generated for pushers and neutral squirmers. Though
this is consistent with what we observe, one should bear in mind the lesser number of tracks. The
simulations by Li et al [39] fixed the starting positions of the cells, ignoring the possible effects of
the far field hydrodynamics. Also, flagellar contact with the walls and the change in gait shown by
the experiments of Qin et al [52] were not taken into account here. For the tracks that do not come
near the contact region, the data available from all the cases was even lesser, making it all the more
difficult to discern any possible correlations.

Since there are few tracks to draw any conclusions, the general trajectories of the cells that
come near the contact region were plotted in Figure 4.26 for all the fluids. The trajectory of the
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cells in TRIS showed a bimodal distribution indicating both symmetric and asymmetric reflections
near the contact regions, with the mean trajectory indicating that the cells tend to gravitate towards
asymmetric reflections near the wall. This result appears to validate the work by Kanstler et al [30],
also confirming our previous results for TRIS. The outgoing angles are almost always shallow, and
a steep entrance angle is more common. This behaviour appears to be retained in the 150 ppm
PASA, although the entrance angles are shallower and the trajectory also points to some wobbling
near the wall. The primary reason for this greater wobbling might be due to the slower speeds
near the wall. Once the viscosity increases, the tracks appear to get more symmetric. This might
be related to an increase in viscous drag, which results in a reduced rotation rate that might align
the cell parallel to the surface. The entrance angles are shallower for the 7 % Ficoll case, but the
overall behaviour still points to asymmetric reflection. In the 250 ppm PASA solution, however, the
trajectories are symmetric, with the outgoing angles being a lot steeper than the other cases.

To understand the reasons for this change in behaviour, we need to find a way to determine
if the interactions near the contact region involve flagellar contact, hydrodynamics or both. One
way of explaining this might be to check if there is a drop in velocity near the contact region, and
this was checked in Figure 4.27. Contino et al [31] found that both hydrodynamic and contact
interactions occur near the wall for C.Reinhardtii, differing from Kanstler’s results [30]. The contour
plot between distance and non-dimensionalised velocity in TRIS shows a drastic drop in cell
velocity once it enters the contact region. From Contino et al’s [31] results, a drop in velocity higher
than what was theoretically predicted was recorded, leading them to conclude the effect of both
contact and hydrodynamic results. But this was observed only for shallow incoming angles, unlike
the steep angles obtained in our case. Further, the loss of memory in incidence angle was less
frequently observed in their case. Our obtained values of incoming and outgoing angles seem
to corroborate with Kanstler’s results [30] near the contact region, but their experiments were
conducted in a more constricted space, unlike the 2 mm depth in ours. It should be noted that the
drop in velocity does not necessarily point to flagellar contact, with simulations by Li and Ardekani
[26] and Li et al [39] showing reductions in velocities near the walls because of hydrodynamic forces
related to the viscous drag. Since there is no view of flagellar action in our case, it is difficult to
pinpoint the exact reason for the drop in velocity, though the similarity of our results with that of
Kanstler et al’s [30] experiments might point out to the dominance of flagellar contact.

The trend becomes less clear once we move towards the more viscous solutions. In case of
the 150 ppm PASA and 7 % Ficoll solutions, there are cells that are observed to swim at the mean
speed even in contact region, though this drops once we enter a distance of about 10 µm. This
might indicate that there are some hydrodynamic interactions observed in this region, though
there is some uncertainty because we can’t view the flagellar action. In the 250 ppm PASA and
12.5 % Ficoll solutions, however, there’s no significant drop in velocity, with the lower velocities
being observed in the bulk as well. Also, it was observed that there are a large number of tracks
that seem to hit the wall in both of these solutions, something that was not observed in the others.
The presence of a large number of tracks at the wall might indicate that the dominant interaction
is flagellar contact, but the velocities indicate that there might be some hydrodynamics involved
here as well. The results obtained from these histograms could also explain the shallower incoming
angles for the more viscous cases, with the angles being related to the nature of the interaction.

Berke et al [24] modelled the bacteria in TRIS as a force dipole, with the two forces corre-
sponding to the propulsive force and viscous drag. He observed that for bacteria, the cells induce a
flow field near the wall that align it parallel to the surface. Extending this analogy for a puller, which
can also be represented as a dipole but of opposite sign, Berke theorized that the wall induced
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forces tend to align the puller perpendicular to the wall, causing it to crash into the walls. To see
if this is indeed the case for TRIS, the orientation with respect to the wall is plotted against the
normalised height in Figure 4.28 though C.Reinhardtii is asymmetric [15] and flows unsteadily [16].
The results show that the trends observed near the wall extend towards the bulk as well in TRIS,
with the cells tending to align at steep angles closer to 90◦ when it pitches towards the wall. The
cells also leave at shallow angles which are observed to transition to steep angles, corroborating
Berke’s hypothesis and indicating an influence of hydrodynamics induced by the boundaries.

The cells continue to enter at steep angles even in 150 ppm PASA, though the values appear
higher than those obtained from Figure 4.25b. There also appears to be a large number of cells
aligned parallel to the wall throughout the bulk. This is even more apparent in the 250 ppm PASA
solution, with a large number of cells concentrated at shallow angles. The tendency to enter the
wall at steep angles hasn’t dissipated entirely, although its considerably lesser. Yazdi et al [40]
investigated the locomotion of microorganisms near a no-slip boundary in viscoelastic fluids, and
found the existence of an attraction layer close to the wall for pullers. Except for orientations per-
pendicular to the wall, the simulations observed that pullers tend to align themselves parallel to the
wall without going towards it. Only cells near the attraction layer moved towards the walls. Though
these results could explain the bulk of the cells that are parallel to the surfaces in viscoelastic fluids
and perhaps the lack of evidence for contact interactions, it doesn’t explain the large number of
cells concentrated near the walls. Not all these cells enter at steep angles, so it might imply that an
‘attraction’ layer, if any, might probably exist at regions further away from the wall than predicted
by Yazdi et al [40]. These simulations also didn’t take into account the bending of the flagella in
viscoelastic fluids. Additionally, the dipole approximation loses its validity in a viscoelastic case
because of the presence of a non uniform elastic component that might aid or deter the swimming
[27, 52, 53], so differences are naturally expected from the TRIS case. The accumulation of cells at
shallow angles might be due to this interaction of elastic forces that frequently alter the orientation
of the cells. The higher rotation rates for solutions of comparable velocity might be as a result of
these elastic forces as well.

While this line of argument might explain the tendency to align parallel to the surface for vis-
coelastic fluids, it doesn’t explain the near symmetric distribution in the Ficoll 7 % solution,
where the angles are shallower than in its viscoelastic counterparts. The bulk of the cells have
aligned themselves nearly parallel to the surface, though there are quite a few cells that seem to
enter the wall at around 40-50◦. There also some cells that leave the wall at angles around 30◦,
displaying a closer retention of incoming angles than the TRIS case. This is a strange observation
for a Newtonian fluid, as one would expect the maintenance of angles in the viscoelastic fluids
because of the elastic memory effect. These results certainly merit more experiments and further
investigation. The reduction in the magnitude of the orientation might be tied to the decrease in
beating frequency with viscosity [52], an effect not observed in viscoelastic fluids. The cells display
certain similarities in terms of wall interactions in the Newtonian and viscoelastic fluids despite the
presence of different phenomenon.

Berke et al [24], expanding on his previous results, also showed that the average wall induced
attraction for a large number of dipoles will be zero, with those oriented towards the wall showing
a positive attraction and those oriented away from it showing a repulsion. To see if this is the case
for TRIS, a contour of the orientation against the normalised height was plotted in Figure 4.29,
with the colour bar indicating the mean angular velocity for each bin. For a perfect dipole, the net
angular velocity should be zero. The mean angular velocity isn’t necessarily the best measure, as
the standard deviations in each bin are high. Still, it could reveal the general disposition of cells and
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nature of the hydrodynamic forces. Though the contour isn’t very clear, the tendency of the cells
to move towards the wall for a positive orientation is seen, with larger angular velocities observed
at steep angles at z∗=20. On the left-hand side, there is some indication of the cells moving away
from the wall at first, but the left-hand side of the plot appears to show an overall neutrality in
angular velocity. The behaviour observed in Figure 4.28a is not reflected in the contour, with no
clear leaving at shallow angles. Though vague, these results might point to an increased attraction
towards the wall, considering that the overall angular velocity appears to be slightly positive. That
said, more data sets are required for conclusive evidence because, as stated before, the cells are not
entirely symmetric and flow unsteadily. Also, it is possible that the contour is dominated by noise.
More data sets and experiments might shed some more light on the hydrodynamics which this
contour just touched.

The dipole approximation might not be valid in the viscoelastic cases as there is an addi-
tional uneven elastic force to contend with. Still, the contours are plotted as they might reveal
something about the hydrodynamics in viscoelastic fluids, especially if the elastic memory effect
leads to a greater wall attraction. Both the results from the 150 ppm and 250 ppm PASA solutions
are inconclusive and do not point to any specific behaviour, though the attraction towards the wall
appears to be reduced for the 250 ppm case. The average wall induced attraction for the entire set
appears to be neutral, matching the results for a perfect dipole. These results also seem to be in
good agreement with the results of Yazdi et al [40], who, despite their assumptions, showed that
the angular velocities of the puller constantly changes sign in an Oldroyd fluid (model viscoelastic
fluid) with a Deborah number of 10, giving it an overall neutrality. Though the Deborah number
of the 250 ppm PASA solution isn’t that high, it shows traces of this behaviour. The cells in the
150 ppm PASA solution, on the other hand, show a tendency to move towards the wall like the
TRIS case. More data sets could reveal if the behaviour in viscoelastic fluids is consistent with the
results of Yazdi et al [40], implying that the simplified assumptions might hold its ground from a
hydrodynamic point of view, though the dominance of noise cannot be ruled out as the behaviour
in TRIS hasn’t been captured.

As for the viscous cases, the results continue to confound. The angular velocities in the 7 %
Ficoll solutions are largely positive, even more than the TRIS case. This could be tied to the
increased viscous drag that increases the hydrodynamic attraction. The dearth of experiments in
more viscous fluids and the results obtained in our experiments makes the effect of viscosity as
important as viscoelasticity for further investigation.





6
Conclusions and recommendations

6.1. Conclusions
Using the existing methodology used by Muller [19] and described in Chapter 3, experiments were
conducted and the cells were tracked in viscoelastic and Newtonian fluids of varying degrees of
viscosity. The velocities of the cells were found to be lower in viscoelastic as compared to Newtonian
fluids, corroborating the results of Qin et al [52] for C.Reinhardtii, with the observed trend similar to
those obtained for C.Elegans [49] and simulations [27, 38]. Though the exact shear rates applied by
the cells on the viscoelastic fluid is unknown, the replication of behaviour from existing literature
point to a clear effect of viscoelasticity. To study the trajectories and cell-wall interactions, four
solutions were chosen- 150 ppm PASA, 7 % Ficoll, 250 ppm PASA and 12.5 % Ficoll solutions. Since
it is difficult to compare based on the viscosity as the applied shear rates are unknown, solutions
were compared based on similar cell velocities as well.

The cells were still observed to swim in helices as observed by Crenshaw et al [54] regardless
of the fluid medium. The radius and pitch of the helices reduced with increasing viscosity. This
effect was more pronounced in the viscoelastic cases, with solutions of lower viscosity still showing
comparable radii and pitch as Newtonian solutions of higher viscosity. The aspect ratio, however,
was similar in all the fluids, implying that the cells retain their overall shape. These results are
consistent with the observations by Qin et al [52] and the subsequent simulations of Li et al [53] on
C.Reinhardtii, where the bending of the distal tip in viscoelastic fluids was observed, which led to
the reduction in distance travelled despite retention of the overall shape. The rotation rates were
observed to be higher in viscoelastic solutions when compared in terms of velocity, with the overall
rotation rates dropping with increase in viscosity.

The results in TRIS show a similar behaviour as compared to those obtained by Muller [19],
with the glaring difference being in the dominance of right-handed chirality in our case. Though
the results from Crenshaw et al [54] indicate that this might be due to phototaxis, there is a greater
chance of phototaxis with the green light used by Muller rather than the red light used in our case
[15]. More experiments need to be done to observe if this chirality change is related to experimental
conditions and culturing.

The results for the cell wall interactions are more complicated to draw conclusions. The cell
concentration profiles were observed to be similar for all fluids except for the 12.5 % Ficoll solution,
where the data presented might be affected by the noisiness of the image. The cells were observed
to concentrate at the boundaries, especially near the top wall, possibly because of the cells’
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tendency to exhibit negative gravitaxis [15]. These results have been reported by Muller [19] in
TRIS, with this distribution also being observed for the organisms, P.Minimum [18] and E.Coli [24].
The trajectories observed in all the fluids near the wall are similar to those observed by Muller [19]
in TRIS, though the frequency of events is different.

The wall interactions are segregated into two categories- those that involve the cells entering
the contact region, and those where the cells are within 100 µm from the wall but do not enter the
contact region. The residence times near the contact region in TRIS appeared to concentrate at
around 0.5 seconds, different from the results of Muller [19]. The obtained values of the outgoing
angles also show a loss of memory of the incidence angles, implying the dominance of asymmetric
reflection. These results are closer to those predicted by Kanstler et al [30] than Muller [19]. For the
more viscous cases, there were fewer completed tracks to draw any conclusions.

So to discern any possible differences, the overall trajectories of the tracks near the wall were
considered. The trajectories in TRIS appeared to confirm the previously obtained results for
incoming and outgoing angles, with asymmetric reflection being the dominant phenomenon
near the contact region. This was also observed for the 150 ppm PASA and 7 % Ficoll solutions,
but the incoming angles were less steep than the TRIS case, while the outgoing angles remained
comparable. For the 250 ppm PASA case, however, the trajectories were a lot more symmetric. To
understand the phenomenon, the velocities near the contact region were checked. The normalised
velocities of the cells in the TRIS case showed a drastic drop in velocity, probably indicating the
dominance of contact interactions near the contact region as predicted by Kanstler et al [30]. The
results from the 150 ppm PASA and 7 % Ficoll cases also showed a drop in velocity, though cells
were swimming at velocities close to the mean near the contact region. This trend appears to have
changed for the 250 ppm PASA solution, with no discernible drop observed in the contact region.
The only observable change is the absence of higher velocities in the contact region.

To focus on the hydrodynamics, the orientation of the cell with respect to the walls was plot-
ted against the normalised height. The cells in the TRIS solution appeared to retain their behaviour
in the contact region even in the bulk, with a large number of cells moving at steep angles until
they encounter a wall, after which it leaves at a shallow angle. These results in TRIS are consistent
with those predicted by Berke et al [24] for a puller modelled as a dipole, which might not be valid
for a viscoelastic case. The results for the viscoelastic solutions revealed a greater tendency to align
parallel to the surface, with this being more pronounced at higher viscoelasticity. The tendency to
enter the wall at steep angles is still retained, although this behaviour is vestigial. This behaviour
is similar to those predicted by Yazdi et al [40], though there are stark differences with respect to
the other predictions observed. The behaviour for the Newtonian Ficoll 7 % solution is strange,
with many cells tending to concentrate at shallow angles. The entrance angle is still larger than
the outgoing angles, though this is not apparent in this case. These results imply that the viscous
fluids might be more complicated than previously imagined, with the dipole approximation not
being valid for these cases. More data is required for the viscoelastic as well as the viscous cases to
provide concrete conclusions about changes in behaviour.

The hydrodynamics are further studied by focussing on the angular velocities to see if there’s
a tendency to go towards the wall or if the overall wall induced attraction is zero as predicted
by Berke et al [24] for a dipole. Though the results from the TRIS case indicate a positive wall
interaction, the behaviour of entering walls at a steep angle and leaving at shallow angles is not
captured. In the viscoelastic solutions, the wall attraction appears to reduce with increasing
viscoelasticity, with the overall angular velocity being neutral in the 250 ppm PASA case. This
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behaviour is consistent with the simulations of Yazdi et al [40] for fluids of high Deborah number.
In the Newtonian Ficoll 7 % solution, the angular velocities are observed to be even more positive
than the TRIS case. All this implies that a lot more data is required to draw suitable conclusions
about the hydrodynamics and wall-induced attraction, so more experiments need to be conducted.

6.2. Recommendations
Our results not only show a clear influence of viscoelasticity on cell behaviour and motility but also
the effect of higher viscosity on these parameters. As with most experimental results, more experi-
ments need to be conducted to understand the underlying phenomenon further and draw conclu-
sions, and this is especially true in the case of wall interactions. From the results of this thesis, the
following is recommended for future experimentation and understanding:

• More experiments on both the viscoelastic and Newtonian cases have to be conducted. The
tracking efficiency of the code at lower frame rates also needs to be characterised and if nec-
essary, improved.

• Concatenate data from all the experiments to understand the hydrodynamics and cell-wall
interactions clearly.

• Expand on the results of Yazdi et al [86] and Ardekani et al [41] for pullers by checking for
the emergence of limit cycles, characterising the possible differences for the viscoelastic and
viscous cases.

• The experiments can be conducted in different viscoelastic and Newtonian solutions to see if
the cell behaviour changes based on the material.

• Tomographic Particle Image Velocimetry (Tomo-PIV) could reveal useful information about
the physics of the flow. An alternative to this would be to conduct simulations of the flagellum
based on the results observed in our thesis and by Qin et al [52].





A
Rheometer accuracy

The accuracy of the LS-40 rheometer was tested using distilled water. The experiment was con-
ducted over three days, with the calibration changing over each reading. The viscosities were de-
termined for each shear rate and plotted in Figure A.1a. The accuracy of the rheometer was found
to vary with the shear rate and the calculation. The error of each reading based on the true value
of viscosity at 20◦ is plotted in Figure A.1b, along with the mean error for these five readings. The
maximum mean error was around 6 %, with the maximum local error being 12 %. These readings
showed that the accuracy of the rheometer was satisfactory for solutions of unknown viscosity. Also,
the calibration was found to affect the accuracy of the rheometer, though the discrepancy isn’t large.

(a) Rheometry results for viscosity of distilled wa-
ter over different measurements at 20◦ C, as com-
pared to the true value.

(b) Error of the measurements for each shear
rate. The mean error is shown as yellow dia-
monds,whose maximum value is 6 %.

Figure A.1: Accuracy of the rheometer
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B
Relaxation time measurements with AR-G2

rheometer

Initially, Small Amplitude Oscillatory Shear (SAOS) measurements were carried out in the AR-G2
rheometer to determine the relaxation time. First, a strain sweep was done at an angular frequency
of 10 rad/s to determine the linear viscoelastic regime. This test was carried out up to a strain of
10 for the 100 ppm PASA solution. As seen from Figure B.1, the elastic and viscous moduli remain
roughly constant until a strain of 10 except for the lower strains, which is mostly noise associated
with the compliance of the machine. Since this data is unknown when performing the optical trap
experiment, results from this test confirm that the obtained relaxation times for the optical trap test
correspond to the linear viscoelastic region.

Figure B.1: Strain sweep test at an angular frequency of 10 rad/s for 100 ppm PASA. The solution
appears to be in the linear viscoelastic region until a strain of 10.

Unfortunately, the rheometer could not measure low relaxation times, as shown in the results
of 1000 ppm PASA solution, because of compliance errors inherent to the machine. To verify if our
solutions were viscoelastic, SAOS measurements were performed for the 4000 ppm PASA solution.
This showed a clear intersection between the viscous and elastic modulus (Figure B.2a), in contrast
to the 1000 ppm PASA case (Figure B.2b), giving a relaxation time of 2.51 seconds. This validated the
viscoelasticity of our solutions, allowing to proceed with the experiments.
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72 B. Relaxation time measurements with AR-G2 rheometer

(a) SAOS measurements for the 4000 ppm PASA
solution. The black dashed line indicates the in-
tersection.

(b) SAOS measurements for the 1000 ppm PASA
solution.There is no clear intersection observed
here.

Figure B.2: SAOS measurements using AR-G2 rheometer



C
Kinematics in highly viscous solutions

The velocity, radius and pitch are plotted in Figure C.1 for the cells in the 1000 ppm PASA and 20 %
Ficoll solutions. A fit length of 9 was used as the analysis to select the correct fitting parameters as
elucidated in section 3.6.5 was not performed. Even so, these results reveal that the radii and pitch
of the cells in these solutions are too low, with the values ranging from 0-0.3 µm. Though it appears
that the radii in the 20 % Ficoll solution are larger, it is difficult to draw any conclusion about the
effect of viscoelasticity and the nature of the trajectories at these small radii. The effects observed
from these plots might be due to the high viscosities rather than anything else. A relationship be-
tween the velocity and pitch would be even more difficult to establish at these small values. In
order to provide clarity and aid understanding of the phenomenon involved, the solutions of lower
viscosity are chosen to discern the differences in cell behaviours and characterise the influence of
viscoelasticity and viscosity clearly. In addition to the kinematics, the cell wall interactions are all
the more difficult to characterise at these velocities primarily because the local velocities of the cells
can reach very low values. This makes it difficult to characterise the nature of the interaction and
also, the problems stated in Chapter 5 with respect to tracking are more pronounced in these cases.

(a) 1000 ppm PASA (b) 20 % Ficoll solution

Figure C.1: Kinematics for solutions of high viscosity
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D
Filter length for other solutions

The fitting parameters for the other solutions are calculated in the same manner as explained in
Section 3.6.5. The results are plotted in Figures D.1, D.2 and D.3, and the filter length for all the
solutions was chosen to be 11.

(a) Variation of parameters with filter length for
the 250 ppm PASA solution.The error bars repre-
sent the standard deviations of the parameters.

(b) Variation of radius with filter length for the
250 ppm PASA solution.The error bars represent
the standard deviations of the parameters.

Figure D.1: Selection of filter length for 250 ppm PASA solution

(a) Variation of parameters with filter length for
the 7% Ficoll solution.The error bars represent
the standard deviations of the parameters.

(b) Variation of radius with filter length for the 7%
Ficoll solutionThe error bars represent the stan-
dard deviations of the parameters.

Figure D.2: Selection of filter length for 7 % Ficoll solution
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(a) Variation of parameters with filter length for
the 12.5% Ficoll solution.The error bars represent
the standard deviations of the parameters.

(b) Variation of radius with filter length for the
12.5% Ficoll solution.The error bars represent the
standard deviations of the parameters.

Figure D.3: Selection of filter length for 12.5 % Ficoll solution



E
Mean free path

To check for the influence of cell-cell interactions on the cell behaviour, the mean free path for all
the cases are plotted over the height of the domain in Figure E.1. The mean free path is defined as the
average distance travelled by the cell between collisions with other cells. The formula to calculate
the mean free path is similar to the formula used in kinetic theory for molecules.

MF P = (
π

4
d 2ρ)−1 (E.1)

where MF P is the mean free path, d is the diameter of the cell (10 µm) and ρ is the cell density.
Since the mean free paths are at least 50 times more than the body length, we can conclude that the
results presented aren’t influenced by any interaction among cells.

(a) TRIS (b) 150 ppm PASA Solution (c) 7 % Ficoll solution

(d) 250 ppm PASA solution (e) 12.5 % Ficoll solution

Figure E.1: Mean free path of the cell as a function of the height over the domain
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F
Velocity distribution

As mentioned in Chapter 4, a distribution of velocities is obtained for all the cases instead of a spe-
cific value. The velocity distribution in all the solutions along with the track lengths are plotted in
Figure F.1.

(a) TRIS (b) 150 ppm PASA Solution

(c) 7 % Ficoll solution (d) 250 ppm PASA solution

(e) 12.5 % Ficoll solution

Figure F.1: Velocity and track length distribution
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G
Additional trajectories

In addition to the trajectories presented in Chapter 4, wall bound wobbling is another commonly
observed behaviour shown in Figure G.1.

(a) 150 ppm PASA

(b) 7 % Ficoll solution

(c) 250 ppm PASA

Figure G.1: Wall bound wobbling for the three cases. The dashed black line in the 2D plot indicates
the contact region
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The trajectories of the cells that come within lc in TRIS are presented in Figure G.2. The overall
trajectories are similar to those obtained by Muller [19].

(a) Symmetric Reflection

(b) Asymmetric Reflection

(c) Circling near the wall

(d) Repeated wall bouncing

Figure G.2: Typical trajectories found near the wall for the TRIS case. The dashed black line in the
2D plot indicates the contact region
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