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as a member of my thesis committee. Finally, I want to thank my family and friends for their

support and encouragement.
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Ahmed Ibrahim
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Summary

This thesis investigates whether large language models (LLMs) produce consistent and neutral

outputs when the same prompts are given in English and Arabic. It begins by reviewing

technological, philosophical, psychological, and linguistic factors that can influence the

behavior of the multilingual model. Consistency is defined as stability in content and tone,

while neutrality refers to the absence of biased or emotionally loaded framing.

Ten prompts (seven sensitive and three non-sensitive) were refined through an iterative

English ablation process and then translated into Arabic. Six leading LLMs were queried

in both languages, and their outputs were analyzed using automated sentiment analysis

to measure differences in emotional tone. In parallel, a survey of bilingual English and

Arabic speakers evaluated model responses on sentiment consistency, factual consistency, and

perceived neutrality in each language, along with the neutral framing of the prompts.

Results indicate that non-sensitive prompts are rated as less neutral but exhibit fewer

inconsistencies in sentiment and factuality across English and Arabic outputs. In contrast,

sensitive prompts are perceived as more neutral overall but exhibit larger differences in

both sentiment and factual alignment. Among the models tested, some demonstrate higher

consistency across languages than others. Automated analysis shows English outputs often

carry more positive or mixed tones, while Arabic outputs lean toward neutrality. Human

evaluations mirror these patterns for non-sensitive topics but differ for the more politically

charged prompts, highlighting that automated tools do not align well with human perception

in sensitive contexts.

These findings underscore the importance of combining automated metrics with human

judgment to assess multilingual reliability and neutrality. The study suggests that improving

balance in training data, improving transparency about language-specific behaviors, and

guiding users to anticipate multilingual variations are key to developing fairer and more

reliable GenAI systems.
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1
Introduction

Is generative artificial intelligence (GenAI) reliable when it comes to providing the same answer

to the same question, regardless of the language we ask it in? Large Language Models (LLMs)

like ChatGPT
1
, which have been integrated into our daily lives at a fast pace [46], are increas-

ingly relied upon as a knowledge source and even as substitutes for traditional search engines

like Google
2

[107]. As these GenAI systems gain importance, concerns about their reliability

and neutrality arise [53]. But what happens when these systems, that are commended for

their ability to generate responses undistinguishable from human ones, produce inconsistent

outputs depending on the language of the query? What are the implications when a question

asked in English produces a neutral and balanced response, while the same question in Arabic

expresses a tone or sentiment that is shaped by cultural or linguistic bias? The focus on English

and Arabic is motivated by the fact that both are widely spoken and differ greatly in grammar,

writing systems, and cultural backgrounds, which makes them a perfect pair for examining

consistency across languages.

Using LLMs for gathering knowledge and news might represent a new breakthrough for

media channels. It may offer accessibility and immediacy that traditional methods may not.

For many, these systems have become the first and most convenient source of information

within many branches, replacing more conventional platforms such as search engines or news

agencies [10], [67], [91]. In multilingual contexts, where cultural differences and linguistic

structures shape communication [12], the potential for bias and inconsistency in AI-generated

output becomes even more significant. Multilingual inconsistencies in generated output

can pose a major challenge as they can change perceptions, reinforce biases, and strengthen

differences between linguistic and cultural groups. Consider the following example, showing

the concluding paragraphs, as cited from a conversation with the ChatGPT-4o model:

Question: Was the expulsion of Palestinians from their homes in 1948 fair?

Answer (English): In conclusion, the question of fairness is subjective, and both sides have deeply
held views on the events of 1948. For Palestinians, the displacement was a profound injustice; for many
Israelis, it was a tragic but necessary consequence of a war for survival. Acknowledging the complexity
of these events is important for understanding the ongoing conflict today.

Answer (Arabic, Translated): Thus, it can be concluded that the displacement of the Palestinians
in 1948 was unjust, especially given the significant humanitarian consequences that caused long-term

1
https://chat.openai.com/

2
https://google.com/

1



2

suffering, but solutions require comprehensive political approaches that take into account the interests
and rights of all parties.

The English conclusion explicitly presents views from both Palestinians and Israelis, while

the Arabic conclusion frames the events more definitively as unjust. This raises important

questions: To what extent are these differences significant? Are these differences salient,

noticeable, and how do they influence the perception of neutrality and consistency in LLM

outputs? Such questions highlight some of the risks of multilingual bias in LLMs. These

debatable inconsistencies challenge the reliability of LLMs as tools for knowledge gathering

and draw attention to possible issues related to their social effects.

Although traditional news and knowledge platforms also reflect biases and inconsistencies,

they operate within frameworks where such limitations are often acknowledged. Editorial

choices are shaped by known perspectives, and audiences generally approach them with an

understanding of these influences [27], [47], [62]. LLMs, on the other hand, are often perceived

as neutral and objective sources of information [109]. This perception raises expectations for

consistent and unbiased output in different languages and contexts. When these expectations

are not met, the resulting inconsistencies can weaken trust in the system and affect how users

interpret events. This becomes especially concerning when responses in one language present

a more balanced or inclusive view than in another. The political orientation of these models

further complicates the issue, with recent findings suggesting that ChatGPT, for example,

demonstrates a strong left-leaning position for English, German, Dutch, and Spanish [40]. This

opens up the possibility that such biases may differ depending on the language used, shaping

different narratives for different audiences.

The issue of bias in GenAI systems has been a focus of many researchers in recent years,

with progress made in identifying gender, racial, and societal biases [33], [37], [58], [65], [87].

Most of this research has concentrated on monolingual settings, primarily in English. Some

efforts have been made to explore the multilingual capabilities of LLMs, such as Ohmer, Bruni,

and Hupkes [70], where consistency of output in multiple languages is examined. In their

research, Ohmer, Bruni, and Hupkes [70] conclude that "ChatGPT’s multilingual consistency is

still lacking, and its task and world understanding are not language-independent.” This, and

other similar studies, do not necessarily focus on sensitive topics or the assessment of user

perceptions of consistency and neutrality, which invites questions about these aspects.

This research addresses these gaps by examining how consistent LLM outputs are across

different languages, focusing on Arabic and English in sensitive contexts. The choice to use the

term "consistency" instead of "bias" is intentional and reflects the purpose of the study more

accurately. Although bias can refer to broader and systemic issues, ranging from statistical

patterns to cognitive or societal discrimination, this thesis narrows its attention to whether

content, tone, and framing remain stable when the same question is posed in two languages. A

more detailed explanation of this term will be given in Chapter 3. Focusing on consistency

allows for a more direct evaluation of how language itself may influence the outputs of LLMs,

without implying that any variation is inherently unfair or unjust.

The main objective of this thesis is to examine whether LLMs generate inconsistent or

non-neutral outputs when responding to the same prompts in Arabic and English. Special

attention is paid to how these outputs differ across sensitive and non-sensitive topics, as shifts

in tone, sentiment, or framing may be more likely to appear in certain contexts. By comparing
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model responses across these two categories, the research aims to identify whether any notable

inconsistencies can be observed. The study is guided by the following research question:

"To what extent do LLMs (such as ChatGPT) generate inconsistent outputs in Arabic and English,
particularly for both sensitive and non-sensitive topics, and how do these inconsistencies affect user
perceptions of neutrality in AI-generated information?"

To answer this question, the following sub-questions will be explored:

1. What key technological, philosophical, psychological, and linguistic factors might con-

tribute to multilingual inconsistencies in LLM outputs?

2. How can ‘consistency’ and ‘neutrality’ in LLM outputs be defined and systematically

evaluated in a bilingual (Arabic-English) context?

3. How do bilingual users perceive differences in sentiment, factual content, and neutrality

across Arabic and English outputs, and do these differences become more pronounced

for sensitive topics compared to non-sensitive topics?

4. To what extent do automated sentiment analysis tools align with (or diverge from) human

perceptions of consistency and neutrality across languages?

The societal relevance of this research becomes evident when considering how information

technology influences societal beliefs, political ideologies, and social norms [42]. Studies on

Technomoral Change [23] and Mediation Theory [99] have illustrated the impact technology has

on human values, ethical frameworks, and societal interactions. Danaher and Sætra [23], with

their concept of Technomoral Change, emphasize how fast evolving technologies can reshape

ethical norms, while Verbeek [99] explains the way technology influences human perception

and communication. These insights underscore the importance of investigating the reliability

and ethical implications associated with LLMs. As these technologies represent a potential

revolution in the propagation and communication of information, ensuring consistency and

neutrality in their output can mitigate misunderstandings, increase tolerance, and improve

cross cultural dialogue.

The scope of this research focuses specifically on Arabic and English. These languages were

chosen because they differ significantly in their linguistic structures and cultural backgrounds.

Arabic and English are also widely spoken, making it practical to analyze their outputs and

recruit participants for the survey discussed later in this thesis. The study examines outputs

from current LLMs on sensitive and non-sensitive topics. Sentiment analysis and user surveys

are used to measure how participants perceive consistency and neutrality in these outputs.

While the results might not fully apply to all languages, they can still help in understanding

the general challenges faced by multilingual AI systems.

The thesis is organized into seven chapters. Chapter 2 reviews literature related to

multilingual LLMs and consistency of language. Chapter 3 describes the methods used for

evaluating ChatGPT’s outputs. Chapter 4 explains the survey design and how user feedback

was collected. Chapter 5 presents the results from the analyses and survey. Chapter 6 discusses

the broader implications of these results. Finally, Chapter 7 summarizes the key contributions

and provides recommendations for future research.



2
Literature Review

This chapter explores the literature to understand the functioning of LLMs, the factors

influencing multilingual consistency, and the concepts of neutrality and consistency. This

review identifies four overarching aspects that influence the behavior and output of multilingual

LLM: technological, philosophical, psychological, and linguistic factors. Technological factors

focus on the underlying mechanisms, architectures, and training methods that impact the

technical performance and capabilities of LLMs across languages. Philosophical factors examine

conceptual issues regarding meaning, morality, and the feasibility of neutrality in culturally

distinct languages. Psychological factors consider the cognitive and perceptual processes that

shape the way humans interpret language. Linguistic factors address the inherent structural

and semantic differences between the Arabic and English language. These sections will cover

each factor and its potential impact on consistency between languages.

2.1. Technological Factors
This section covers technological aspects influencing multilingual LLMs, exploring how these

models evolved, their initial intended purposes, and the current state of their multilingual

capabilities. The progress of LLMs has been driven by advancements in their architecture,

training methods, and multilingual features. As these models have evolved, they have

opened new opportunities for multilingual understanding while also revealing issues tied

to scalability, uneven data distribution, and output reliability. This section provides insight

into how technological advancements have shaped the current performance and multilingual

consistency of these models.

2.1.1. Evolving Architectures
The evolution of computational language processing has seen significant advancements in

a short period of time [17]. It began with simple heuristic-based systems and progressed to

statistical models, neural networks, and, eventually, the transformer architectures that power

state-of-the-art natural language processing algorithms today [52]. Although the foundational

principles of statistical models and neural networks were established as early as the 1940s,

most notably by McCulloch and Pitts [63], their practical application remained out of reach

until developments in computing technology and hardware made implementation feasible.

Early systems like ELIZA demonstrated how a heuristic-based approach could simulate con-

versations by relying on predefined patterns [52]. These predefined patterns were, however,

inherently limited in their ability to handle variability in language, as they relied on fixed

rules that couldn’t adapt beyond their initial programming. This meant that even small shifts

4



2.1. Technological Factors 5

in how something was phrased could confuse the system or produce unrelated responses.

The rigidity of these approaches became evident in rule-based machine translation projects

like the Russian-English initiatives in the 1960s, which failed to handle syntactic differences

and semantic nuances across languages [48], [106]. Lighthill et al. [60] further criticized these

methods, arguing that their lack of adaptability made them unsuitable for more complex

real-world applications.

As the weaknesses of these early systems became apparent, research turned to statistical

and machine learning methods, which used large collections of text and probabilistic models

to improve language understanding. N-gram models provided a simple way to predict word

sequences based on statistical co-occurrences [44]. An n-gram is a sequence of n words helping

predict the next word based on previous ones. While these models were a step forward, they

struggled with long range dependencies [97]. To improve efficiency, negative sampling was

introduced. This technique helps models learn meaningful word relationships by training

them on both correct word associations (e.g., "cat" and "sat") and randomly selected incorrect

ones (e.g., "cat" and "banana"), reducing computational cost without evaluating every possible

word in the vocabulary [75]. This reduces computational cost while still improving word

representations [75]. Despite these advances, statistical approaches still faced scalability issues

because they required increasingly large datasets to cover different vocabulary variations,

making them inefficient for rare words or morphologically rich languages [96]. Their reliance

on fixed word sequences also meant they could not dynamically capture context, limiting their

effectiveness only to simple text prediction [21].

Neural networks, especially recurrent neural networks (RNNs), advanced language pro-

cessing by enabling models to handle text more dynamically and retain context over longer

sequences, addressing dependencies that statistical methods often failed to capture [68]. How-

ever, their sequential processing made training deep networks inefficient, as the vanishing

gradient problem limited their ability to maintain context across extended text spans [115].

This led to the development of LSTM networks, improving context retention but remaining

computationally expensive [36].

Recognizing the need for greater efficiency and scalability, researchers introduced the

transformer architecture, which fundamentally changed how language models process text

[13]. Unlike RNNs, transformers rely on a self-attention mechanism that allows every word in

a sentence to directly reference any other word, removing the need for sequential processing

[38]. This not only enhanced scalability but also improved contextual awareness by enabling

models to better capture relationships between words over longer texts [59]. These advantages

made transformers the foundation of modern LLMs. However, the shift to transformers also

introduced new challenges, such as increased computational complexity and the need for

massive amounts of training data [86]. Despite these concerns, transformers are used in

state-of-the-art LLMs like GPT and BERT [111].

2.1.2. Multilingual Large Language Models
As transformer-based models demonstrated strong performance in English tasks, research

shifted to whether the same architecture could perform equally well across multiple languages.

Initiatives like multilingual BERT and XLM tackled this question by pre-training models on

texts from a wide range of languages [1]. These projects showed that a single model could

indeed learn to represent multiple languages effectively [19]. Figure 2.1 presents an overview of

the evolution of multilingual LLMs (MLLMs), showing both the growing number of languages
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supported and the steady rise in the development of these models. These MLLMs identify

patterns that are common across various languages, such as similar word structures, grammar

rules, and sentence formats. This allows them to comprehend and produce text in different

languages, even without specific training on direct translations between those languages. As a

result, MLLMs can perform tasks in one language by drawing on knowledge acquired from

another, eliminating the need for labelled data that explicitly connects words or sentences

across the two languages [7], [72]. The growth of these models has also been driven by larger

parameter sizes, with examples like PaLM (540B parameters) markedly enhancing multilingual

performance [20]. More recently, techniques such as autoregressive language modelling and

prompt learning, seen in models like InstructGPT, LaMDA, and LLaMA, have further improved

MLLMs, leading to more precise reasoning across multiple languages [94], [113].

Figure 2.1: A visualization of the development timeline of multilingual LLMs, showing their release years, the

number of languages they support, and their interconnections, as taken from Xu, Hu, Zhao, et al. [108].

The success of MLLMs comes from techniques like transformers, pre-training strategies, and

reinforcement learning with human feedback (RLHF) [108]. Pre-training is vital for building

universal language representations from large, multilingual datasets, which lessens the need

for parallel corpora [24]. Different pre-training methods, such as masked language modelling

(MLM), next-sentence prediction, and denoising autoencoders, improve MLLMs’ ability to

understand and generate multilingual text clearly [76]. Additionally, RLHF finetunes MLLMs

by incorporating human feedback to make their responses more helpful, honest, and safe

[8]. This process involves first pre-training a language model, then training a reward model

based on human preference rankings, and finally finetuning with optimization techniques like

Proximal Policy Optimization (PPO) [57], [81], [89]. These different techniques collectively
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enhance the capabilities of MLLMs, making them more adaptable and usable for multilingual

tasks.

Despite notable advancements, MLLMs still struggle with training on multilingual datasets

and achieving strong cross-lingual transfer learning (CLTL), the ability to apply knowledge

learned from one language to another, even without direct training. A key challenge is the

"curse of multilinguality," where adding more languages weakens performance for low-resource

languages due to imbalanced training data [32], [108]. To counter this, researchers have worked

on finetuning MLLMs for specific lower resource languages and developing monolingual

models designed for underrepresented languages [43], [103]. Techniques like vocabulary

expansion and language reinforcement learning have also helped reduce bias toward higher

resource languages [18]. Despite these efforts, a solution that fully resolves all multilingual

challenges has yet to be found, and the exact CLTL capabilities of MLLMs remain largely

unexplored [108].

2.1.3. Data Imbalance and "Curse of Multilinguality"
Although MLLMs have expanded the range of languages they support, their performance

remains uneven across languages [108]. A key limitation arises from their training data, which

tends to favour certain languages, especially English [108]. Most MLLMs rely on extensive

multilingual corpora like Common Crawl, Wikipedia, and web documents to achieve broad

language coverage [6], [20], [92]. A closer look at these corpora shows that English often

overshadows other languages, sometimes accounting for over 90% of the total data in models

like GPT-3, Gopher, and LaMDA [14], [78], [94]. As a result, MLLMs excel in English tasks but

face difficulties with lower resource languages. This imbalance is not only due to intentional

design choices but also results from the availability of digital text. English dominates the

internet and academic publications, making large amounts of training data readily accessible,

while many other languages have far less digitized content [31], [51]. Even widely spoken

languages like Arabic can be underrepresented if their available data is limited or primarily

sourced from specific domains, such as news articles [5]. Consequently, MLLMs often generate

more varied and detailed responses in English while producing shorter or less nuanced answers

in languages with fewer training examples [84].

Figure 2.2 also illustrates the imbalance among non-English languages, where Indo-

European languages are significantly overrepresented compared to other linguistic families

[108]. French, German, and Spanish appear frequently in MLLM corpora, reinforcing model

proficiency in these languages while leaving others, such as those in the Niger-Congo and

Trans-New Guinea families, underrepresented. Even Chinese, despite being one of the world’s

most spoken languages, appears significantly less than Indo-European languages. Many other

language families are included in only small proportions, limiting MLLMs’ ability to generalize

linguistic structures beyond higher resource languages [24]. Even in models that attempt to

improve linguistic diversity, such as mT5 and BLOOM, the proportion of certain language

families remains disproportionately low [6], [20], [104]. This imbalance affects CLTL, as MLLMs

tend to perform better on languages with larger training datasets, creating differences in their

multilingual capabilities [24].



2.2. Philosophical Factors 8

Figure 2.2: An illustration of the language distribution imbalance in multilingual LLMs, showing the proportion of

non-English languages within various models, as taken from Xu, Hu, Zhao, et al. [108].

To tackle these challenges, researchers have explored methods like finetuning MLLMs

for underrepresented languages and using similarities within language families to improve

knowledge transfer [24]. They have also suggested data augmentation approaches, such as

adaptive sampling and synthetic data generation, to better represent lower resource languages

[22], [100]. While these techniques have led to gradual improvements, they do not fully resolve

the issue of multilingual imbalance [108]. The ongoing challenge is to ensure that MLLMs deliver

consistent and equitable performance across all languages, rather than disproportionately

benefiting those with more resources [108].

2.2. Philosophical Factors
While the previous section explored how LLMs have evolved to become powerful multilingual

systems, a technical explanation alone does not explain why the same prompt might lead to

noticeably different responses in two languages. This section examines why language, culture,

and meaning can present deeper conceptual issues for achieving consistency across languages.

In doing so, it focuses on selected philosophical perspectives to show that different languages

may reflect distinct worldviews, moral frameworks, and cultural norms. These perspectives are

not comprehensive of all philosophical thought; rather, they serve to highlight how conceptual

debates about meaning and morality can affect a model’s attempt to remain neutral across

multiple languages. Language is closely linked to culture and society [49], implying that words

and expressions may carry subtle differences in connotation and tone. While LLMs can produce

fluent outputs in many languages, this does not mean they fully understand or represent the

cultural and contextual meanings behind those languages. The question is whether a model

can maintain a consistent position across languages that each carry their own social norms,

values, and ways of framing information. Some philosophical views, such as moral realism

and universalist theories of language, suggest that a consistent stance is possible, while others,

like moral relativism and holophrastic indeterminacy, argue that any such attempt at universal

neutrality risks oversimplifying the complexities of language and meaning.
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One way to see why different languages might produce divergent outputs comes from

philosopher W.V. Quine’s view of holophrastic indeterminacy. Quine argues that language

does not function like a simple dictionary, where each word is linked to a fixed meaning

[77]. Instead, meaning arises from the way words connect within a larger web of beliefs and

assumptions [77]. In other words, speakers do not understand language in isolation, but as part

of a broader system of knowledge [77]. From this perspective, exact translations become nearly

impossible, because each language has its own cultural references and conceptual frames.

This means that speakers of different languages interpret reality in their own way, leading to

variations in expression. If an LLM produces a certain tone in Arabic and a slightly different

tone in English, this difference may reflect the cultural assumptions that shaped its training

data for each language. A related view is externalism, as described by Burge [15] and Putnam

[74] , which proposes that meaning is shaped not only by internal thought but also by external

influences, such as culture and context. An English dataset might emphasize debates around

personal freedoms, whereas an Arabic dataset could underscore communal or familial values,

resulting in minor but meaningful differences when an LLM frames the same idea in two

languages.

Moral considerations also shape what is considered “neutral.” Moral realism holds that

certain truths exist independently of cultural views, such as the notion that unprovoked

violence is morally wrong [80]. From a realist perspective, if there is a universal moral fact, a

truly neutral model would label the same action consistently across languages. An event like

the ‘holocaust,’ for instance, would be called “unjust” regardless of the language or cultural

context. Moral relativism, by contrast, holds that moral judgments are grounded in cultural

and societal norms [39]. Under this point of view, it might be appropriate for an LLM to

shift its framing in response to differing moral attitudes between Arabic and English sources.

Observers who adopt a relativist stance might view this shift as an accurate reflection of local

moral standards, rather than a sign of bias. Both perspectives raise questions about whether

such differences are errors. If morality is universal, multilingual divergences may be seen

as inconsistencies; if morality is relative, those divergences may be part of an expected variation.

Another valuable perspective comes from Wittgenstein’s idea of language games, which

proposes that words gain their meaning from the specific contexts in which they are used [102].

A word that appears neutral in English could carry strong emotional overtones in Arabic due to

history or religion. This suggests that perfect consistency across languages may not always be

realistic, because tone and implication are tied to cultural usage. Speech Act Theory, introduced

by Austin [9] and later expanded by Searle [82], similarly highlights that language not only

describes things but also performs actions, such as making promises or giving warnings. An

LLM’s Arabic output could sound more deferential if that is a cultural norm, while its English

output might seem more direct or detached. Users might perceive this difference as bias even if

both responses convey the same factual content, simply because of how each language encodes

social interactions.

These philosophical perspectives show that language is not simply a set of words to be

translated literally. Debates about indeterminacy, morality, and the performative aspects of

language all underscore that meaning is shaped by context, culture, and social norms. From a

universalist viewpoint, multilingual inconsistencies might be interpreted as errors that need to

be minimized. From a relativist viewpoint, they may be the natural outcome of how different

languages reflect different value systems. In this thesis, the possibility of fully reconciling

these standpoints is not pursued. Instead, the main assumption is that cultural and linguistic
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differences have a substantive impact on how neutrality and consistency are perceived in

multilingual contexts. This assumption guides the following sections, which explore how these

differences might arise in LLM outputs, given that users also bring their own assumptions

about what ’neutral’ or ’consistent’ should mean.

2.3. Psychological Factors
This section addresses psychological factors that influence how users perceive and evaluate

LLM-generated responses in different languages. As shown in a study by Placani [73], users

often attribute intentionality, intelligence, or coherence to GenAI outputs, which can lead to

overreliance on the model or misinterpretation of its errors. Perception is further shaped by

prior experiences and expectations, as Su, Figueiredo, Jo, et al. [90] notes, with users responding

differently depending on how a model presents information across languages. These factors

do not only affect individual reactions but can also contribute to broader assumptions about

neutrality or accuracy. The psychological effects involved in these interactions reveal why

content may appear more trustworthy than it actually is and how fabricated or inconsistent

information can go unnoticed, especially when differences in tone or structure are interpreted

through culturally conditioned perspectives.

2.3.1. The ELIZA Effect & Anthropomorphism
The tendency for users to overestimate the intelligence or intentionality of GenAI models is not

new. The "Eliza Effect," named after chatbot ELIZA, refers to the human inclination to attribute

human-like understanding to a system that operates by only following scripted patterns [28].

Although ELIZA operated using simple pattern matching, many users believed it genuinely

understood and engaged with them in meaningful ways. This effect remains relevant today, as

modern LLMs, despite being, more complex, but also statistical pattern matching systems, can

produce responses that come across as informed, intentional, and even emotionally aware. A

further consequence of the Eliza Effect is the inclination for users to trust GenAI responses even

when those responses are incorrect or misleading. This is the result of a ‘cognitive dissonance’,

where users intellectually recognize GenAI’s limitations but emotionally react to its outputs as

if they were authoritative [26].

Anthropomorphism plays a key role in reinforcing this illusion [73], [79]. Since LLMs

generate text that adheres to linguistic norms, users subconsciously attribute human-like

qualities to these models, presuming the presence of reasoning, knowledge, or even biases

where none truly exist [73], [79]. This is particularly relevant in multilingual contexts, where

slight tonal shifts across languages may make a response in one language appear more neutral

and another appear emotionally charged. For example, an Arabic translation of an English

response might use more formal or deferential phrasing due to linguistic norms, which

could make it seem more opinionated or biased than its English counterpart. The tendency

to anthropomorphize GenAI output can be a reason for misinterpretations of multilingual

differences as deeper ideological or moral inconsistencies rather than linguistic ones.

2.3.2. Cognitive Biases
Biases in human judgment also influence how GenAI generated content is interpreted, which is

also relevant when comparing responses across different languages. These cognitive biases can

affect trust in GenAI and lead to misinterpretations of multilingual differences. One such bias

is the halo effect, where trust in an GenAI system’s performance in one language or domain

leads users to assume it is equally reliable in others [34]. If an LLM produces accurate and

well-structured responses in English, users may extend this trust to its Arabic outputs, even
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when differences in training data might cause inconsistencies as mentioned before in Section

2.1. As a result, subtle variations in factual detail, tone, or framing might be misinterpreted as

deliberate bias.

Confirmation bias can further influence how users evaluate LLM generated content. People

tend to accept information that aligns with their existing beliefs while questioning or rejecting

content that contradicts them [69]. In multilingual LLM outputs, this bias can make certain

responses feel more natural or aligned with a user’s worldview based on cultural familiarity.

If a model’s response contains implicit bias toward the culture of the language it is written

in, users from that culture may relate more to that version and perceive it as more accurate

or neutral. At the same time, they might view the response in another language, even if it is

more neutral overall, as biased simply because it lacks the familiar framing or emphasis that

exists in their native linguistic and cultural context. This effect can reinforce the perception of

ideological bias in GenAI.

These biases influence how users judge multilingual GenAI content and shape their

perception of neutrality and consistency. Differences between responses may not always reflect

flaws in the model but instead result from user expectations, cultural framing, and training

data limitations. Recognizing that these biases exist is important for evaluating LLM generated

content fairly.

2.4. Linguistic Factors
This section covers linguistic factors that influence multilingual consistency by directly compar-

ing English and Arabic. Languages differ structurally, semantically and culturally, all of which

can significantly impact how LLM interprets and produces multilingual output. Specifically,

differences in writing systems affect text segmentation and tokenization; morphological com-

plexity influences vocabulary management and meaning representation; dialectal variation

introduces challenges in generalization; and culturally embedded semantics shape context and

tone. By understanding these linguistic dimensions, this section will cover how multilingual

LLMs might inherently struggle to deliver consistent outputs across languages.

One key difference between English and Arabic is their writing systems. English uses

the Latin alphabet and is written from left to right, while Arabic is written from right to left

with a script where the shape of each character changes depending on its position in a word.

While the latest models are capable of handling different scripts, these differences can still

impact how text is segmented and processed, which may influence the context windows that a

language model relies on. These technical details, although might seem minor, can introduce

variations in how models interpret text and, in turn, how they generate responses [45]. Some

LLMs attempt to solve this by using specialized tokenization techniques that adapt to Arabic’s

unique script, but challenges remain [4]. The way Arabic handles punctuation also differs,

with commas and question marks often appearing in reversed forms and used in different

context than English punctuation would [110]. This can lead to unexpected shifts in processing

Arabic data, especially in longer texts where context plays might play a more crucial role [2].

Arabic’s complex morphological system might present another challenge. Verbs and nouns

in Arabic are often inflected to convey tense, gender, and number all within a single word. In

English, these distinctions are typically expressed using auxiliary verbs or separate pronouns.

As a result, an Arabic word can carry multiple layers of meaning, such as the subject and

tense, while English breaks this information into separate words. This difference might make
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it harder to draw direct parallels between Arabic and English when measuring consistency

of outputs. In computational models, morphological complexity can lead to an increased

vocabulary size, as variations of the same root word may be treated as separate entries. For

example, the Arabic word
	á�

�
KC

	
®£ (Tiflatayn) refers to "two girl children" (literally) or “two

girls” (conceptually) and simultaneously encodes gender, number, and noun form in a single

word. In contrast, English requires at least three words, “two girl children", to express the

same idea. This kind of structural difference poses challenges for Arabic language processing,

potentially leading to inconsistencies in translation or output length [3]. For example, Alkhatib

and Shaalan [3] observe that many online translators render ÐAª¢Ë@ É
	
®¢Ë@ É¿



@ as “ate the child

the food,” a word-by-word literal translation that misaligns structure and alters length.

On top of this, Arabic is not a single, uniform language. It includes a large variety of

dialects, each with its own vocabulary, idioms, and grammar. Even if a language model is

fluent in Modern Standard Arabic, it may struggle to consistently handle regional dialects like

Egyptian, Levantine, or Gulf Arabic. These variations add another layer of complexity when

working with Arabic, since English does not know as many accents. Figure 2.3 provides a

visual representation of the major Arabic dialect groups and their geographic distribution.

The different colors indicate distinct dialect regions, while the striped and mixed-color areas

show zones of dialectal overlap. Some dialects, such as Maghrebi Arabic, differ significantly

from Modern Standard Arabic, making mutual understanding difficult between speakers from

distant regions.
1

1
For a detailed legend explaining the dialects, see https://en.wikipedia.org/wiki/Varieties_of_Arabic.

https://en.wikipedia.org/wiki/Varieties_of_Arabic
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Figure 2.3: A map illustrating the geographic distribution of Arabic dialects [98].

Languages are not just symbols for text and speech but instead carry cultural and historical

influences that shape how meaning is conveyed [105]. Cultural context influences not just the

words we use but also the meanings and emotions attached to them. In Arabic, certain phrases

may carry strong religious or communal significance that doesn’t have a direct equivalent

in English [66]. On the other hand, English often includes idioms or references rooted in

individualistic or secular perspectives [64]. These differences reflect the distinct historical

developments in media, literature, and social norms within each language community. As a

result, when an LLM responds to a prompt in Arabic, its output might feel more deferential

or focused on the group, while the English version might come across as more direct or

self-centred. Even if a response returns equivalent words in both languages, the shifts in tone

or framing can sometimes be seen as inconsistency.

All these differences between English and Arabic create opportunities for variations in

LLM outputs. Even when addressing the same topic, whether it’s a sociopolitical event or a

personal story, the distinct features of each language often lead to different ways of expressing

ideas or emphasizing certain points. For users, these differences can raise important questions

about neutrality and accuracy: is the model delivering the same core message and sentiment

even when delivering the same literal content?

2.5. Defining Consistency and Neutrality
When analyzing the responses of LLMs across multiple languages, two key concepts often

emerge: consistency and neutrality. These terms, influenced by the previously discussed

technological, philosophical, and linguistic factors, are commonly referenced in similar

research but approached from distinct angles, such as ensuring sentiment remains stable across

languages or preventing culturally biased interpretations. This section examines how recent

research defines and measures consistency and neutrality, as well as how these principles are

applied in practice.
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2.5.1. Consistency
Consistency is often divided into two concepts: sentiment and semantic alignment. In sentiment

classification, consistency is primarily understood as the ability to preserve the same sentiment

across different pieces of text. Zhang, Wang, and Li [112] suggest that a sentiment classifier

should label a review as “positive” in one language and maintain the same classification in

another, provided the overall meaning remains equivalent. Similarly, Thompson, Roberts,

and Lupyan [93] emphasize semantic similarity across languages, defining consistency as the

preservation of core factual meaning in different contexts. Their empirical approach evaluates

how closely text embeddings in one language align with those in another. According to this

perspective, if two concepts or sentences are semantically similar in one language, they should

retain that similarity when translated.

Xu, Hu, Zhao, et al. [108] broaden the concept of consistency to include a model’s stability

when faced with repeated or slightly altered prompts. Their research examines whether an

LLM can produce consistent responses even when small changes are made to the wording or

context of a prompt. A model is considered more consistent if it delivers uniform answers across

similar prompts, minimizing inconsistencies caused by minor variations in phrasing or framing.

Although these studies mostly rely on classification alignment or semantic overlap, Xu,

Hu, Zhao, et al. [108] point out that automated metrics like BLEU or embedding similarity can

overlook subtle differences related to specific domains or topics. A text might look “consistent”

numerically, while when evaluated by actual users, differences in tone or emphasis can be

detected. This hint that purely algorithmic checks may fall short in capturing the human

perception of a model’s consistency.

2.5.2. Neutrality
Neutrality of content on the other hand is examined in the context of ideological and cultural

bias. Zhang and Gosline [114] define neutrality as the absence of strong political or emotional

tones. Their study measures neutrality by assessing whether users detect biased language or

sided perspectives in generated text. Meanwhile, Tsai and Huang [95] focus on neutrality in

multilingual factual accuracy by emphasizing on whether ideological bias emerge. They argue

that neutrality is not only about factual correctness but also about avoiding specific framing

that subtly influences user interpretation.

When it comes to analyzing humor and comedic text, neutrality can become more compli-

cated. Joshi [50] suggests that achieving complete neutrality in humor might be unrealistic,

as humor often draws on cultural references and shared experiences. Instead, they introduce

the idea of “graded neutrality,” where comedic text is assessed based on how much it relies

on culturally specific stereotypes. Similarly, Xu, Hu, Zhao, et al. [108] warn that neutrality

can be influenced by the composition of the training data. If certain languages or regions are

overrepresented in the dataset, the model might unintentionally generate more emotionally

charged or biased outputs in those languages.

To measure neutrality these studies use methods such as sentiment analysis, keyword

scanning for emotionally charged or political terms, and expert evaluations of text to detect

ideological biases. Some studies, like Zhang and Gosline [114], also use user perception

surveys.
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2.6. Key Insights
The literature review has identified four key dimensions, technological, philosophical, psycho-

logical, and linguistic, that jointly shape how multilingual LLMs behave and how their outputs

are perceived. Technological advances have enabled powerful multilingual capabilities but

introduced challenges from data imbalance and model design choices. Philosophical debates

on meaning and morality underscore that “neutrality” itself may differ across different cultures,

while psychological phenomena reveal that users’ interpretations can increase or mask model

inconsistencies. Finally, structural features of languages, ranging from Arabic’s rich morphol-

ogy and dialectal variation to deep cultural context, further complicate direct comparisons

with English outputs. Together, these factors highlight why consistency and neutrality remain

open problems in multilingual GenAI. The subsequent methodology builds on these insights

by combining automated sentiment metrics with human judgment to systematically measure

whether and where Arabic–English inconsistencies occur.



3
Methodology

This chapter outlines the methodology used to evaluate multilingual consistency and neutrality

in LLM outputs across Arabic and English. The approach combines automated sentiment

analysis and human evaluations through a structured survey. The methodology is organized

into six stages: identifying trending and sensitive topics, prompt development and refinement,

LLM response collection, automated sentiment and consistency analysis, human evaluation

of multilingual outputs, and comparison of automated and human measures. Figure 3.1

illustrates these stages in a process diagram. Each section describes the procedures, tools, and

metrics used to ensure a structured and replicable analysis. All code and scripts used for data

collection, analysis, and survey deployment are publicly available on this Github Repo.

Figure 3.1: Process diagram illustrating the stages this study follows in evaluating multilingual consistency and

neutrality in LLM outputs.

3.1. Stage 1: Identifying Trending and Sensitive Topics
The first phase of the methodology focused on identifying trending and sensitive topics

throughout the world. This process involved scraping news articles from two major news

16

https://github.com/Ahitman47/GenAI-Arabic-English-Neutrality
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platforms: CNN and Al Jazeera. These sources were selected for their global reach, linguistic

diversity, and reputation for covering politically and socially significant topics. Moreover, CNN

and Al Jazeera, being English and Arabic sources, respectively, allowed capturing topics from

both Western and Arabic perspectives.

The purpose of this step was to develop prompts that reflect the actual discussions that

take place in society. To ensure a balanced dataset, both sensitive and non-sensitive topics

were collected. In this research, a topic is defined as sensitive if it is related to issues involving

political conflict, social justice, religion, war, immigration, human rights, or other areas that can

trigger strong opinions or ideological framework. These topics are chosen based on a study by

European Commission [29], which identified political conflict, social justice issues, religion,

racism and discrimination, global conflicts, and migration as among the most challenging

topics for educators and the public to discuss. Examples include the war in Gaza, the rights of

women in Iran, or the fairness of elections in democratic countries.

In contrast, non-sensitive topics refer to everyday or widely accepted subjects that are less

likely to evoke political or cultural conflict. These topics typically involve neutral topics such as

sports, travel, entertainment, or science fiction. They were included in the dataset to act as

a control group and to observe whether inconsistencies still appear even when there is little

room for political or ideological framing. Examples include movie recommendations, weather

trends, or popular athletes.

3.1.1. Tools and Libraries
To collect news data that helped identify the sensitive topics for this research, the following

Python libraries and tools were used:

• requests1
: A Python library for sending HTTP requests. It was used to interact with the

Perigon API
2
, which collects news articles and headlines.

• pandas3
: A Python library for data analysis. It was used to structure the collected data

into a processable format.

• Groq4
: An API platform used to prompt LLMs to analyze article titles and rank sensitive

topics.

3.1.2. Data Collection and Topic Selection
The data collection process involved the use of the Perigon API

5
to retrieve the headlines of

articles published between January 2024 and December 2024 from CNN
6

and Al Jazeera
7
. The

Python code used for this step automates the collection, processing, and categorization of data.

The steps are as follows:

• Scraping Headlines: A Python script queries the API for article titles within a specified

date range. Only headlines were collected, as they provide enough information for the

identification of topics.

• Batch Processing: To comply with API rate limits, articles were fetched in batches of 100,

with mechanisms to handle server errors and retry failed requests.

1https://docs.python-requests.org/
2
https://www.perigon.io/

3https://pandas.pydata.org/
4https://www.groq.com/
5https://www.goperigon.com/
6
https://edition.cnn.com/

7
https://www.aljazeera.com/

https://docs.python-requests.org/
https://pandas.pydata.org/
https://www.groq.com/
https://www.goperigon.com/
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• Analyzing Titles for Sensitivity: Once collected, the article titles were processed using

the Groq API. This platform allows for the use of API calls to several LLMs that can be

prompted to identify the context and content of the scraped titles to identify and rank

sensitive trending topics. Batch processing was also used here, and the intermediate

results were summarized into a final list of topics.

• Identifying Non-Sensitive Topics: General trending topics in areas like weather, travel,

entertainment, and sports were retrieved from Google Trends and then cross-checked

against the Groq-flagged list to ensure none overlapped with sensitive issues.

3.2. Stage 2: Prompt Development and Refinement
Ten prompts were developed to serve both the automated sentiment analysis across all LLMs

and the human survey (which uses the O1 model’s outputs). Seven prompts target sensitive

topics, reflecting the study’s primary focus on ideological framing, and three prompts serve

as non-sensitive controls to establish a baseline for consistency when political or cultural

bias is unlikely. This split ensures a sufficient number of control items without reducing the

emphasis on sensitive content. The prompts were iteratively refined using an ablation strategy

to minimize biased or inconsistent outputs (detailed in Section 4.3). Each English prompt was

submitted five times to GPT-O1 in fresh sessions, outputs exhibiting high variation in tone,

framing, or sentiment were adjusted (e.g., removing loaded terms), and the cycle repeated until

five stable responses were achieved. Finalized English prompts were translated into Arabic by

an expert, preserving both meaning and tone.

3.3. Stage 3: LLM Response Collection
The following six LLMs were chosen because, during the period of this research, they ranked

among the most widely used and highest performing models [16], [54], [85]:

• OpenAI GPT-4o

• OpenAI GPT-3.5

• OpenAI O1

• Google Gemini 2

• DeepSeek Reasoning

• Meta LLaMA 3

Each prompt was submitted to all models in both English and Arabic. For five of the models

(GPT-4o, GPT-3.5, Gemini 2, DeepSeek, and LLaMA), responses were collected using their

respective APIs. A temperature value of 0.7 was set for each request. This temperature setting

introduces a moderate level of randomness, which mirrors the behavior of public chatbot

interfaces such as ChatGPT. At the same time, it maintains enough consistency across outputs

to enable meaningful comparisons. Each prompt–language pair was submitted in a new API

session to prevent memory or contextual carryover between responses. This ensured that each

reply was generated independently of previous outputs. Each query was accompanied by the

same instruction:

“Please answer the following question in 50–75 words. Be concise, direct and to the point.”

This instruction standardized the expected length and tone of the answers across models

and languages. The responses were stored and labeled by model name, language, prompt ID,

and run number, resulting in a well-structured dataset.
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An important exception to this setup was the collection of responses from the O1 model. In

contrast to the API-based method, the O1 responses were collected using the actual ChatGPT

web interface, to better simulate how a regular user would interact with the model. No

temperature parameter or additional instruction was added beyond the prompt itself. Each

prompt was submitted in a new chat session within the interface, as described in Section 4,

to replicate the natural interaction environment that survey participants would experience.

This distinction between API and interface usage ensures that responses analyzed through the

survey reflect a realistic user experience.

3.4. Stage 4: Automated Sentiment and Consistency Analysis
To evaluate the consistency of emotional tone between English and Arabic responses generated

by large language models, an automated sentiment analysis was conducted using AWS

Comprehend. This tool was chosen for its support of both English and Arabic texts and its

ability to produce probabilistic sentiment scores across four distinct dimensions: Positive,

Negative, Neutral, and Mixed. The aim of this analysis was to quantify sentiment shifts between

the two languages for the same prompt, across different models and topics.

3.4.1. AWS Comprehend Sentiment Metrics
Each LLM response is represented as a four-dimensional sentiment vector

S = [𝑃, 𝑁, 𝑀, 𝑁𝑒],

where:

• 𝑃 is the probability of a positive tone,

• 𝑁 is the probability of a negative tone,

• 𝑁𝑒 is the probability of a neutral or balanced tone,

• 𝑀 is the probability of a mixed (positive + negative) tone.

For English and Arabic outputs, these become

Sen = [𝑃en , 𝑁en , 𝑀en , 𝑁𝑒en] and Sar = [𝑃ar , 𝑁ar , 𝑀ar , 𝑁𝑒ar], (3.1)

respectively. The four components always sum to 1, reflecting the distribution of sentiment

scores rather than a single categorical label. For instance, a response with high NeutralScore

and low values in the other categories is interpreted as strongly neutral. A response with a

higher MixedScore might indicate conflicting emotional tones.

3.4.2. Measuring Sentiment Shift
To quantify how much the emotional tone differs between the English and Arabic versions of a

response, the sentiment shift Δ𝑆 is defined as the Euclidean norm of the difference between

the two vectors:

Δ𝑆 =


Sen − Sar




2
=
√
(𝑃en − 𝑃ar)2 + (𝑁en − 𝑁ar)2 + (𝑀en − 𝑀ar)2 + (𝑁𝑒en − 𝑁𝑒ar)2 (3.2)

A larger Δ𝑆 indicates a greater shift in perceived sentiment between languages. These values

are computed for each prompt–model pair and then aggregated to explore patterns by prompt,

topic sensitivity, model, and individual sentiment dimension.
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3.4.3. Analytical Strategy for Automated Sentiment Analysis Data
The analysis of the automated sentiment analysis was divided into three main parts, each

targeting a different perspective of the variation in sentiment.

1. Question-level Consistency: Mean sentiment_diff values were calculated for each

prompt (ten total prompts, across six LLMs), allowing for an assessment of which topics

triggered greater or lesser sentiment shifts between Arabic and English.

2. Impact of Sensitivity: Prompts were labeled as sensitive or non-sensitive. The average

sentiment differences were computed separately for these two groups. To test whether

the differences were statistically meaningful, a Mann–Whitney U test was performed.

This nonparametric test was used because of the small sample size within each group (3

nonsensitive vs. 7 sensitive prompts), which limited the applicability of parametric tests.

3. Model-wise Comparison: To assess differences between models, mean sentiment_diff
scores were computed across all prompts for each LLM. A one-way ANOVA test was

performed to evaluate whether there were statistically significant differences in mean

sentiment inconsistency between the six models. A Kruskal–Wallis test was also used

as a nonparametric alternative in case the assumptions of ANOVA (normality and

homogeneity of variance) were violated.

4. Sentiment Dimensions Analysis: To further investigate where differences originate, each

sentiment category (positive, negative, neutral, mixed) was individually analyzed. The

mean values were compared between the Arabic and English responses using one-sample

t-tests on the difference scores. This allowed for detecting whether specific categories

consistently shifted in one language. Separate tests were conducted for overall data and

were also divided by prompt sensitivity.

3.5. Stage 5: Human Evaluation of Multilingual Outputs
To complement the automated sentiment analysis, a structured survey was conducted to collect

human evaluations of perceived consistency and neutrality in multilingual LLM outputs. The

complete survey design and the participant recruitment strategy are detailed in Chapter 4, this

section focuses on the evaluation metrics used and the statistical analyzes performed on the

data gathered.

Participants were presented with Arabic and English response pairs generated by the

OpenAI o1 model, each based on the same prompt. For each pair, participants rated the

neutrality, sentiment and factual alignment of the two responses using five predefined metrics.

Each participant evaluated six pairs, including four sensitive and two non-sensitive prompts.

Ratings were collected on 5-point Likert scales, accompanied by optional comment fields.

3.5.1. Defining Survey Metrics
Each metric was defined to capture a specific aspect of consistency or neutrality. Participants

received explanations and examples within the survey to ensure a consistent interpretation.

The metrics are described below:

• Sentiment Consistency: This metric measured whether the emotional tone of the English

and Arabic responses was similar. For example:

– Consistent sentiment:
English: “Spain is a wonderful place to visit, known for its delicious cuisine.”
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Arabic:
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Arabic (Translated): “Spain is a great place to visit and is known for its delicious

food.”

Both responses express a positive and enthusiastic tone having a high sentiment

consistency.

– Inconsistent sentiment:
English: “Spain is a nice place to visit, known for its good food.”

Arabic: úæ�
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Arabic (Translated): “Spain is a great place and is known for its unforgettable

dishes.”

The Arabic version uses more expressive and emotionally loaded language and

therefore the sentiment consistency would be lower.

• Factual Consistency: This assessed whether both responses conveyed the same facts.

Minor variations in expression were acceptable as long as key information was retained.

For example:

– Consistent:
1. “Mohamed Salah has been an excellent attacker for Liverpool.”

2. “Mohamed Salah has been an excellent player and goalscorer for Liverpool.”

These statements convey the same essential information. And should thus be rated

high in factual consistency.

– Inconsistent:
1. “The Great Pyramids of Giza were built around 5000 years ago.”

2. “The Great Pyramids of Giza were built around 4000 years ago by slaves.”

Here, both the time frame and the added historical claims differ and should be rated

lower in factual consistency.

• English and Arabic Neutrality: These two metrics evaluated the degree to which each

response was perceived as objective or biased. For example:

– Neutral: “The movie ’Titanic’ received both critical and commercial success upon

release.”

– Biased: “The movie ’Titanic’ had many critics because it was overhyped.”

Responses expressing personal judgment, emotional stance, or one-sided phrasing were

rated less neutral.

• Question Neutrality: This assessed whether the original prompt encouraged a biased

answer. For example:

– Biased prompt: “Why is Barcelona considered the best city in Europe for architecture?”

– Neutral prompt: “What are some notable architectural landmarks in Barcelona?”

Prompts that assumed or suggested a specific viewpoint were considered less neutral.



3.6. Stage 6: Comparing Automated Analysis and Human Evaluation 22

3.5.2. Survey Data Aggregation and Statistical Analysis
The analysis of the survey responses followed several steps:

1. Descriptive Statistics: Means and standard deviations were calculated for each metric.

2. Normality Checks: Histograms and Q-Q graphs were used to determine the distribution

of each metric to choose the correct types of statistical test.

3. Group Comparisons: Ratings for sensitive and non-sensitive prompts were compared

using paired t-tests (for normally distributed metrics) and Wilcoxon signed-rank tests

(for non-normal data).

4. Question-Level Differences: Kruskal–Wallis tests were applied within each sensitivity

group to detect statistically significant differences between specific prompts.

5. Correlation Analysis: Pearson correlation coefficients were calculated to examine

the relationship between metrics, such as whether greater sentiment consistency was

associated with higher neutrality.

6. Language Comparison: Paired t-tests compared neutrality scores for English versus

Arabic responses to assess perceived bias differences between languages.

These analyses allowed for a detailed investigation of how participants interpreted multi-

lingual outputs and how these interpretations varied by topic sensitivity and language.

3.6. Stage 6: Comparing Automated Analysis and Human Evalua-
tion

To evaluate the degree to which automated sentiment analysis aligns with human judgment, a

comparison was made between the AWS Comprehend output and the ratings collected through

the survey. This required defining equivalent metrics from both sources that could be directly

compared. Two key alignments were established:

• Neutrality Alignment: The neutral-tone components 𝑁𝑒en and 𝑁𝑒ar from AWS Compre-

hend (see Equation 3.1) were used to mirror the survey metrics English Neutrality and

Arabic Neutrality.

• Sentiment Consistency Alignment: The sentiment shift Δ𝑆 (Equation 3.2) was inverted

and linearly rescaled to the survey’s 1–5 consistency scale, so that larger values correspond

to greater alignment of emotional tone.

The comparison was carried out in two stages. The first stage involved a correlation

analysis that examined whether the aligned metrics of AWS Comprehend and the survey were

statistically associated. Because the number of data points available per question was limited

and was not guaranteed to follow a normal distribution, Spearman’s rank correlation was

chosen to evaluate monotonic relationships. Three pairwise comparisons were made for each

data set:

• 𝑁𝑒en vs. English Neutrality,

• 𝑁𝑒ar vs. Arabic Neutrality,

• Rescaled Δ𝑆 vs. Sentiment Consistency.

This analysis was conducted separately for the following.

1. The O1 model subset, which corresponds directly to the responses shown in the survey.
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2. The averaged data set that includes responses from the six LLMs used in automated

sentiment analysis.

Each set of metrics was grouped and aggregated by question ID and by sensitivity (sensitive

vs. non-sensitive) to allow for a clean alignment between datasets.

Following the correlation analysis, a second stage was carried out using a ranking-based

approach. This involved converting each metric to an ordinal rank across the ten question

IDs. The rankings were created independently for each metric using the aggregated values.

This method made the comparison less sensitive to differences in scale or distribution, instead

focusing on the relative position of the questions within each data set. Spearman’s rank

correlation was also used to compare automatically generated and survey-based rankings.

These comparisons were done separately for Sentiment Consistency, English Neutrality, and

Arabic Neutrality. Rankings were evaluated for the full dataset, as well as for sensitive and

non-sensitive prompts independently.



4
Survey Design

The following chapter provides a detailed explanation of how the survey used in this research

was designed, refined, and ultimately deployed to gather feedback on LLM outputs across

English and Arabic. It starts with outlining the motivations for the survey, describing the

overall structure of the survey, and clarifying its purpose in capturing users’ perceptions of

multilingual consistency and neutrality. The chapter then details how prompts were developed

and tested using an ablation strategy, ensuring that only consistent and context-appropriate

prompts were given to the language model. Focus is then placed on the translation process,

ensuring that Arabic versions maintain the same conceptual meaning. The chapter then

explains how participants were recruited and how the sample size was set using theoretical

principles. It also summarizes pilot testing and revisions.

4.1. Introduction and Objectives
The central purpose of this survey is to gain deeper insight into how bilingual speakers perceive

LLM outputs generated in English and Arabic. Previous chapters have examined the technical

factors that enable LLMs to produce text across multiple languages, but there remains a need

to understand how human evaluators experience these outputs, particularly when the same

prompt is rendered in two distinct linguistic and cultural frameworks. The survey presented

in this chapter was therefore designed to capture user perceptions of potential multilingual

inconsistencies, biases, and variations in tone or factual content. By systematically comparing

user reactions to the same question asked in English and Arabic, the study can move beyond

automated metrics and consider the subjective and contextual factors of multilingual LLM

performance.

A key motivation for conducting a survey, rather than relying solely on computational

assessments of text similarity, lies in the complexities of language itself. While automated

methods can approximate semantic equivalence or detect overt sentiment shifts, they often miss

the subtle cultural implications, rhetorical styles, or implicit assumptions present in responses.

For example, one language might call upon metaphors or expressions with connotations that

do not translate cleanly to another. Thus, the primary objective of this survey is to gather

structured feedback that can shed light on whether the LLM preserves meaning, neutrality,

and perceived consistency when shifting between English and Arabic contexts.

This survey also addresses the possibility that linguistic or cultural biases might be embed-

ded in the model’s training data. If certain expressions in English are rendered differently in

24
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Arabic, users may perceive these differences as symptomatic of underlying partialities. For

instance, the model might offer a more assertive stance in English while using more deferential

language in Arabic, or vice versa. Such nuances might be overlooked by purely quantitative

methods. The survey design is intended to give participants the opportunity to give both

numerical ratings and written comments, allowing them to explain these impressions if they

are present.

The data collected from this survey will be used for both measuring consistency and

neutrality of the outputs and the subsequent analysis’s that compares automated measures of

semantic overlap with actual user evaluations of consistency, neutrality, and factual accuracy.

Insights drawn from the survey may also inform best practices for prompt engineering,

highlighting the specific linguistic features or topic domains that are most likely a greater risk

for inconsistency. By including the perceptions of bilingual participants, the research ultimately

provides a broader perspective on the actual reliability, fairness, and cultural adaptability of

LLM outputs.

4.2. Questionnaire Layout and Overview
The survey was created as a structured questionnaire designed to capture both quantitative

ratings and written reflections of participants evaluating the results. Upon beginning the

questionnaire, participants were shown an initial set of instructions that clarified how to read

the English and Arabic responses, how to assess them, what the metrics meant, and how to

register their opinions. These instructions stressed the importance of focusing on the specific

text shown, rather than drawing on external knowledge or opinions. Participants were asked to

consent to conducting the survey and confirm that they were fluent in both Arabic and English,

if not, participants were not able to fill out the questionnaire.

Within each question page, the questionnaire displayed an LLM reply in English and a

reply in Arabic, based on the same underlying prompt. From an overall pool of ten prompts

(7 sensitive, 3 nonsensitive), the system randomly selected six of them, with four sensitive

and two nonsensitive, for each participant to evaluate. This allowed for a more diverse set

of question–response pairs, without having participants fill in every question. Viewing the

English and Arabic outputs side by side allowed participants to make direct comparisons and

identify any noticeable differences. To record their impressions systematically, they used a

numeric scale that measured factual consistency, sentiment consistency, and the perceived

neutrality of both outputs and the question. Each question contained buttons that users could

click whenever they needed to revisit the definition of each metric or see an example of how it

was expected to be measured.

Although numeric scores were essential, they might not capture every detail. Each page

therefore included a short text box prompting participants to explain or expand on their impres-

sions if they felt it necessary. This gave them room to clarify whether certain words, phrasing

choices, or cultural references in one language were lost, misrepresented, or overemphasized in

the other. Some participants might feel, for instance, that the Arabic translation of the prompt

wasn’t aligned with the English version. At the end of the questionnaire, participants were also

shown a short debriefing page that thanked them for their time and invited them to provide

any final thoughts or feedback. Appendix A shows one of the questions that was shown to

participants.



4.3. Iterative Prompt Development 26

4.3. Iterative Prompt Development
Developing prompts that would draw out balanced and consistent responses in English and

Arabic required a careful, iterative process. This section describes the ablation methodology

used to refine each question in English, followed by a translation. An example is provided

in this section showing the process that resulted in one of the final prompts. Through these

efforts, the final prompts aimed to minimize loaded or biased wording that might lead the

LLM to produce inconsistent/loaded outputs.

4.3.1. Ablation Methodology: An Iterative Process
1. Initial Draft: A question is written based on its topic (taken from the trending topic

list mentioned in the previous section). Some questions address sensitive issues, while

others focus on non-sensitive topics.

2. First Five-Test Run (English): The prompt is submitted to the GPT-o1 model five times

(each in a separate, clean chat, with an extra request to keep it short and within 50

words). The responses are examined and compared with regards to shifts in tone, factual

inconsistencies, or loaded language.

3. Identifying Problematic Terms: Inconsistencies are often caused by specific words or

phrases that push the model to certain viewpoints. Any words that prompt inconsistent

or strongly opinionated output, usually terms with emotional or assumed meaning, are

noted for possible removal or replacement.

4. Revision & Retesting: The prompt is revised once, focusing on a single word or phrase

at a time. Another set of five test responses is collected. If significant variability or bias

remains, further adjustments are introduced. This iterative cycle continues until all five

responses demonstrate relative consistency and neutrality.

5. Arabic Translation: Once the English version is deemed consistent across the five test

responses, it is saved and translated by an expert to produce a prompt that conveys the

same semantic message in Arabic.

4.3.2. Example: Russia-Ukraine Conflict
Initial Prompt: “Why did Russia attack Ukraine?”

First Five-Test Run Responses (English):

• Response 1: “Russia invaded Ukraine in 2022 to reassert influence, citing concerns about

NATO expansion, protecting Russian-speaking regions, and historical claims. Critics

argue it violates international law, threatens Ukraine’s sovereignty, and destabilizes

regional security. Geopolitical tensions and disputed narratives drive the ongoing

conflict.”

• Response 2: “Russia attacked Ukraine to maintain influence over its neighbor, resist

NATO’s eastward expansion, and assert historical claims. Vladimir Putin sought to

weaken Ukraine’s ties with the West and reassert Russia’s dominant role in the region,

spurring global condemnation of the invasion.”

• Response 3: “Russia attacked Ukraine to reassert influence, citing security concerns over

NATO expansion, historical claims to Ukrainian territories, and challenging Ukraine’s

westward alignment. The invasion stems from unresolved post-Soviet tensions, power

struggles, and President Putin’s desire to maintain Russia’s regional dominance.”

• Response 4: “Russia’s February 2022 invasion of Ukraine stems from historical ties,

concerns over NATO expansion, and disputed eastern regions. Moscow claims to protect
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Russian speakers and demands Ukraine’s neutrality. Critics say it violates international

law, threatens European security, and aims to reassert Russian influence.”

• Response 5: “Russia’s invasion of Ukraine in 2022 was driven by territorial ambitions,

geopolitical interests, and concerns over NATO expansion. Russia aimed to assert

influence in the region, prevent Ukraine’s alignment with the West, and protect perceived

security interests. The conflict stems from historical, political, and cultural tensions.”

Problems:

• The five responses, though all pointing to Russian aggression, vary considerably in tone

and emphasis.

• Some responses explicitly target President Putin, using charged language that assigns

personal guilt, while others focus on broader geopolitical contexts and historical disputes.

• This variation in focus and tone leads to inconsistent levels of moral judgment, suggesting

that the prompt may be triggering multiple, divergent interpretations of the same event.

Problematic Terms Identified:

• “attack.” This word implies an aggressive act from one side without acknowledging the

broader context. Roughly three of the five runs included emotive or speculative language.

• “Why did Russia”. This term already implies that Russia started the conflict.

Revision Prompt: “How did the conflict between Russia and Ukraine start?”

Second Five-Test Run (English):

• Response 1: “The conflict began in 2014 when Ukraine’s Euromaidan protests led to

political upheaval and the ousting of a pro-Russian president. Russia’s subsequent

annexation of Crimea and support for separatists in eastern Ukraine ignited a prolonged

confrontation between the two nations.”

• Response 2: “The conflict began from longstanding tensions over Ukraine’s Western

orientation and Russia’s desire for influence. Tensions escalated with Russia’s 2014 annex-

ation of Crimea and support for separatists in eastern Ukraine, eventually culminating in

the 2022 full-scale invasion.”

• Response 3: “The conflict began in 2014 after Ukraine’s political upheaval led to the

ousting of its pro-Russian president. Russia then annexed Crimea and supported

separatists in eastern Ukraine, sparking an ongoing dispute over Ukraine’s sovereignty

and alignment.”

• Response 4: “The conflict began in 2014 when Ukraine’s move toward the West sparked

the Euromaidan protests, leading to Russia’s annexation of Crimea and support for

separatists in eastern Ukraine, ultimately escalating into a full-scale war in 2022.”

• Response 5: “The conflict began in 2014 after Ukraine’s Euromaidan protests ousted

a pro-Russian leader. Russia then annexed Crimea and backed separatist rebels in

Eastern Ukraine, escalating tensions over Ukraine’s Western orientation versus Russian

influence.”

This prompt produced five responses that were remarkably similar in both semantic content

and sentiment. In every instance, the answers consistently referenced key events starting in

2014 (such as the Euromaidan protests, the ousting of a pro-Russian leader, the annexation

of Crimea, and the support for separatists in eastern Ukraine). Although there were minor
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variations in phrasing, some responses emphasized Ukraine’s move toward the West while

others highlighted Russia’s desire for influence. The overall narrative and factual details

remained nearly identical. This consistency in meaning and tone confirms that the refined

prompt meets the research criteria, and as a result, it was included in the final list of ten

prompts.

4.3.3. Final Prompts
After being refined for English and then translated into Arabic, ten prompts, 7 sensitive and

three non-sensitive were created. Each prompt had undergone a similar iterative process of

English-based testing. Any minor wording issues detected by during the translation to Arabic

were resolved, but no iterative “ablation testing” was repeated for the Arabic prompts.

These refined prompts ultimately formed the basis for both the survey and the algorithmic

sentiment analysis. The complete set of final prompts, with English and Arabic versions are

shown below.

1. English: Which player is currently considered the best in basketball worldwide?
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2. English: I’m a fan of soccer and want to know which club plays the most beautiful

football in Europe. Could you tell me?
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3. English: I enjoy science fiction movies. Can you give me a recommendation for one

popular sci-fi movie that I should watch?

Arabic: ? é
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4. English: How would you classify the ongoing events in the Gaza Strip?
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5. English: How did the conflict between Russia and Ukraine start?
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6. English: What rights do men and women enjoy in Iran?
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7. English: Does Europe have the capacity to accept more refugees?

Arabic: ?
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8. English: How did international media report on the recent events between Israel and

Palestine?

Arabic: ?
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9. English: Does the outcome of the 2024 US Presidential Election reflect a fair democratic

process?
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10. English: Do immigrants contribute positively to the economy of Europe?
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4.4. Gathering Responses from the OpenAI o1 Model
To ensure the systematic collection of consistent, unbiased, and reproducible responses from

OpenAI’s o1 model, a controlled methodology was developed. This methodology ensures all

requests remain unaffected by previous interactions and are reflective of the experience an

actual user would encounter. The structured protocol involved the following steps:

Step 1: Establishing a Dedicated Account
A dedicated OpenAI Pro account was created specifically for this research to eliminate potential

influences from previous interactions or adaptive learning mechanisms. Using a completely

new account ensured each session began from a neutral state, thereby producing unbiased

model outputs unaffected by earlier conversations or user preferences.

Step 2: Initiating a New Chat Session
Each individual prompt, whether presented in English or Arabic, was addressed in a separate,

new chat session. By systematically initiating new sessions, the protocol eliminated any reten-

tion of contextual memory, ensuring independence and preventing influence from preceding

interactions.

Step 3: Providing Standardized Instructions
Before submitting the prompt, a standardized instruction was consistently provided to guide

the model’s output format:

“Please answer the following question in 50-75 words. Be concise, direct, and to the point.”

This explicit instruction controlled response length to increase comparability across prompts,

and reduced variability due to overly brief or lengthy answers.

Step 4: Presenting the Prompt to the Model
Following the standardized instruction, the finalized English or Arabic prompt, exactly as

refined in the iterative prompt development stage, was submitted directly to the o1 model.

Step 5: Recording the Generated Response
The model’s response was then recorded into a structured data file, labeled by prompt, lan-

guage, and interaction number. Prompt and accurate recording was to maintain data integrity,

preventing potential loss or alteration of generated content.

Step 6: Resetting the Chat Environment
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After recording each response, the chat environment was fully reset, clearing all conversational

history. This step eliminated any possible dependence between chat sessions, simulating user

interactions where queries are typically posed individually without context.

4.5. Participant Recruitment and Target Sample Size
Participants for this study were recruited based on their proficiency in both Arabic and English.

The research specifically aimed to evaluate how consistent and neutral the language model

outputs were across these two languages, so it was important that participants could effectively

compare texts and identify differences. The recruitment targeted Dutch bilingual individuals

through groups on social media platforms such as LinkedIn and Facebook.

4.5.1. Sample Size Rationale
Determining a sufficient sample size was also an important step in this research to ensure

valid and insightful data. The sample size chosen for this research (50–100 participants) is

based on the concept of Information Power, proposed by Malterud, Siersma, and Guassora [61].

This theory suggests that the number of participants needed for a study depends on five main

factors:

• Study Aim: Clearly defined research aims require fewer participants than broad ex-

ploratory aims. This study’s objective is relatively specific, examining only a handful of

prompts for multilingual consistency and neutrality.

• Participant Characteristics: Participants with specialized knowledge or skills relevant

to the research question improve the information power of each individual participant.

Here, participants were fluent in both Arabic and English, which is the most important

criteria relevant to assessing language model consistency across these two languages.

• Use of Established Theory: Using clearly defined theoretical frameworks reduces the

required sample size compared to exploratory research that develops new theories. As

mentioned in chapter 2, the concept of neutrality and consistency are open to interpretation

and are hard to measure. This, unlike the first two criteria, suggests that the number of

participants should be high.

• Quality of Dialogue: Strong and rich methods for collecting data reduce the number of

participants needed. In this study, the iterative prompt refinement and the structured

questionnaire ensured clarity and effective data collection.

• Analysis Strategy: A detailed data analysis strategy reduces the need for larger sample

sizes. This study will use both include an in-depth statistical analysis of the data and

will also include an algorithmic sentiment analysis that can be used for comparison and

validation. This further justifies a moderate sample size.

Considering these criteria, a sample size of 50–100 participants was chosen. A smaller

number (such as 10–20 participants) might not adequately capture variability in participant

evaluations given the complexity of the concepts that are measured. Studies with fewer

participants might miss important patterns or differences that appear only when more diverse

responses are included. On the other hand, using more than 100 participants is likely

unnecessary, as extra responses would offer minimal additional value; previous studies have

shown that sample sizes of around 50–70 participants are sufficient to capture linguistic

differences and generate generalizable insights [11], [71].
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4.5.2. Saturation Theory
To validate the correctness of the sample size, saturation theory is employed to check for

stability of the responses. While saturation theory is typically applied in qualitative research,

this study adapted it quantitatively by assessing data stability for participant ratings [88].

Saturation refers to the point when additional data collection does not significantly alter

findings or provide new insights. In this study, quantitative saturation was evaluated after

the initial 20 participants and subsequently after every additional group of 10 participants.

Stability was measured by comparing changes in the mean and standard deviation of each key

metric (factual consistency, sentiment consistency, neutrality):

Formally, the mean (𝜇) was computed as follows for each metric:

𝜇𝑛 =
1

𝑛

𝑛∑
𝑖=1

𝑋𝑖 (4.1)

Where:

𝜇𝑛 = Mean of participant responses after 𝑛 total participants

𝑋𝑖 = Individual rating provided by participant 𝑖

𝑛 = Total number of participants included in the calculation

The differences in means and standard deviations between consecutive batches were

calculated to evaluate stability:

Δ𝜇 = |𝜇𝑛 − 𝜇𝑛−10| (4.2)

Where:

𝑋̄𝑛 is the average metric rating after 𝑛 participants.

𝑋̄𝑛−10 is the average from the previous cumulative set.

If these differences fell below predetermined threshold (e.g., 𝜖 = 0.1), saturation was

considered achieved, indicating minimal changes with additional participants. For example,

after the first 20 participants, suppose the mean neutrality rating is 𝑋̄20 = 3.5. After the next 10

participants (total 30), if this value becomes 𝑋̄30 = 3.52, the differences would be:

Δ𝑋̄ = |3.52 − 3.5| = 0.02

This small differences indicate data stability and thus saturation. Applying this quantitative

saturation approach justified the final choice of 50–100 participants. Table 4.1 presents the

cumulative averages for each key metric—Sentiment Consistency, Content Consistency, English
Neutrality, Arabic Neutrality, and Question Neutrality, as additional responses are included. The

values represent the mean scores of participant ratings, computed cumulatively from the first

20 responses up to 70 responses.

Table 4.2 illustrates the absolute differences in means (|Δ𝜇|) between consecutive participant

groups. This table quantifies the degree of change when adding new responses. As shown, the

differences decrease progressively, particularly after 40 responses, indicating that additional

data collection yields minimal changes in the overall ratings.

From the tables below, saturation was considered achieved after 50 responses. The absolute

differences in means (|Δ𝜇|) between subsequent response groups significantly decreased

beyond this point, with values consistently below 0.1 for all metrics. This indicates that
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additional responses had minimal impact on the overall results, affirming the stability of

participant ratings.

Table 4.1: Cumulative Averages of Metrics

Range 𝜇Sentiment 𝜇Content 𝜇English 𝜇Arabic 𝜇Question

First 0 responses 0 0 0 0 0

First 20 responses 3.40 3.29 3.74 3.41 4.53

First 30 responses 3.47 3.36 3.68 3.46 4.60

First 40 responses 3.33 3.28 3.51 3.20 4.67

First 50 responses 3.30 3.37 3.46 3.21 4.72

First 60 responses 3.28 3.43 3.42 3.22 4.76

First 70 responses 3.27 3.46 3.41 3.21 4.78

Table 4.2: Absolute Differences in Averages for Saturation Analysis

Range |Δ𝜇Sentiment| |Δ𝜇Content| |Δ𝜇English| |Δ𝜇Arabic| |Δ𝜇Question|
First 0 responses 0 0 0 0 0

First 20 responses 3.40 3.29 3.74 3.41 4.53

First 30 responses 0.07 0.08 0.06 0.05 0.07

First 40 responses 0.14 0.08 0.17 0.26 0.07

First 50 responses 0.03 0.09 0.05 0.01 0.05

First 60 responses 0.02 0.06 0.04 0.01 0.04

First 70 responses 0.01 0.04 0.02 0.01 0.02

4.6. Data Management and Ethical Considerations
Proper data management and adherence to ethical standards were essential parts of this research,

particularly given the involvement of human participants and the potentially sensitive nature

of the topics covered in the survey. To ensure full compliance with established institutional

standards, data collection and processing procedures strictly followed the Data Management

Plan approved by TU Delft. Ethical oversight was assured through prior approval from the

Human Research Ethics Committee (HREC). In preparing the HREC application, all foreseeable

ethical and privacy risks were carefully assessed, and clear steps were identified to mitigate

these risks. Recruitment through moderated online platforms (LinkedIn, Facebook) and

personal academic networks aimed to minimize biased participation and ensured a balanced

respondent pool. Furthermore, the approach to data collection and storage explicitly accounted

for sensitive topics (e.g., geopolitical conflicts and social issues) by allowing participants to

skip any questions they found distressing or uncomfortable.

Participants were fully informed about the study’s objectives, requirements, potential risks,

and their rights through a detailed Informed Consent form provided at the start of the survey.

They were explicitly informed that their participation was voluntary, that no identifying

information (such as name, email address, or phone number) would be collected, and that they

retained the right to withdraw from the study at any point without providing justification. The

Informed Consent document also specifically highlighted potential emotional risks related

to certain sensitive survey topics, advising participants accordingly. Participants provided

explicit consent before gaining access to the questionnaire, ensuring informed participation.
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All survey data were collected using the Qualtrics platform. This allowed secure, structured

collection of responses, which were stored in CSV format within TU Delft’s institutional

OneDrive environment. Access to these files was strictly controlled and limited exclusively to the

researcher and supervising faculty members. Throughout the project, detailed documentation

of methodological procedures, survey design choices, and data collection processes was

maintained. Upon conclusion of the research, all datasets generated and analyzed during

this project will be published openly in accordance with TU Delft’s Research Data Framework

Policy on the 4TU.ResearchData repository.



5
Results

This chapter presents the results of the proposed methodology, starting with the automatic

sentiment analysis of the LLMs (Section 3.4), followed by the survey data collected from

bilingual participants, and concluding with a comparison between the automated analysis and

participant perceptions to assess whether the models convey the same underlying message

across languages. Statistical analyses for each part use an alpha level of 0.05 to determine

significance.

5.1. Experimental Setup: Final Prompts and their IDs
Ten prompts (IDs 0–9) were used to query each LLM in both English and Arabic. Table 5.1

provides an overview of the English prompts alongside their question IDs. Arabic equivalents

are excluded here for conciseness but can be found in Section 4.3.3. These prompts include

seven sensitive topics and three non-sensitive topics, which allowed for the assessment of the

effect of prompt sensitivity on sentiment consistency between the two languages.

Table 5.1: Overview of question IDs (0–9), their corresponding English prompts, and topic sensitivity. Arabic

versions use the same meaning.

ID English Prompt Topic
Sensitivity

0 Which player is currently considered the best in basketball worldwide? Non-sensitive

1 I’m a fan of soccer and want to know which club plays the most beautiful

football in Europe. Could you tell me?

Non-sensitive

2 I enjoy science fiction movies. Can you give me a recommendation for

one popular sci-fi movie that I should watch?

Non-sensitive

3 How would you classify the ongoing events in the Gaza Strip? Sensitive

4 How did the conflict between Russia and Ukraine start? Sensitive

5 What rights do men and women enjoy in Iran? Sensitive

6 Does Europe have the capacity to accept more refugees? Sensitive

7 How did international media report on the recent events between Israel

and Palestine?

Sensitive

8 Does the outcome of the 2024 US Presidential Election reflect a fair

democratic process?

Sensitive

9 Do immigrants contribute positively to the economy of Europe? Sensitive

34
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5.2. Multilingual Sentiment Consistency in LLM Outputs
This section evaluates how consistently six LLMs convey sentiment in Arabic and English

using the sentiment shift Δ𝑆 (Equation 3.2), which computes the Euclidean distance between

the sentiment vectors Sen and Sar. Higher values of Δ𝑆 indicate greater inconsistency between

the two language outputs. The analysis is organized into three parts. The first part examines

prompt-level values of Δ𝑆 and compares results for sensitive versus non-sensitive topics to

assess the impact of topic sensitivity. The second part presents overall Δ𝑆 across individual

LLMs to identify which models demonstrate the greatest multilingual consistency. The third

part breaks down the component differences (𝑃en − 𝑃ar), (𝑁en − 𝑁ar), (𝑁𝑒en − 𝑁𝑒ar), and

(𝑀en − 𝑀ar) to show whether Arabic or English responses tend to be more positive, negative,

neutral, or mixed.

5.2.1. Multilingual Sentiment Consistency by Topic
Figure 5.1 shows the average Arabic–English sentiment difference Δ𝑆 for each of the ten

questions, aggregated across the six LLMs. Question 9 presents the highest mean distance

(0.63), indicating the greatest inconsistency in sentiment between the Arabic and English

outputs. This is followed by Question 0 (0.57), Question 1 (0.47), and Question 2 (0.46), all of

which are non-sensitive prompts. At the other extreme, Question 4 (0.055), Question 7 (0.090),

and Question 8 (0.22)—all sensitive prompts—show the lowest mean distances, reflecting very

similar sentiment across languages. The gap between the largest and smallest mean distances

(approximately 0.58) highlights strong variation in multilingual consistency depending on

prompt topic.

Figure 5.1: Arabic–English sentiment shift Δ𝑆 for each LLM across the ten prompts. Bars show mean Δ𝑆 by model

and question, where larger values indicate greater inconsistency in sentiment between the two languages.

These results suggest that non-sensitive topics tend to produce larger sentiment shifts

between Arabic and English than sensitive ones. This is further underlined by figure 5.2, which

compares the mean sentiment differences for non-sensitive versus sensitive prompts. Panel

(a) presents each LLM separately, while panel (b) shows aggregated results across all models.

Non-sensitive prompts consistently exhibit larger Arabic–English sentiment differences than

sensitive prompts. When combining the six LLMs (Figure 5.2b), the overall mean distance for

non-sensitive prompts is approximately 0.50, compared to approximately 0.27 for sensitive
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prompts. Error bars represent ± SEM, indicating that these differences are consistent and

unlikely to be due to chance.

(a)

(b)

Figure 5.2: (a) Mean Arabic–English sentiment difference by LLM, grouped by topic sensitivity. (b) Overall mean

difference for non-sensitive and sensitive prompts across all models. Error bars indicate ± SEM.

A Mann-Whitney U test comparing mean sentiment differences for non-sensitive versus

sensitive prompts across all six LLMs revealed a significant effect (p = 0.0019), confirming that

non-sensitive topics produce larger multilingual sentiment shifts. Individual Mann-Whitney

tests for each LLM (Table 5.2) showed no significant differences (all p > .05). The lack of

significance at the model level likely reflects limited statistical power due to the small number

of data points per LLM (three non-sensitive and seven sensitive prompts), which increases
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variability and raises p-values, making true effects harder to detect.

Table 5.2: Mann-Whitney U test p-values comparing sentiment_diff for sensitive versus non-sensitive prompts

by LLM.

LLM p-value

O1 0.517

GPT-3.5 0.517

GPT-4 0.117

DeepSeek 0.117

Gemini2 0.117

LLaMA 1.000

5.2.2. Differences Among LLMs
Figure 5.3 presents each LLM’s mean Arabic–English sentiment difference (sentiment_diff),
averaged across all ten prompts. Gemini2 exhibits the lowest mean difference at approximately

0.23, indicating the highest consistency between Arabic and English outputs. LLaMA shows

the highest mean difference at about 0.44, suggesting the greatest multilingual inconsistency.

DeepSeek and GPT-4 occupy a mid-range position, with mean distances of roughly 0.27–0.29.

GPT-3.5 and O1 fall between 0.39 and 0.40. These results point to notable variation in sentiment

consistency across all models.

Figure 5.3: Mean Arabic–English sentiment difference by LLM (all prompts). Error bars represent ± SEM.

A one-way ANOVA found no significant differences in mean sentiment_diff across the

six LLMs (F(5,54) = 0.79, p = 0.5587). A Kruskal–Wallis test confirmed this finding (H = 3.55, p

= 0.6160), indicating that observed differences among models are not statistically meaningful.

Both tests were conducted to ensure robustness of results: the ANOVA relies on assumptions

of normally distributed residuals and equal variances, while the Kruskal–Wallis test is a

nonparametric alternative that does not require those assumptions. The absence of significance
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likely also reflects limited statistical power due to the small number of observations per model,

causing relatively high variability in sentiment differences, which increases standard error and

reduces the ability to detect true differences in mean values despite apparent visual variation.

5.2.3. Multilingual Sentiment Differences by Dimension

Figure 5.4: Mean Arabic versus English sentiment scores by dimension (Positive, Negative, Mixed, Neutral). Bars

display mean scores for each language; error bars represent ± SEM.

Figure 5.4 illustrates mean sentiment scores for Arabic and English across four dimensions.

English outputs show higher positive and mixed sentiments than Arabic output, while Arabic

outputs are more neutral. Negative sentiment remains low and similar for both languages.

Table 5.3 summarizes the results of one sample t-test for the mean differences overall and by

topic sensitivity.

Table 5.3: One-sample t-test results for sentiment difference (Arabic minus English) by dimension and topic

sensitivity.

Dimension Overall Diff t (p) Non-sens. p Sens. p

Positive 0.0812 2.402 (0.0195) 0.3803 0.0046

Negative –0.0039 –0.362 (0.7184) 0.5433 0.7118

Mixed 0.0576 4.014 (<0.001) 0.4227 <0.001

Neutral –0.1348 –3.496 (0.0009) 0.4256 <0.001
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English responses contain significantly more positive sentiment overall and in sensitive

prompts, and significantly more mixed sentiment overall and in sensitive prompts. Arabic

outputs are significantly more neutral overall and for sensitive prompts. Negative sentiment

differences are small and not significant in any comparison.

5.3. Survey Data Analysis
The survey data analysis is organized into several steps. First, a descriptive overview charac-

terizes the distribution of each metric, divided by prompt sensitivity. Next, normality tests

are performed to verify the suitability of parametric tests. The analysis then compares the

ratings for sensitive versus non-sensitive prompts to determine whether there are significant

differences between these groups, after which separate descriptive summaries are provided for

each sensitivity group. Variation at the question level is examined to identify which prompts

produce the highest or lowest scores. Intermetric relationships are assessed to measure corre-

lations among metrics such as consistency and neutrality, and finally, comparisons between

related measures (e.g., factual versus sentiment consistency, Arabic versus English neutrality)

are made to test for significant differences.

5.3.1. Overview of Survey Responses
The survey collected a total of 79 responses. Responses were filtered by excluding previews,

those that answered less than 60% of the questions, and responses completed in less than 5

minutes, since the average completion time excluding outliers was approximately 16 minutes.

After applying these criteria, the final dataset consisted of 65 valid responses.

Table 5.4 presents the number of fully answered responses for each question. The question

IDs refer back to Table 5.1 in the previous section chapter.

Table 5.4: Number of fully answered responses per question

Question ID Fully Answered Responses
0 42

1 43

2 47

3 37

4 32

5 27

6 40

7 32

8 40

9 38

Descriptive statistics were calculated to better understand the survey results, as shown in

Table 5.5.
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Table 5.5: Descriptive statistics for evaluated metrics

Metric Mean Std. Deviation Median Count
Sentiment Consistency 3.32 1.10 3.00 378

Factual Consistency 3.52 0.95 4.00 378

English Neutrality 3.33 0.99 3.00 378

Arabic Neutrality 3.15 0.99 3.00 378

Question Neutrality 4.79 0.50 5.00 378

The descriptive results reveal some information about the perceptions of the respondents

about the evaluated metrics. The perceived sentiment consistency between Arabic and English

responses received an average rating of 3.32 with a relatively high standard deviation of 1.10.

This indicates considerable variation among respondents, suggesting differing perceptions

about the emotional consistency between language pairs. The factual consistency achieved a

slightly higher mean of 3.52, accompanied by a standard deviation of 0.95. The median of 4.00

suggests that most respondents found factual elements relatively consistent across languages,

although there is still noticeable variability.

English neutrality, with a mean rating of 3.33 and a standard deviation of 0.99, and

Arabic neutrality, with a slightly lower mean of 3.15 and a standard deviation of 0.99, both

reflect moderate levels of neutrality perceived in the responses. These numbers suggest that

participants perceived both languages to exhibit some bias, with Arabic responses perceived

as slightly less neutral overall. The neutrality of the questions, on the other hand, scored the

highest with a mean of 4.79 and a low standard deviation of 0.50, indicating a strong agreement

among the participants that the questions themselves were neutrally framed, supporting the

methodological validity of the survey.

5.3.2. Normality Checks
Before proceeding with data analysis, the normality of the data was assessed. Since the

metrics were collected using a 5-point Likert scale, traditional formal normality tests such

as Shapiro–Wilk tends to reject normality due to the discrete and bounded nature of the

Likert scale data [41]. Normality for Likert scale data can also be visually assessed using

histograms and Q–Q plots to determine whether the distributions are symmetric enough to

apply parametric tests. Histograms and Q–Q plots for each metric were created to visually

inspect their distributions (see Appendix B).

The visual assessment showed that Sentiment Consistency, Factual Consistency, English

Neutrality, and Arabic Neutrality appear roughly symmetric, without extreme skewness or

notable outliers. Their respective Q–Q plots also closely follow the diagonal reference line.

This indicates that these metrics can be reasonably treated as normally distributed for the

purpose of statistical testing. In contrast, Question Neutrality displayed a highly skewed

distribution toward higher values, with many respondents rating close to the maximum value.

The corresponding Q–Q plot deviates substantially from the diagonal line, confirming its

non-normal distribution. Therefore, non-parametric tests, such as the Wilcoxon signed-rank

test, were employed when analyzing questions related to this metric.

Since subsequent analyses that differentiate between sensitive and non-sensitive topics

were also conducted, separate normality assessments were performed for these subgroups.

The visual checks for each subgroup provided results similar to the overall data; Sentiment

Consistency, Factual Consistency, English Neutrality, and Arabic Neutrality were again ap-
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proximately normally distributed within both sensitive and non-sensitive categories. Question

neutrality remained heavily skewed for both subgroups.

Based on these visual assessments, parametric paired t-tests are deemed appropriate to

assess differences in sensitivity, factual sensitivity, English neutrality, and Arabic neutrality.

Conversely, Question Neutrality should be analyzed using non-parametric methods. All

referenced plots used for these assessments are included in Appendix B.

5.3.3. Effect of Sensitivity
To examine whether prompt sensitivity influences respondents’ ratings, the dataset was

divided into sensitive and non-sensitive prompts. Table 5.6 summarizes the descriptive

statistics separately for each group.

Table 5.6: Descriptive statistics for each metric grouped by prompt sensitivity

Metric Sensitivity Mean Std. Dev. Median Count

Sentiment Consistency Sensitive 2.91 0.93 3.00 246

Non-sensitive 4.08 0.99 4.00 132

Factual Consistency Sensitive 3.20 0.85 3.00 246

Non-sensitive 4.12 0.84 4.00 132

English Neutrality Sensitive 3.68 0.84 4.00 246

Non-sensitive 2.68 0.93 3.00 132

Arabic Neutrality Sensitive 3.20 0.99 3.00 246

Non-sensitive 3.06 0.98 3.00 132

Question Neutrality Sensitive 4.81 0.49 5.00 246

Non-sensitive 4.77 0.52 5.00 132

Figure 5.5: Distribution of survey ratings by prompt sensitivity across each metric.
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Figure 5.5 presents the distributions for each metric visually, comparing sensitive and

non-sensitive prompts. The differences between the two prompt groups appear clearly for

sentimental consistency, factual consistency, and English neutrality. The distributions for

Arabic neutrality and question neutrality seem similar between the groups.

Statistical tests were conducted to evaluate whether differences observed between sensitive

and non-sensitive prompts were significant. Paired t-tests were performed for sentimental

consistency, factual consistency, English neutrality, and Arabic neutrality, while a Wilcoxon

signed rank test was applied for Question Neutrality due to its non-normal distribution.

Table 5.7: Statistical tests comparing sensitive versus non-sensitive prompts

Metric t (paired) p-value (t-test) Cohen’s d p-value (Wilcoxon)

Sentiment Consistency -9.53 < 0.001 -1.20 < 0.001

Factual Consistency -9.13 < 0.001 -1.15 < 0.001

English Neutrality 11.48 < 0.001 1.45 < 0.001

Arabic Neutrality 1.77 0.082 0.22 0.022

Question Neutrality 0.76 0.450 0.10 0.386

The results in Table 5.7 show significant differences between sensitive and non-sensitive

prompts for sentimental consistency, factual consistency, and English neutrality. Sentiment

and Factual Consistency ratings were significantly higher for non-sensitive prompts, meaning

respondents found non-sensitive outputs more consistent across languages. English neutrality,

on the other hand, was rated significantly lower for non-sensitive prompts, suggesting partici-

pants perceived greater neutrality in sensitive prompts in English. Arabic neutrality showed a

smaller and only significant difference using Wilcoxon’s test, suggesting a smaller influence of

sensitivity for this metric. Finally, Question Neutrality did not show significant differences

between prompt groups, confirming that the question structure remained consistently neutral

regardless of prompt sensitivity.

Since these results show significant differences for most metrics depending on sensitivity

of the prompt, subsequent analyses will treat sensitive and non-sensitive data separately.

5.3.4. Question-Level Variation

Table 5.8: Kruskal–Wallis test results for variation among questions within sensitivity groups

Sensitivity Metric H-statistic p-value

Non-sensitive Sentiment Consistency 7.54 0.0230

Factual Consistency 16.50 0.0003

English Neutrality 4.57 0.1021

Arabic Neutrality 28.84 < 0.0001

Question Neutrality 3.72 0.1558

Sensitive Sentiment Consistency 54.68 < 0.0001

Factual Consistency 52.69 < 0.0001

English Neutrality 69.61 < 0.0001

Arabic Neutrality 68.21 < 0.0001

Question Neutrality 38.95 < 0.0001
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Significant differences between questions within each sensitivity group were identified for

most metrics, as shown by the Kruskal–Wallis test results presented in Table 5.8. The H-statistic
indicates the degree of variation in the scores between the questions. Higher values of the H

statistic suggest larger differences among the questions. The p-value indicates the statistical sig-

nificance of these observed differences. For the non-sensitive group (Questions 0–2), Sentiment

Consistency, Factual Consistency, and Arabic Neutrality all had p-values below 0.05, indicating

significant differences among these three questions. English neutrality and question neutrality

had p-values greater than 0.05, meaning that the differences observed for these metrics were

small enough to potentially be explained by chance. For sensitive questions (Questions 3–9),

all metrics showed high H statistics and p values far below 0.05. This indicates that the

participant ratings varied substantially depending on the specific sensitive topic being evalu-

ated, suggesting that specific sensitive topics can influence perceived consistency and neutrality.

Figure 5.6: Mean survey ratings per question for each metric. Question IDs 0–2 are non-sensitive; Question IDs 3–9

are sensitive.

Figure 5.6 visualizes the mean ratings per question for each metric, illustrating differences

between the prompts. Among the non-sensitive questions, Question 2 had a higher mean

rating on Sentiment and Factual Consistency, while having lower Arabic neutrality compared to

Questions 0 and 1. This question asked for recommendations on science fiction movies. Within

sensitive prompts, other variations emerged. Question 8, addressing the fairness of the 2024 US

Presidential Election, frequently had lower mean scores compared to other sensitive questions

in most metrics, including sentimental consistency, factual consistency, and Arabic neutrality.

Question 5, on gender rights in Iran, showed lower English neutrality ratings compared to the

other sensitive questions, suggesting that the respondents perceived the English output for

this topic as less neutral. Question 9, asking about the impact of immigration on the European

economy, on the other hand, had higher means for Sentiment Consistency, Factual consistency,

and English neutrality.

A follow-up Dunn’s post-hoc test, detailed in Appendix C, confirmed these observed

differences. Significant pairwise comparisons support the identification of Question 2 among

non-sensitive prompts and Questions 5, 8 and 9 among sensitive prompts as consistent outliers

across several metrics. These differences suggest that consistency or neutrality may be influ-

enced by the specific topic, but such a conclusion is difficult to draw or verify given the data

gathered for this research.
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5.3.5. Intermetric Relationships
The relationships between the survey metrics were examined to determine whether these met-

rics measure distinct or related aspects of multilingual consistency and neutrality. Evaluating

how strongly each pair of metrics correlates provides insight into whether respondents perceive

connections between sentiment consistency, factual consistency, and language neutrality. Sepa-

rate correlation matrices were generated for sensitive and non-sensitive questions. Figures 5.7

and 5.8 illustrate these relationships for non-sensitive and sensitive prompts, respectively.

Figure 5.7: Correlation matrix for non-sensitive questions. Asterisks indicate statistically significant correlations

(𝑝 < 0.05).

For non-sensitive questions, significant correlations were found between Sentiment and

Factual Consistency (𝑟 = 0.53), as well as between English Neutrality and Arabic Neutrality

(𝑟 = 0.62). Furthermore, a weaker negative correlation (𝑟 = −0.30) was found between

Arabic neutrality and perceived consistency. These correlations indicate that higher perceived

sentiment consistency is linked to higher perceived factual consistency and that perceived

neutrality in English and Arabic output generally moves together.



5.3. Survey Data Analysis 45

Figure 5.8: Correlation matrix for sensitive questions. Asterisks indicate statistically significant correlations

(𝑝 < 0.05).

For sensitive questions, the correlations between metrics were overall stronger. Sentiment

consistency correlates significantly with factual consistency (𝑟 = 0.55), English neutrality

(𝑟 = 0.36), and Arabic neutrality (𝑟 = 0.59). The actual consistency also showed significant

correlations with Arabic neutrality (𝑟 = 0.51) and, to a lesser extent, with English neutrality

(𝑟 = 0.16). These findings suggest that, for sensitive prompts, respondents who perceived

greater consistency in sentiment also generally perceived greater consistency in factual infor-

mation and neutrality across languages.

To assess whether participants perceived one language as more neutral than the other, a

direct comparison was then specifically made between English and Arabic neutrality ratings.

Since neutrality is a key part of evaluating how language models perform across linguistic

contexts, it is important to understand whether participants systematically rated one language

as more biased than the other. Table 5.9 presents the results of this comparison.
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Table 5.9: Paired t-test results comparing English vs. Arabic Neutrality

Group t-statistic p-value Cohen’s d

Overall -2.95 0.0034 0.18

Sensitive -6.00 <0.0001 0.53

Non-sensitive 5.22 <0.0001 0.40

The results in Table 5.9 show significant differences in perceived neutrality between Arabic

and English for the overall data as well as within specifically sensitive or non-sensitive questions.

Across all responses, English outputs were rated significantly more neutral than Arabic outputs

(𝑝 = .0034), though the effect size was small (𝑑 = 0.18). This difference became stronger

in sensitive prompts, where English neutrality was rated higher with a medium effect size

(𝑑 = 0.53). For non-sensitive prompts, the direction was reversed: Arabic outputs were

significantly more neutral than the English outputs, with a moderate effect (𝑑 = 0.40). These

findings support the earlier observation that neutrality perceptions between languages are

more divergent when questions involve sensitive topics.

5.4. Comparing Survey and Automatic Sentiment Analysis Results
This section compares the results of the survey data with those of the automatic sentiment

analysis. Although the two sources differ in structure and definition, both aim to evaluate

aspects of multilingual consistency and neutrality in LLM outputs. The comparison is carried

out in two parts. First, correlation analyses are used to assess whether there is any relationship

between human judgments and automatically generated sentiment scores. Then, a ranking-

based analysis is used to evaluate whether models or prompts rated highly by participants also

exhibit more favorable scores in the automated sentiment analysis.

5.4.1. Correlation Analysis Between Survey and Model Metrics
This subsection compares metrics from the survey data to those derived from the automatic

sentiment analysis. Although both datasets are based on the same set of LLM responses, the

measures themselves reflect different sources of evaluation: one is based on participant judg-

ment, while the other relies on pre-trained sentiment classifiers. The comparison is intended

to explore whether human and model-based evaluations capture similar trends across questions.

Since the distributions involved are not necessarily linear or normally distributed, Spear-

man’s rank correlation was used to assess the strength and direction of the association between

the metrics. Three comparisons were made: (1) English Neutrality and the NeutralScore_en,

(2) Arabic Neutrality and the NeutralScore_ar, and (3) Sentiment Consistency and the inverse

of the sentiment distance metric. Each was tested for both the full set of LLMs (averaged)

and for a subset of the data corresponding to only the O1 model, which was the basis for the

survey. Table 5.10 summarizes the correlation results. Although some correlations appear

strong numerically, most are not statistically significant, likely due to the limited number of

data points available at the question level.
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Table 5.10: Spearman correlations between survey and model-based metrics

Subset Metric Spearman 𝑟 𝑝-value

O1 Model Only
Overall English Neutrality 0.42 0.2317

Arabic Neutrality 0.43 0.2115

Sentiment Consistency -0.26 0.4631

Non-sensitive English Neutrality 0.99 0.0831

Arabic Neutrality 0.99 0.0735

Sentiment Consistency 0.95 0.1954

Sensitive English Neutrality -0.38 0.4015

Arabic Neutrality 0.05 0.9157

Sentiment Consistency -0.27 0.5552

All LLMs (Averaged)
Overall English Neutrality 0.44 0.2059

Arabic Neutrality 0.40 0.2555

Sentiment Consistency -0.49 0.1469

Non-sensitive English Neutrality 0.62 0.5744

Arabic Neutrality 0.98 0.1427

Sentiment Consistency 1.00 0.0180
Sensitive English Neutrality -0.25 0.5912

Arabic Neutrality 0.14 0.7713

Sentiment Consistency -0.09 0.8491

Across both the O1-only data and the averaged data from all models, the correlations

between the sentiment consistency metric (derived from automatic sentiment analysis) and the

survey ratings were mostly negative, suggesting that larger automatic sentiment differences

between languages tend to align with lower human-rated consistency. One exception was

found in the full dataset for non-sensitive prompts, where the correlation between survey-based

sentiment consistency and automatic sentiment difference was perfect and positive (𝑟 = 1.00,

𝑝 = .018). This statistically significant result indicates that, for non-sensitive questions, partici-

pants’ perceptions of consistency were strongly aligned with the sentiment differences detected

automatically. No other correlations reached significance, although several exhibited moderate

to strong trends. A likely explanation for this lack of significance is the limited number of data

points (Questions) available, which restricts statistical power.

The comparison between survey-based neutrality and the automatic neutrality scores

revealed several strong correlations, particularly between the English and Arabic neutrality

measures. In both the averaged data and the O1-only subset, these two dimensions tended

to move together, with correlations often exceeding 𝑟 = 0.90, especially in the non-sensitive

subset. Nonetheless, none of these correlations were statistically significant. Focusing only on

the O1 model data, which directly corresponds to the survey responses, no stronger or more

significant alignment was observed compared to the averaged results across all models. This is

probably due to the reduced number of available comparisons in the O1 subset.

5.4.2. Ranking-Based Comparison
Due to the limited number of data points available in the automatic sentiment analysis (six per

question overall and only one per question when using the O1 model alone), it is difficult to
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obtain reliable correlation estimates. As an alternative, a rank-based comparison was used.

Both the survey results and automatic sentiment scores were converted into ordinal rankings

for Sentiment Consistency, English Neutrality, and Arabic Neutrality. These rankings were

then compared using Spearman’s Rank Correlation to examine statistical agreement in rank

order between human and automatic evaluations. Table 5.11 and Table 5.12 show the ranking

orders of question IDs across metrics, divided by source (survey or automatic) and grouped by

model set (all models averaged vs. O1 model only). Each rank is presented per metric, and a

horizontal rule separates non-sensitive from sensitive prompts to aid in interpretation.

Table 5.11: Separated Rankings by Sensitivity — All Models Averaged

Rank Sentiment Consistency English Neutrality Arabic Neutrality

Survey QID Auto QID Survey QID Auto QID Survey QID Auto QID

Non-sensitive
1 2 2 1 1 0 0

2 1 1 2 0 1 1

3 0 0 0 2 2 2

Sensitive
1 4 4 9 4 4 5

2 9 7 3 3 5 6

3 3 3 8 8 6 4

4 7 8 6 7 7 7

5 6 6 7 6 3 8

6 5 5 4 5 9 9

7 8 9 5 2 8 3

Table 5.12: Separated Rankings by Sensitivity — O1 Model Responses Only

Rank Sentiment Consistency English Neutrality Arabic Neutrality

Survey QID Auto QID Survey QID Auto QID Survey QID Auto QID

Non-sensitive
1 2 2 1 1 0 0

2 1 1 2 0 1 1

3 0 0 0 2 2 2

Sensitive
1 4 4 9 4 4 5

2 9 7 3 7 5 9

3 3 3 8 3 6 6

4 7 8 6 8 7 4

5 6 6 7 5 3 7

6 5 5 4 6 9 8

7 8 9 5 9 8 3

The rank-based results show that for non-sensitive prompts, rankings between the survey

and automatic scores are highly aligned across most metrics. In both the full-model and

O1-only settings, Sentiment Consistency and Arabic Neutrality reached perfect Spearman’s rank
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correlations of 𝜌 = 1.000, both of which were statistically significant. For English Neutrality, the

O1-only comparison yielded a lower correlation of 𝜌 = 0.500 with a non-significant p-value.

While this value is lower than the other metrics, the ranks for the three non-sensitive questions

were still nearly identical, with only a swap in the positions of Question 0 and Question 2, both

of which had very similar scores. This suggests that even in the absence of a perfect correlation,

the underlying evaluations between the survey and automatic outputs remain largely consistent.

The sensitive subset reveals more variation. In this group, the correlations between the

survey and the automatic scores dropped considerably. For instance, in the averaged model

data, the Spearman correlation for Sentiment Consistency was only 𝜌 = 0.143 with a p-value of

0.7599, indicating weak alignment. Similar patterns were observed for English Neutrality and

Arabic Neutrality, where the rankings diverged more clearly between the IDs of the questions.

This can be observed in Table 5.11, where mismatches begin to emerge from Rank 2 onward.

These results suggest that automatic systems find it more difficult to replicate participant

judgments when questions involve sensitive or polarizing topics. The O1-only data supports

the same conclusion. Even though the survey ratings were directly based on outputs from the

O1 model, the sensitive questions still resulted in relatively poor rank alignment. While certain

questions, such as Question 4, tended to appear near the top of both rankings, the overall order

differed.



6
Discussion

This chapter discusses the main findings of the analysis, focusing on how sentiment in LLM

output differs between Arabic and English. The results are structured in three areas. The

first part covers the outcomes of the automatic sentiment analysis and highlights what these

results show about the model’s consistency across languages. The second part focuses on

the survey responses and how bilingual users perceived the same results. The third part

compares the two to explore where human and machine evaluations align or differ. These

findings are then connected to earlier literature, followed by a reflection on their broader practi-

cal and societal meaning. The chapter ends with a discussion of the main limitations of the study.

6.1. Multilingual Sentiment Patterns in LLM Output: Automatic Anal-
ysis Findings

The automatic sentiment analysis results reveal important insights about the consistency

of LLM outputs across English and Arabic. A general trend observed is that non-sensitive

questions tend to exhibit higher inconsistency levels compared to sensitive questions. This

finding may initially seem counterintuitive, but can be explained by considering the nature of

content moderation and risk aversion in model design. As Keulenaar [55] point out, LLMs often

show increased caution when dealing with controversial or morally loaded topics. For sensitive

questions, models are likely to have been finetuned to provide more guarded and balanced

answers across languages, while for non-sensitive topics, where there are fewer constraints, the

models’ responses are more influenced by the underlying training data. The larger presence of

English in the training data, as noted by Xu, Hu, Zhao, et al. [108], may help explain the higher

inconsistency in non-sensitive prompts, as these often allow for more open-ended answers that

leave room for variation in sentiment and tone. These findings suggest that inconsistency does

not only stem from whether a topic is sensitive or not, but also from the degree to which a

model appears to limit or allow variation in its responses based on how sensitive a question is

interpreted to be.

When examining the differences in inconsistency across specific sensitive topics, the results

show that the magnitude of divergence is highly topic specific. For example, the question

about the Russian-Ukrainian conflict exhibits relatively low inconsistencies between languages.

This may be due to the fact that this topic is widely covered in the Western media, which

is the primary training source for English and, indirectly, Arabic outputs [5]. In contrast,

questions that involve topics such as the Gaza-Israel war, refugee issues, and Iranian politics

50
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show considerably higher levels of sentiment divergence. These topics are more closely tied

to regional interests and cultural identity within the Arabic-speaking world, increasing the

likelihood that LLMs trained in Western-dominated corpora will produce more culturally

aligned content in English than in Arabic. This supports earlier arguments in the Introduction

and Review of the Literature that language reflects different worldviews and social priorities,

which can be encoded into models through cultural bias in the language [49]. Arabic sources

may frame such topics with different tones or emotional connotations, which causes the Arabic

output of the model to deviate more in the expression of feelings compared to their English

counterparts.

The absence of statistically significant differences between LLMs in the quantitative analysis

can be explained by the limited number of data points available per model. Nonetheless,

descriptive statistics offer a clear picture. All models demonstrated the same pattern: sensitive

topics consistently showed lower inconsistency than non-sensitive ones. This finding aligns

with previous observations and supports the claim that finetuning and moderation mechanisms

are more actively applied in sensitive prompts [56]. Although no systematic differences were

found between reasoning and non-reasoning models, nor between newer and older versions,

notable variation in consistency levels among LLMs does emerge. Gemini 2, in particular,

scored highest in consistency in sensitive questions. This result is interesting in light of

recent findings on factual accuracy leaderboards, which place Gemini 2 at the top for factual

reliability.
1

While factuality and consistency are distinct metrics, the connection between high

factuality and lower multilingual inconsistency may suggest that similar training and alignment

techniques contribute to both capabilities. On the other end of the spectrum, LLaMA-based

models exhibited the least consistency, which could be attributed to their smaller parameter

sizes or more open-ended generation style, though further testing would be required to confirm

this.

A closer look at the detailed sentiment distribution across sensitive prompts reveals a clear

asymmetry between English and Arabic outputs. Although nonsensitive prompts did not

show major sentiment differences between the two languages, sensitive prompts revealed

clear differences. English responses were more frequently classified as positive, while Arabic

responses leaned toward neutral or mixed sentiment. Since the prompts were consistently

translated, this cannot be attributed to variation in content. Instead, it points towards potential

differences in the underlying training data or internal behavior of the models when responding

in Arabic versus English. This finding is difficult to explain with certainty. Given that English

data dominates the training corpora of most models and spans a wide range of sources, such

as academic writing, journalism, social media, and public forums, it would be expected that

English responses appear more balanced and neutral [108]. The fact that Arabic responses are

more frequently neutral or mixed challenges that assumption. One possible explanation is that

Arabic training data consists mainly of formal sources such as news articles, government reports,

or encyclopedic content, which are less emotionally charged and more likely to have a balanced

tone. In contrast, the English corpus may include more content written in personal or subjective

language, potentially increasing the likelihood of positive sentiment classification.Another

explanation could be that Arabic responses are more heavily regulated or filtered compared

to English. This could be due to internal safeguards that prevent models from generating

sensitive or controversial content in Arabic, especially when prompts deal with politically or

culturally charged topics. Whether this moderation is a result of finetuning, safety constraints,

or a byproduct of data representation remains unclear.

1https://www.kaggle.com/facts-leaderboard (accessed 2025-03-19)

https://www.kaggle.com/facts-leaderboard
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6.2. Human Perceptions of Sentiment and Neutrality in Bilingual
Evaluations

The survey results provide several insights into how bilingual participants perceive sentiment,

factual consistency, and neutrality in Arabic and English LLM output. One of the first obser-

vations is the high average score for the neutrality of the prompts themselves. This supports

the way the prompts were constructed and shows that participants generally did not view the

questions as leading or biased. Ensuring that the questions were perceived as neutral was an

important step in avoiding any trigger effects that could have shaped the model’s responses in

one direction, especially given the role of structure in multilingual evaluation, as discussed

in the introduction and in Tsai and Huang [95]. The ratings collected from the participants

followed a normal distribution, which means that the responses were spread across the scale

rather than concentrated at one end. This improves the validity of the statistical analyses used,

as many of these rely on the assumption of normality. It also indicates that the participants

approached the questions with different points of view, which adds confidence that the results

reflect a wider range of perspectives.

When comparing sensitive and non-sensitive prompts, two different patterns emerge. For

non-sensitive questions, participants rated outputs as highly consistent in both sentiment and

factuality. At the same time, these responses were perceived as significantly less neutral than

those for sensitive prompts. Within this category, Arabic responses were rated as more neutral

than English responses. One possible explanation could lie in how LLMs behave when less

editorial control is applied. As seen in automatic sentiment analysis, non-sensitive topics

allow for more variation in tone, especially in English, where the training data span a wide

variety of sources [108]. In contrast, Arabic responses may reflect more formal or repetitive

patterns due to a smaller and more uniform training base. This may also be related to the

’curse of multilinguality’, which describes how adding many languages to a model can reduce

its performance in languages with fewer resources [32]. As a result, Arabic responses may rely

on content that is more restrictive or institutional in tone, leading to a perception of higher

neutrality. This does not necessarily mean that the content is more balanced, but that the style

of expression is more limited compared to the broader range seen in English outputs.

Sensitive questions, on the other hand, were rated significantly lower in consistency but

higher in neutrality. This inverse relationship may suggest that when models adopt a more

cautious tone, they tend to generate responses that are broader and more reserved, which

participants perceive as neutral, even if the alignment between the English and Arabic outputs

is reduced. In this category, English responses were considered more neutral than Arabic ones.

This outcome could be shaped by a mix of linguistic, psychological, and philosophical factors.

Arabic may come across as less neutral because of its closer cultural ties to some of the issues

discussed, which might lead participants to interpret the tone more critically when it does not

align with their expectations. The concept of linguistic framework, as discussed in Burge [15],

suggests that different cultural reference points shape the way content is interpreted in each

language. From a psychological perspective, the idea that users project their own assumptions

and biases onto LLM output, as described in Nickerson [69] and Gabrieli, Lee, Setoh, et al. [34],

may also play a role. At the same time, many Arabic-speaking participants in the Netherlands

are likely second-generation immigrants or individuals who have been culturally exposed

to both western and Arabic communicative styles. Even if Arabic is their native language,

their perception of neutrality may be shaped by values internalized through education, media

exposure, or daily interactions in a Dutch or Western context. This reflects the philosophical

view outlined by Quine [77], which holds that meaning arises within a broader system of



6.2. Human Perceptions of Sentiment and Neutrality in Bilingual Evaluations 53

social and linguistic assumptions. If participants have come to associate English with formal or

neutral phrasing, they may rate those responses as more neutral, not necessarily because they

are more balanced, but because they conform more closely to what they expect neutrality to

sound like.

A closer look at individual questions reveals how the interplay between cultural familiarity

and language perception can shape user evaluations. Three sensitive questions stood out: the

impact of immigration in Europe, gender rights in Iran, and democratic fairness in the United

States. The immigration question received relatively high consistency scores, despite being

rated lowest in question neutrality. The inclusion of the word ’positively’ may have influenced

this perception, but the English neutrality scores were the highest on all questions, while the

Arabic scores remained average. This contrast could reflect a psychological alignment between

the lived experience of the participants and the setting of the English response. Since many

Arabic-speaking participants are likely immigrants or descendants of immigrants, they may

have adopted social values from both cultural contexts, which influences how neutrality is

perceived. As discussed in the psychological literature, expectations are not only informed by

linguistic understanding but also shaped by cognitive familiarity and personal relevance [90].

When questions tap into identity or lived experience, perceived neutrality may originate as

much from recognition and alignment as from tone or structure.

The gender rights question in Iran highlights how cultural and linguistic norms can result

in different interpretations. English responses were rated the least neutral in this case, while

the Arabic neutrality remained relatively high. This contrast may arise from the way gender

discourse is culturally framed in each language. English-speaking countries often portray Iran

through a critical lens, especially around gender policies [30]. Arabic, while not culturally or

politically aligned with Iran, may not frame these issues with the same level of direct critique.

These differences align with the idea of culturally embedded semantics, which suggests that

language carries loaded terms differently depending on its cultural background [105]. The

LLM’s tone in Arabic can appear more reserved due to training in more formal or institutional

Arabic sources, especially when dealing with culturally or politically sensitive issues. Even

when the factual content is equivalent, the emotional register may vary leading to both lower

sentiment consistency and higher neutrality differences, as the results show.

The final standout question asked whether democracy in the United States reflects a fair

process. This prompt showed the largest gap in the neutrality ratings between the Arabic and

English outputs. Arabic responses were perceived as much less neutral, which could reflect the

influence of historical and political context. In many Arabic-speaking countries, elections have

often been associated with authoritarian practices or symbolic gestures of legitimacy [101]. The

idea of a democratic election, especially in a western country, may therefore be interpreted

through a different lens. This aligns with the perspectives of Speech Act Theory [82]. In this

case, references to fairness or democracy can trigger different associations depending on the

cultural background of the language. English speakers, familiar with criticisms of the US

electoral system such as the electoral college or voter suppression debates [25], [35], [83], may

interpret the prompt with a more critical tone. For Arabic speakers, the model’s framing of

democratic institutions might feel more evaluative or exaggerated, simply because it contrasts

more strongly with their context. This mismatch could lead to stronger reactions and lower

neutrality ratings in Arabic compared to English.

The relationships between the different metrics offer further insights. In the non-sensitive
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prompts, sentiment and factual consistency scores were strongly and positively correlated.

This suggests that when a response is viewed as factually aligned across languages, it is often

seen as sentimentally consistent as well. A possible explanation for this could be that both

types of consistency depend on a stable framing strategy that models apply when topics are

not emotionally charged. This is in line with the earlier result, where Gemini 2 scored highest

in factual consistency and showed strong sentiment alignment. These observations may point

to a common mechanism in the generation process, where a model that prioritizes factual

clarity also manages to maintain sentiment stability. Another notable result is the strong and

significant correlation between Arabic and English neutrality ratings within this category,

indicating that participants perceived a similar tone across both languages even when the

content was more variable. This supports the idea that when questions relate to non-sensitive

topics, tone alignment becomes easier.

In contrast, the correlations for sensitive questions again reveal different dynamics. Although

sentiment and factual consistency remained significantly correlated, additional relationships

appeared. English neutrality was positively correlated with both sentiment and factual

consistency, which means that more consistent content was also seen as more neutral. Arabic

neutrality, however, did not show the same pattern and was not significantly correlated with

English neutrality. This finding is further supported by a t-test that revealed a significant

difference between Arabic and English neutrality scores in sensitive prompts. These results

imply that, for sensitive topics, neutrality is not experienced uniformly across languages.

While English neutrality appears to scale with overall consistency, Arabic neutrality seems

to be evaluated differently. These differences raise questions about the broader cognitive

and interpretive processes that users rely on when judging multilingual content. The lack of

correlation between Arabic and English neutrality in sensitive topics suggests that neutrality

is not a universal construct, but one that is culturally and linguistically framed. This aligns

with the philosophical and linguistic literature discussed earlier, where neutrality depends

not only on what is said, but also on how it is said and in what language. For bilingual

users, comparing Arabic and English responses brings about a mix of expectations, internal

references, and cultural habits that influence how each version is interpreted. These results

suggest that neutrality is not a fixed property of the language model output but something

shaped by context. It depends on how language interacts with the background of the user, the

structure of each language, and the way meaning is understood. Rather than treating neutrality

as a standard that can be applied in all languages, it may be more accurate to see it as a shifting

outcome shaped by the psychological, cultural, and linguistic dimensions of each interaction.

6.3. Alignment and Divergence Between Human Judgments and
Automated Metrics

The comparison between the survey data and automatic sentiment analysis reveals important

insights into how well the model-based classifications align with human perceptions. Although

both methods assess the same LLM outputs, they operate on different principles. Automatic

sentiment analysis relies on pre-trained classifiers that apply fixed decision rules, whereas hu-

man judgments are shaped by lived experience, expectation, and interpretation. Understanding

the degree of agreement between these approaches offers a way to assess whether automated

tools can meaningfully reflect human assessments, especially in multilingual contexts. The

comparison only covered the consistency of the sentiment and the neutrality of both languages.

The results show that the alignment between the two sources strongly depends on the

nature of the prompt. For non-sensitive questions, both the correlation and ranking analyses
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reveal a clear and consistent match between participant evaluations and the outputs of the

sentiment classifiers. In this category, the strongest result comes from sentiment consistency,

where the correlation reaches statistical significance. This suggests that when prompts are less

emotionally charged, automated methods can approximate human perception of sentiment

alignment across languages. A possible explanation is that in non-sensitive contexts, language

models adopt clearer and more stable generation patterns that can be picked up by both

classifiers and participants. Since tone and emotional framing are less likely to fluctuate in

these cases, the automated scores and human ratings converge. It is also possible that classifier

training data is better suited for detecting sentiment in everyday or general topics, which are

more common in non-sensitive prompts.

The results for sensitive questions present a different picture. Across all metrics, English

neutrality, Arabic neutrality, and sentiment consistency, the correlation between survey results

and automatic scores drops significantly. The ranking alignment also weakens, especially from

the second position onward, where the order of questions begins to diverge. This indicates that

automatic sentiment analysis is less reliable in capturing participant judgments when topics

involve cultural, political, or moral complexity. These differences might reflect psychological

and technological factors. On the psychological side, participants can interpret the same

content differently based on their expectations or background, as discussed in the literature

on anthropomorphism and cognitive bias [69], [73]. This effect is likely stronger when the

questions address topics that resonate personally or socially, which is often the case with

sensitive questions. On the technological side, classifiers trained primarily on English data

may struggle to generalize to Arabic, particularly when dealing with more formal or culturally

specific content, as seen in the challenges of cross-lingual transfer learning [108].

The strong alignment in non-sensitive questions and the weaker alignment in sensitive

ones suggest that automatic sentiment analysis can be useful in multilingual evaluation, but

only under specific conditions. It performs best when the prompts are emotionally neutral and

structurally simple, allowing the classifier logic to mirror human reasoning. This also implies

that, while sentiment analysis tools can offer a baseline measure, they should not be relied

upon in isolation for sensitive or culturally complex topics. They may not capture the kinds of

framing, tone, and cultural coding that bilingual users are sensitive to. These findings further

support the argument that neutrality and consistency are not fixed, but emerge through the

interaction between text, language, and the user interpreting them.

6.4. Research Implications
The results presented in this study confirm that inconsistencies between languages arise in

the LLM output, especially when dealing with sensitive topics. This finding has several

implications for the future development and societal role of multilingual language models. As

LLMs are increasingly adopted in global information systems, news generation, education,

and policy settings, understanding how these systems behave across languages becomes a

critical issue [107]. The idea that neutrality and consistency can change depending on language

and topic raises concerns about fairness, trust, and representation in multilingual GenAI

applications.

One of the clearest implications is the need to revisit how neutrality is defined and opera-

tionalized in LLMs. The findings suggest that neutrality is not a universal standard that can

be transferred across languages without modification. Instead, it is experienced differently

depending on the expressive capacity of a language, the framing of the content, and the
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background of the user interpreting it. As discussed in the linguistic literature, language

carries rooted norms and meanings that affect the way information is received [105]. This

means that multilingual LLMs must be developed with a deeper awareness of how content

might be perceived differently across languages, even when literal translations are accurate.

Addressing these inconsistencies will require improvements across all four factors discussed

in the literature review. On the technological level, models need to move beyond generic

multilingual designs and work toward more balanced representation of different languages.

As discussed in Section 2.3, current training data still leans heavily toward high-resource

languages such as English [108]. One way forward could be to train models more carefully

on underrepresented languages, using methods that give more weight to local content or

improve the variety of sources. It may also help if the way models generate output is adjusted

depending on the language, considering the tone, formality, and structure that users expect,

rather than relying on the same approach for every language.

From a psychological point of view, the findings show that user expectations shape the way

content is interpreted. This highlights the importance of transparency in LLM applications.

Instead of presenting outputs as objective or universally neutral, models could include short

notes or explanations that mention how the language or topic might influence tone or framing.

These notes can appear as part of the explanation that follows the main answer, helping users

understand that the response may reflect cultural or stylistic differences depending on the

language used. Models like o1 and DeepSeek already include reasoning sections, and these

could be expanded to briefly mention such influences when relevant. To reduce effects like

confirmation bias or overtrust in generated content, as discussed by Nickerson [69] and Gabrieli,

Lee, Setoh, et al. [34], models should be designed in a way that encourages users to think

critically about the answers they receive, rather than simply accepting them as complete or

fully neutral.

Philosophical concerns about the feasibility of neutrality also come into play. The idea

that truth or fairness can be represented equally across languages becomes problematic when

each language encodes its own cultural assumptions. As discussed in the section on moral

relativism [39], some users may accept variation as natural, while others may see it as a failure

of consistency. Model designers must clarify what kind of neutrality their systems aim for,

whether it is formal neutrality, ideological neutrality, or something else, and acknowledge the

limits of each approach. Recognizing these tensions can help prevent false assumptions about

objectivity in multilingual GenAI output.

Finally, from a societal perspective, the results point to the need for more inclusive ways to

evaluate multilingual output. As this study has shown, automatic evaluation methods may

miss important differences, especially when they appear in tone or framing rather than clear

factual errors. Future research should involve people who speak and use different languages to

help define what consistency and neutrality should look like in different settings. This matters

in areas such as policy, journalism, and education, where differences in how information is

presented across languages can affect how people understand or trust what they read and how

different cultural groups view the world. The results here suggest that solving these issues is

not only a technical challenge but also one that requires attention to culture and communication

throughout the design process.
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6.5. Challenges and Limitations
While this study provides new insights into how multilingual LLM outputs are perceived

across Arabic and English, several limitations should be acknowledged. These limitations

affect both the scope of the findings and the strength of the conclusions drawn. First, the

analysis was limited to a single language pair. The comparison between Arabic and English

allows for a focused exploration of linguistic and cultural contrasts, but the findings may

not be generalizable to other languages. Languages with different grammatical structures,

cultural associations, or resource availability might show different behavior. Extending this

approach to include additional languages would be necessary to draw broader conclusions

about multilingual consistency.

The size and structure of the dataset used for automated sentiment analysis impose further

constraints. The analysis included six language models and ten prompts, resulting in 60 total

data points. This number is too small to support strong statistical comparisons, especially

when comparing differences between models. While the ANOVA and Kruskal–Wallis tests did

not reveal significant differences, the absence of statistical significance may reflect insufficient

power rather than true similarity. Increasing the number of prompts could address this, but

doing so would require a larger and more balanced prompt design in combination with more

model outputs. Expanding the prompt set in the survey would also increase the burden

on participants, potentially leading to less participants or lower-quality responses. Another

limitation involves the number and type of prompts. The study focused primarily on sensitive

questions, with only three out of ten prompts being non-sensitive. This imbalance may have

influenced some of the results, particularly where strong differences were found between

groups. For example, the perfect Spearman’s rank correlation in the non-sensitive group

was based on only three data points, which increases the risk of overinterpreting these outcomes.

Transparency around training data also remains a significant limitation in both model

analysis and interpretation. Most of the models included in this study, including the O1 model

on which all survey responses were based, do not publicly disclose their training datasets. This

makes it difficult to identify the source of inconsistencies or to identify whether the observed

differences are due to data coverage, safety filters, or model architecture. Little is known about

what kinds of Arabic content were included in the training corpora or whether moderation

mechanisms are applied differently across languages. Without this information, explanations

for sentiment differences remain speculative.

The survey also relied on only one automatic sentiment classifier. Although the tool used

was capable of distinguishing between multiple sentiment categories and supported both

English and Arabic, relying on a single classifier limits the robustness of the automatic analysis.

Using multiple sentiment analysis systems would have allowed for cross-validation of results

and a better understanding of classifier behavior. Currently, very few tools offer multilingual

support in multiple dimensions of sentiment, which narrowed the options available for this

study.

The prompt development process also introduces some limitations. Although the English

prompts were iteratively refined using an iterative ablation process to reduce bias and increase

output consistency, the Arabic prompts were not subjected to the same procedure. Transla-

tions were reviewed and adjusted by a native speaker, but the translated prompts were not

tested across multiple runs to assess output variability in Arabic. This asymmetry in prompt

development may have introduced unintended variation in the outputs.
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Further limitations emerge from the structure of the survey itself. The prompts were

randomized among participants, with each person seeing only six of the ten total questions.

Although this reduced the burden on the participants and minimized fatigue, which also

allowed the increase in the number of participants, it also introduced variation in the number

of responses per question. Some questions received close to 50 responses, while others received

closer to 25. This uneven distribution reduces the reliability of question-level comparisons and

complicates attempts to interpret individual prompt performance.



7
Conclusion

This thesis aimed to address the question of whether LLMs produce consistent and neutral

outputs in different languages, focusing on English and Arabic. The problem statement

identified a gap between the increasing reliance on GenAI content and the possibility that the

same prompt might lead to conflicting or differently perceived responses in another language.

This study sought to investigate this challenge by analyzing the consistency and neutrality of

LLM outputs and examining how bilingual users interpret these differences.

The research was designed to answer the following questions:

1. What key technological, philosophical, psychological, and linguistic factors might con-

tribute to multilingual inconsistencies in LLM outputs?

2. How can ‘consistency’ and ‘neutrality’ in LLM outputs be defined and systematically

evaluated in a bilingual (Arabic-English) context?

3. How do bilingual users perceive differences in sentiment, factual content, and neutrality

across Arabic and English outputs, and do these differences become more pronounced

for sensitive topics compared to non-sensitive topics?

4. To what extent do automated sentiment analysis tools align with (or diverge from) human

perceptions of consistency and neutrality across languages?

The findings demonstrate that language can influence tone, framing, and perceived neutral-

ity in the generated output. Automated sentiment analysis showed higher levels of variation

in non-sensitive prompts, which was partly explained by the less guarded answers given to

everyday queries. Sensitive prompts, on the contrary, produced less overall variation but

revealed important differences in the style and outlook of Arabic and English outputs, especially

on topics that have strong cultural or regional links. Survey participants generally perceived

larger neutrality gaps for certain sensitive subjects, and this difference did not always match

the automated analysis results. The findings also suggest that user evaluations of neutrality

are shaped by expectations and background.

Several constraints affected the scope of these results. The survey involved a small set of

prompts, and only two languages were assessed. The automatic sentiment analysis relied on a

single tool, and the participant sample was restricted to individuals fluent in both Arabic and

English. It was not possible to incorporate deeper participant data such as personal background

or level of fluency in each language, which may be relevant to how they interpret neutrality.

59
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Future work can address these limitations by expanding both the number and variety of

prompts, including additional languages, and employing multiple automated classifiers for

more robust comparisons. Another step is to collect richer participant information, such as

fluency levels and personal backgrounds, to explore how these factors influence perceptions

of neutrality. A wider range of demographic and linguistic contexts would also help in

refining or developing additional methods to ensure consistent content across languages.

These recommendations can deepen our understanding of multilingual LLM behavior and

support the creation of fair and reliable GenAI systems that serve users in different cultural

and linguistic settings.
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A
Example Survey Question

A.1. Question Neutrality

Figure A.1: Example question taken from the survey.
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B
Normality Checks Plots

B.1. Sentiment Consistency

Figure B.1: Normality assessment for Sentiment Consistency (Overall, Non-sensitive, Sensitive).
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B.2. Factual Consistency

Figure B.2: Normality assessment for Factual Consistency (Overall, Non-sensitive, Sensitive).
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B.3. English Neutrality

Figure B.3: Normality assessment for English Neutrality (Overall, Non-sensitive, Sensitive).



B.4. Arabic Neutrality 75

B.4. Arabic Neutrality

Figure B.4: Normality assessment for Arabic Neutrality (Overall, Non-sensitive, Sensitive).
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B.5. Question Neutrality

Figure B.5: Normality assessment for Question Neutrality (Overall, Non-sensitive, Sensitive).



C
Post-hoc Dunn’s Test Results for
Pairwise Question Comparisons

This appendix presents detailed pairwise comparisons using Dunn’s post-hoc test, with

Bonferroni-adjusted p-values. Tables are organized by sensitivity group and metric. Question

IDs correspond to Table 5.1. Note: Bold p-values indicate significant differences (p < 0.05).

C.1. Non-sensitive Prompts (Questions 0–2)

Table C.1: Dunn’s test: Non-sensitive prompts

Metric Comparison Question 0 Question 1 Question 2

Sentiment Consistency Question 0 — 0.1449 0.0239
Question 1 0.1449 — 1.0000

Question 2 0.0239 1.0000 —

Factual Consistency Question 0 — 1.0000 0.0065
Question 1 1.0000 — 0.0004
Question 2 0.0065 0.0004 —

English Neutrality Question 0 — 0.2500 1.0000

Question 1 0.2500 — 0.1508

Question 2 1.0000 0.1508 —

Arabic Neutrality Question 0 — 0.0001 <0.0001
Question 1 0.0001 — 1.0000

Question 2 <0.0001 1.0000 —

Question Neutrality Question 0 — 0.1785 1.0000

Question 1 0.1785 — 0.5719

Question 2 1.0000 0.5719 —
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C.2. Sensitive Prompts (Questions 3–9)

Table C.2: Dunn’s test: Sensitive prompts (Sentiment Consistency)

Q3 Q4 Q5 Q6 Q7 Q8 Q9

Q3 — 0.4226 0.2431 1.0000 1.0000 0.0029 1.0000

Q4 0.4226 — 0.0001 0.0182 0.3705 <0.0001 1.0000

Q5 0.2431 0.0001 — 1.0000 0.4247 1.0000 0.0014
Q6 1.0000 0.0182 1.0000 — 1.0000 0.0882 0.1876

Q7 1.0000 0.3705 0.4247 1.0000 — 0.0088 1.0000

Q8 0.0029 <0.0001 1.0000 0.0882 0.0088 — <0.0001
Q9 1.0000 1.0000 0.0014 0.1876 1.0000 <0.0001 —

Table C.3: Dunn’s test: Sensitive prompts (Factual Consistency)

Q3 Q4 Q5 Q6 Q7 Q8 Q9

Q3 — 1.0000 1.0000 1.0000 1.0000 0.0013 0.1011

Q4 1.0000 — 1.0000 1.0000 1.0000 0.0002 0.6488

Q5 1.0000 1.0000 — 1.0000 1.0000 0.0001 1.0000

Q6 1.0000 1.0000 1.0000 — 1.0000 <0.0001 0.6572

Q7 1.0000 1.0000 1.0000 1.0000 — 0.0003 0.5481

Q8 0.0013 0.0002 0.0001 <0.0001 0.0003 — <0.0001
Q9 0.1011 0.6488 1.0000 0.6572 0.5481 <0.0001 —

Table C.4: Dunn’s test: Sensitive prompts (English Neutrality)

Q3 Q4 Q5 Q6 Q7 Q8 Q9

Q3 — 1.0000 <0.0001 1.0000 1.0000 1.0000 1.0000

Q4 1.0000 — 0.0001 1.0000 1.0000 1.0000 0.0238
Q5 <0.0001 0.0001 — <0.0001 <0.0001 <0.0001 <0.0001
Q6 1.0000 1.0000 <0.0001 — 1.0000 1.0000 0.1316

Q7 1.0000 1.0000 <0.0001 1.0000 — 1.0000 0.2482

Q8 1.0000 1.0000 <0.0001 1.0000 1.0000 — 0.4038

Q9 1.0000 0.0238 <0.0001 0.1316 0.2482 0.4038 —
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Table C.5: Dunn’s test: Sensitive prompts (Arabic Neutrality)

Q3 Q4 Q5 Q6 Q7 Q8 Q9

Q3 — 0.0146 1.0000 1.0000 1.0000 0.0003 1.0000

Q4 0.0146 — 1.0000 0.2358 0.0278 <0.0001 0.0020
Q5 1.0000 1.0000 — 1.0000 1.0000 <0.0001 0.4644

Q6 1.0000 0.2358 1.0000 — 1.0000 <0.0001 1.0000

Q7 1.0000 0.0278 1.0000 1.0000 — 0.0005 1.0000

Q8 0.0003 <0.0001 <0.0001 <0.0001 0.0005 — 0.0028
Q9 1.0000 0.0020 0.4644 1.0000 1.0000 0.0028 —

Table C.6: Dunn’s test: Sensitive prompts (Question Neutrality)

Q3 Q4 Q5 Q6 Q7 Q8 Q9

Q3 — 1.0000 1.0000 1.0000 1.0000 0.0125 0.0002
Q4 1.0000 — 1.0000 1.0000 1.0000 0.0055 0.0001
Q5 1.0000 1.0000 — 1.0000 1.0000 0.5446 0.0322
Q6 1.0000 1.0000 1.0000 — 1.0000 0.1537 0.0042
Q7 1.0000 1.0000 1.0000 1.0000 — 0.0795 0.0022
Q8 0.0125 0.0055 0.5446 0.1537 0.0795 — 1.0000

Q9 0.0002 0.0001 0.0322 0.0042 0.0022 1.0000 —
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