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Abstract

Flow over smooth surfaces has been studied ever since the start of aerodynamic research.
Non-smooth irregularities in rough walled surfaces will impact on the �ow and induce
changes in friction and heat transfer. The term 'rough walled' encompasses a range of
shapes, ranging from material roughness to wall pro�les with heights up to the boundary
layer thickness. The e�ect of material roughness has been studied extensively, but data
on large roughness elements is scarce and case-speci�c, depending on �ow conditions and
roughness element shape.

In the present research manufactured shapes of variable heights have been studied under
supersonic �ow conditions at a free stream Mach number of 2. The shapes used are saw
tooths with a certain length and height. The �ow over these shapes has been studied
computationally by means of Computational Fluid Dynamics (CFD) methods, using the
commercially available program CFX. Experimental investigations were performed with
Schlieren photography and Particle Image Velocimetry (PIV). The CFD simulations were
preformed under adiabatic, heated and cooled wall conditions respectively. The experi-
ments were carried out in the ST-15 supersonic windtunnel at the TU Delft, with the aim
to validate the CFD results. The numerical results were found to be in good agreement
with the experimental results, apart from two �ow cases where signi�cant di�erences were
observed between the numerical and experimental results.

Three �ow categories could be distinguished, based on the �ow separation mechanism. The
�rst two cases concerned geometries in which the step length was signi�cantly larger than
the step height.

In the �rst case the roughness height was large and the separation in front of the step
was found to encompass a separated region, bounded by a shear layer, and a strong shock
before the step. In this case the pressure drag dominated the drag force. For the roughness
heights tested in this report the drag force increased by a factor of 9 to 13 times the �at
plate friction, depending on the roughness height. Heat transfer coe�cient variations on
the non-adiabatic walls of 7 percent with respect to the �at plate have been found.
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In the second case, for smaller roughness height no pronounced shock formation was ob-
served, stagnation pressure was lower then the elements in the �rst case. Pressure drag is
still a dominant force and drag increases by a factor 5 with respect to �at plate friction
were found. Variations of 1 to 7 percent in the heat transfer coe�cient on the non-adiabatic
walls were observed.

The third case concerned roughness elements were the height of the step was in the same
order of magnitude as the length of the element, therefore a cavity type �ow was observed.
Due to this cavity �ow, viscous forces where found to be negligible, but pressure forces
and heating were signi�cant. Friction increases of 6.1 and 7.5 times the �at plate friction
where measured. Heat transfer coe�cients varied on the non-adiabatic walls between a 4
percent increase to a 14 percent decrease of the �at plate value for the heated and cooled
wall respectively. The drag can be predicted well with a cavity �ow assumption. For all
three �ows categories correlations of the forces and the heating with the geometry and
mean �ow where found.
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Chapter 1

Introduction

The �rst man made object to go supersonic is a whip, which has been in use for more the
5000 years [24]. With the introduction and development of �rearms also bullets obtained
the capability to go supersonic. On the 19th of January 1946 American pilot Chuck Yeager
was the �rst human to �y supersonic with his Bell X-1 aircraft.

Figure 1.1: Bell X1, NASA [29]

With the progression of time, and the start of the �Space Race� between the Soviet Union
and the United States �ight speeds increased further. Inside the rocket engines that were
the backbone of the Space Race, also supersonic �ow occurs. In a rocket engine, propellants
react in the combustion chamber, the produced gases are then expanded through a nozzle
to generate thrust.
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Figure 1.2: Isentropic expansion temperature

When the gases expand in the
nozzle there temperature deceases,
and there Mach number increases.
Assuming the expansion in the
nozzle is isentropic �gure 1.2
shows how temperature would
vary, see Anderson [26] for details
on the equation. From �gure 1.2
it can be seen that for Mach 3 the
mean �ow temperature reaches 35
% of the total temperature in the
combustion chamber. Combus-
tion chamber temperatures can be
in excess of 3000 Kelvin, which
means that the gas temperature at
the end of the Nozzle can reach as
high as 1050 Kelvin. With these
temperatures active cooling is re-
quired to enable continuous oper-

ation of the engine. This cooling can be achieved in multiple ways, for example: �lm
cooling, ablation, cooling channels.

In the case of �lm cooling a stream of cool �uid is injected into the stream which
creates a thermal barrier between the wall and the hot gas. With an ablated wall,
the wall burns o�. The energy required to burn o� the wall, is the cooling achieved.
With an ablation system no continuous operation can be achieved, but most engines
have to operate for a set amount of time. The maximum operating temperature for
ablation systems is higher than for the �lm cooling and cooling channel systems. An
other option is the installation of cooling channels. In this way small channels with
cooling �uid are installed into the wall. The cooling �uid takes the produced heat
away and thereby keeps the wall at an equilibrium temperature. Whichever cooling
method chosen for a proper design, a good predictive capability of the heat transfer
on the hot wall side of the nozzle is mandatory. Flow properties of the hot gases are
in�uenced by the surface properties of the inside wall of the combustion chamber and noz-
zle, and thus also heat transfer and friction will change with a change in surface properties.

For this research the interest lies in rough surfaces. In practice these rough wall geometries
can have many forms and shapes. They can range from a roughness on the surface , to
machined shapes in the surface itself. Material roughness has been extensively researched.
In the past it was shown by Nikuradse [22] that a turbulent boundary layer �ow will exist
on the rough surface. With additions to the standard law of the wall the in�uence of
the surface roughness of the �ow can be described. In this report we will not deal with
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material roughness, but with per-determined shapes that are machined into the material
in order to represent the surface irregularities of the inside of a rocket nozzle. We will
pose the question what are the e�ects of such shapes on the �ow, focusing in particular on
the size of machined surface pro�les. The �ow that was studied by Nikuradse was a �ow
where drag, and heat transfer were dominated by friction, while pressure e�ects were of no
in�uence. When the elements become large pressure e�ects actually become dominant over
the viscous e�ects, as will be shown. To determine how these forces behave, and where
there is a switch between the �ow studied by Nikuradse, and a �ow with large roughness
elements research is needed. Most researchers have studied small roughness �ow, but data
on large structures in the framework of roughness is scarce, and scattered. This report on
the other hand contains a discussion on elements ranging from small to large roughness
structures. For the variations in size one geometrical shape was used.
This investigation was initiated by a research interest of EADS Astrium. As a world leader
in the design of rockets and spacecrafts a proper understanding and determination of nozzle
heat transfer is critical. The nozzle with a speci�c interest is a tube nozzle which have
been used in all the upper stages of the Ariane rocket family.

Figure 1.3: Ariane 5, Arianespace [1]

Figure 1.3 shows the Ariane
5, the latest rocket in the se-
ries. Ariane 5 has 2 main
stages and 2 solid boosters. In
�gure 1.3 3 cylindrical shapes
can be seen, the boosters are
the cylinders on the outside,
which the main stage is in the
middle. The nozzle, which
is part of the rocket engine
where the �ow comes out, can
be seen on the rear of the
rocket. The second stage,
which in on top of the main
stage, has a tube nozzle. A
tube nozzle from Astrium is
non-smooth due to the choice
of cooling system. The noz-
zle is cooled by cooling chan-
nels which are made by weld-
ing multiple hollow tubes to-
gether. All the tubes have
the same cross section and the
production of this tube noz-
zle shape yields a non-smooth
wall.
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The production of these tube nozzles is done by an automated welding machine. This
ensures a constant weld quality, and produces a strong weld.

Figure 1.4: Tube nozzle, Arianespace [2]

Figure 1.4 shows a tube noz-
zle. A nozzle shape can be
seen, including all the tubes.
These tubes are welded to-
gether to allow for an actively
cooled nozzle, which is still
strong. The internal shape
of this nozzle will be taken
as a baseline, from where the
tested shapes will be derived.

In this report multiple
shapes are investigated re-
garding their in�uence on the
friction and heat transfer of
these plates. This research
considers heated, adiabatic
and cooled walls, such that
the results will allow an
interpretation of the e�ects of
the thermal wall conditions.

Since Nikuradse started the �eld of material roughness, countless investigations have been
done on rough walled geometries. But the main question to be addressed is, what happens
when the size of the roughness increases. Therefore the main research question is

'Determine the surface drag and heat transfer over a non-smooth wall, where the
size of the non-smooth pro�les ranges from small with respect to the boundary layer
thickness, to in the same order of magnitude of the boundary layer thickness '

In the research question only heat transfer is mentioned, but heat transfer and friction are
closely related. Therefore the friction is also of importance. To investigate the relation
between the wall shear, heat transfer, and element geometry, multiple geometries have
been de�ned. These are variations on the nozzle geometry from the baseline nozzle. These
variations include variations on the size and length of the roughness elements. Also the
importance of the various occurring �ow phenomena is investigated.
The investigations have been done following a combined computational and experimental
approach. First a CFD study has been performed on all the geometries. These compu-
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tational solutions are obtained for a turbulent �ow over an adiabatic wall, a heated and
cooled wall. This was done to be able to compute the heat transfer. In the experimental
approach (in a supersonic wind tunnel) the �ow was visualized using Schlieren technology.
Thereby individual shock positions can be measured, and the overall �ow topology can
be obtained. Particle Image Velocimetry (PIV) was subsequently used to measure the
velocity in the �ow �eld. Finally, the computational validated against the experimental
results. With the PIV set-up the �ow cannot be measured inside the roughness elements,
and therefore it does not provide data for calculating the friction and heat transfer inside
the elements. Therefore in this study the validation is done on the results in the boundary
layer, and mean �ow. The forces and the heat transfer are calculated on the basis of the
numerical results. The research question is then answered on the basis of experimental
validation of analytical models and correlations between the wall forces and heat transfer
in relation to the wall geometry.
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Chapter 2

Rough wall �ow

2.1 Rough wall geometrical aspects

For smooth walls and attached �ows, the boundary layer can be well described using
classical boundary layer theory, see Schlichting [18]. However when the wall is non-smooth
signi�cant changes in the boundary layer properties may be observed. These changes will
impact the force and heat transfer distribution along the wall. A review will be given on
the most relevant literature for rough wall �ows. This chapter has its origin in [17], where
a more detailed review can be found. The section on wavy wall modeling is work that has
been done for this report. This chapter describes the in�uence of shape and distribution
on the �ow, and methods for computational modeling of these in�uences.

2.1.1 General considerations

A rough wall is di�erent from a smooth wall in the sense that it contains roughness elements
which a�ect the �ow. As was shown by Jimenez [21], rough wall e�ects can be broadly
divided into two categories. In the �rst category the e�ects on the �ow are small enough
such that a general yet modi�ed boundary layer pro�le is retained. In the second category,
the disruptions are of such a magnitude that the boundary layer �ow pro�le is a�ected to
such a degree that the boundary layer will need to reestablish itself after the roughness
element. For this second case the individual roughness elements will have to be modeled
since each individual element has an in�uence on the �ow. For the smaller elements,
a boundary layer will form on top of these elements, and this boundary layer can be
described with additions to standard boundary layer theory. As will be shown these 2
categories apply also to the cases tested in this report.
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8 Rough wall �ow

2.1.2 Height implications

When considering the in�uence of roughness elements on the turbulent boundary layer,
it is important to consider the non-dimensional height of the elements k+, k+ = kuτ

ν
.

Roughness e�ects can be classi�ed on the basis of this non-dimensional roughness height.
For 0 ≤ k+ ≤ 5 the element resides in the viscous sublayer, therefore no e�ect of the
roughness will be seen. For k+ > 5 there is a notable in�uence of the wall roughness on
forces and heating. The range 5 < k+ ≤ 70 is called the transitional rough range since
there is an in�uence of viscosity. For k+ > 70, there is no in�uence of viscosity because
the elements protrudes outside the viscous sublayer. See White [12] for a more detailed
description. This regime is called the fully rough regime. As was described earlier, there
are two categories of �ow, a rough walled boundary layer �ow, and a �ow where individual
elements should be modeled. According to Jimenez [21] the switch from boundary layer
behavior, to separate element behavior occurs at a k

δ
> 0.2, where k is the roughness height

and δ the boundary layer thickness. As will be shown in this report element modeling was
needed for roughness elements smaller then k

δ
= 0.2. A more detailed discussion on this

boundary can be found in section 7.5.

2.1.3 Distribution

The spatial distribution of roughness elements can be divided into two categories: ran-
domly distributed or a periodic distribution. Unstructured rough materials will generally
develop a boundary layer �ow, since the roughness heights are generally small. In the
case of structured roughnesses, such as in riveted plates, there will be a repeating process
of disturbing the �ow over the element, and recovery of the boundary layer in the space
between the subsequent roughness elements. When the roughness elements are su�ciently
small with respect to the boundary layer thickness, the �ow can still be modeled as
a boundary layer �ow, such that on average the rivet �ow can still be modeled by a
boundary layer distribution [12].

When the roughness elements are su�ciently large, and the peaks are closely packed
together a cavity �ow can occur [23]. In this case a region of separated �ow will occur
between the roughness elements and the main �ow will settle on top of the cavity. This
type of �ow can occur in both 2D and 3D �ows. In this report only 2D �ows where tested.
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2.2 Modeling possibilities 9

2.2 Modeling possibilities

2.2.1 Sand grain roughness

A proven method to describe small-scale distributed roughness is by means of sand grain
roughness. Sand grain roughness is a method developed by Nikuradse [22], where the �ow
is modeled by closely packed spheres. The model can be seen in �gure 2.1.

Figure 2.1: Sand Grain roughness model (Schlichting [18])

As can be seen in �gure 2.1 the roughness is modeled by closely packed spheres with a
diameter ks, which is the sand grain roughness height. Consequently the origin of the y
axis is not placed at the wall, but at half the roughness height ks, see �gure 2.1. Following
White [12] one can now state that the boundary layer on top of these elements can be
described by adding an extra term to the log law, resulting in

u+ =
1

κ
ln
(
y+
)

+B −4U+ (2.1)

According to equation 2.1 a rough wall boundary layer follows the same pro�le as a normal
boundary layer, but shifted by the term 4U+. For sand grain roughness the roughness
term 4U+ can be written as 1

κ
ln(1 + 0.3k+) where k+ is the non-dimensional roughness

height de�ned by k+ = kuτ
ν
. This makes that the boundary layer on a rough walled surface

can be described by

u+ =
1

κ
ln
(
y+
)

+B − 1

κ
ln(1 + 0.3k+) (2.2)

According to equation 2.2 the �ow over this speci�c surface can be described by a combi-
nation of the standard boundary layer parameters κ and B and the value of the k+ for a
speci�c surface.
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10 Rough wall �ow

2.2.1.1 Equivalent sand grain roughness Equation 2.2 is valid for a roughness of
closely packed spheres. For a di�erent geometry, or di�erent distribution of the elements
the equation still hold but a di�erent �equivalent� sand grain roughness height has to be
used. The equivalent sand grain roughness for a speci�c case is the sand grain roughness for
which the resulting �ow pro�le is the same as for this speci�c case. Following Schlichting
[18] the boundary layer over a rough wall can be described by the following law of the wall,

u+ =
1

κ
ln
(y
k

)
+Brough (2.3)

Comparing equation (2.2) with (2.3) we can write

u+ =
1

κ
ln
(
y+
)

+B − 1

κ
ln(1 + 0.3k+) =

1

κ
ln

(
y+

1 + 0.3k+

)
+B

Which for large k+can be written as

u+ =
1

κ
ln
(y
k

)
+B − 1

κ
ln (0.3) (2.4)

From which it can be concluded that for large k+ Brough can be written as B − 1
κ
ln (0.3).

For standard values of 5.5 for B and 0.41 for κ this amounts to a Brough value of 8.4. This
slightly overestimates the experimental results by Tani [19] which show that the value of
Brough should go to 8. According to Tani the value of 8 can be used for k+ values larger
then 70.
From equation (2.3) an equivalent sand grain roughness for a given velocity �eld can be
de�ned by

keq = e

{
κ lim
y→0

[8+ 1
κ
ln(y)−u+(y)]

}
(2.5)

With equation 7.16 one can calculate the equivalent sand grain roughness keq for a given
u+ and y. In equation (7.16) the Brough value of 8 can be seen. Equation (7.16) is only
valid for the fully rough regime, so one must check that the k+ value based on keq is bigger
then 70. Both the original and equivalent sand grain roughness models imply that the
�ow, and the surface drag are dominated by friction.
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2.2 Modeling possibilities 11

2.2.2 Element �ow

When an element becomes large with respect to the boundary layer thickness, the �ow over
the element itself has to be modeled. In this case the modeling focus changes from using
a universal and uniform boundary layer law to �nding the blockage and form drag of the
individual elements, which will be shape speci�c. Hodge and Taylor [7] did a preliminary
examination of a discrete roughness model; they derived equations for the �ow around
rough elements including blockage factors and drag coe�cients. The model by Hodge and
Taylor is not used in this report, but there initial ideas of modeling the elements them selfs
are used.

2.2.3 Cavity �ow

When there is a cut-out in a wall a cavity �ow will occur. Cavity �ow occurs in 2 types, an
open or closed �ow. In the open case the cut out is short, and therefore the �ow does not
reattach to the bottom of the cavity. In a closed cavity �ow, the cut out is of such length,
that the �ow attaches to the bottom of the cavity, and separates at the downstream
side of the cavity. The closed cavity has a large drag then the open cavity �ow. As
will be shown later, for an open cavity the drag is due to pressure drag, viscous drag is
negligible. Cavity �ows are generally not studied as part of rough wall �ows, and therefore
have not been discussed in the foregoing sections. But as this report will show cav-
ity �ows do have an important place in rough walled �ows, and are therefore discussed here.

Figure 2.2: Open and closed cavity �ow, (van Pelt [17])

MSc. Thesis Hilbert van Pelt



12 Rough wall �ow

Figure 2.2 illustrates that a cavity �ow can be a open or closed cavity �ow, in the presence
of a supersonic external �ow. On the top of the �gure an open cavity �ow can be seen.
The �ow does not reattach to the bottom of the cavity cavity, and therefore a region of
recirculating �ow is formed. On the bottom of the �gure an closed cavity �ow is shown.
There the �ow reattaches to the bottom of the cavity, and separates at the end of the
cavity.

The drag of a cavity is main dominated by pressure forces. Figure 2.3 shows the pressure
ratio along the �oor of an open and closed cavity.
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Figure 2.3: Pressure ratio along cavity �oor, (Nestler et al[10].)

Figure 2.3 is a reproduction from a �gure by Nestler et al[10].

The L/H (length over height of the cavity) ratios of 15 and 30 represent closed cavity �ows,
while the L/H ratio of 5 represents an open cavity �ow. In the case of the closed cavity
�ow it can be seen that there is a large pressure build up on the downstream edge. For the
open cavity �ow a smaller pressure build up can be seen. The pressure di�erences with
respect to to the �at plate is small and therefore the in�uences of the cavity on the drag
are small as well. For the distribution of the heat transfer coe�cients the same distribution
can be observed.

2.2.4 Wavy wall

Equivalent sand grain modeling gives the possibility of describing the in�uence of the
roughness on the �ow �eld. The main issue with this kind of modeling is that a test needs
to be done before a surface can be described. A theoretical approach to model a rough wall
is given by Inger [14]. In his paper Inger assumes the wall height to vary sinusoidally, and
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2.2 Modeling possibilities 13

from this variation the change in heat transfer and wall shear are calculated. The author
of this report has extended Ingers analysis by taking a wall that is modeled by a Fourier
series.

For this extended modeling a �at plate �ow should be assumed as baseline, the changes in
this �at plate �ow can then be calculated with this method. The changes in friction and
heat transfer are given by

4τ̃ ' 1.37τN0

εeΩp

δf
e

4
3
πi

[
1 + 1.62eπi/3

(
δf
hw0

)
x
dH0

dY
(0)

]
(2.6)

4˜̇qw ' 0.443µw0

dH0

dY
(0)

εe
δf

Ωpe
4
3
πi

[
1 + 5.4

(
δf
hw0

)
dH0

dY
e13π//30

]
(2.7)

Where εe is the equivalent amplitude given by

εe = −1

i

N−1∑
k=1

eiωox (akcosh (kωox) + ibksinh (kωox)) (2.8)

Equation 2.8 shows a summation over the Fourier coe�cients ak and bk. N is the number
of Fourier coe�cients considered. εeΩp

δf
and includes the geometrical information, hw0 is the

wall enthalpy, τN0 and µw0 are the wall shear and the wall viscosity of the reference case
and dH0

dY
is the derivative of the total enthalpy at the wall. For the derivation of equation

2.8, and further considerations see Appendix C.

2.2.5 Reynolds Analogy

Under certain conditions a boundary layer �ow displays similarity between the velocity and
temperature pro�le [12]. Because wall shear and heat transfer both depend on a derivative
to the wall normal, heat transfer and wall shear are then coupled. This coupling is called
the Reynolds analogy. The heat transfer coe�cient, expressed as a Stanton number can
then be related to the friction coe�cient.

St =
h

ρV Cp
=
Cf
2
Pr−2/3 (2.9)

In equation 2.9 the Reynolds analogy relates the heat transfer coe�cient h, normalized
by the density, velocity, and speci�c heat at constant pressure, with the friction and the
Prandtl number. The assumptions used for the derivation of equation 2.9 are steady �ow,
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14 Rough wall �ow

zero pressure gradient, constant speci�c heats and constant wall temperature. Therefore
care has to be taken with the applicability of equation 2.9 in more general conditions. In
attached �ows with small pressure gradients the results are good, but when separation
dominates, the results can deviate highly. In the light of the current research the Reynolds
analogy will be used to calculate the in heat transfer as function of the friction.
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Chapter 3

Test case

3.1 Baseline geometry and �ow case.

The background for this investigation, is that of cooling a rocket nozzle. Due to non-
smooth walls in this nozzle heat transfer and wall friction will change with respect to the
�at plate case. The non-smoothness of the nozzle is due to installed cooling system. To test
the in�uence of the wall geometry on the �ow, multiple simpli�ed models will be derived.
With these simpli�ed models the in�uence of variations in the geometry on the �ow �eld
can be investigated. In this section the geometries that will be tested will be derived from
the nozzle geometry.
The nozzle that serves as the baseline for this project has a smooth surface in the throat,
where the cooling is integrated in the wall. Downstream the nozzle is build-up out of
cooling tubes welded together in a nozzle shape. A cut out of this nozzle is shown in �gure
3.1.

Flow direction

Nozzle inflow

Figure 3.1: Nozzle cut out
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16 Test case

In �gure 3.1 the �ow runs from left to right on the bottom side of the elements, and the
cooling �uid would run, in and out of the screen. Taking a local tangent to this shape
yields the shape the �ow would see, in the case this geometry would be fabricated on a �at
plate, see �gure 3.2.

Figure 3.2: Local tangent to Nozzle geometry

Figure 3.2 displays a cross-sectional nozzle reference geometry from which all geometries
for the report are derived. It shows that the nozzle geometry consists of a number of tube
cross-sections that have been rotated over an angle α. The tubular cross-section consist
of a �at section with length L and 2 rounded sections on each side with a radius R.

3.2 Basic test case

In order to perform a systematic investigation on the e�ect of geometrical variations on
the boundary layer �ow �eld, the geometry is simpli�ed. However care is taken to include
geometrical aspects that are essential for a correct simulation of the �true� �ow �eld, as
would follow from the original geometry. The methodology for de�ning the simpli�ed
geometry can be explained using �gure 3.3.

RL

  Cavity flow 
Forward facing 
Step

α

Figure 3.3: Geometry �ow decomposition

Figure 3.3 is a reproduction of �gure 3.2 with one imaginary line added. For a �ow running
from left to right, it is expected that it will at �rst be attached to the �at part, section
described with L, at the section where the concave part starts it is expected that the �ow
will separate. Therefore it can be expected that the geometry includes two important �ow
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3.3 Geometrical dimensions 17

aspects, a forward facing step, and a cavity like �ow. Based on these considerations a
number of the geometries can be de�ned.

Figure 3.4 shows the shape de�nitions. The �rst geometry (�gure 3.4, A) is the full
geometry. The second shape (�gure 3.4, B) is a saw tooth. This shape aims are reproducing
only the e�ects of the forward facing step in the full geometry. In the third shape (�gure 3.4,
C) a cavity without the presence of a step is shown. Finally the e�ects of the combination
of cavity and a step were investigated (�gure 3.4, D). The main goal of this last test
geometry is to investigate the �ow for a combination of a cavity and a forward facing step,
and determine which of the two geometrical elements dominates the �ow �eld.

RL
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L

dx

dy

dx

R

A

B

C

D
α

α

α

Figure 3.4: Roughness shape de�nitions

3.3 Geometrical dimensions

To de�ne the dimensions of the geometries a start point is needed from which all other
geometries will be derived. In order to determine the size of the roughness elements a local
similarity between th actual nozzle �ow and the �ow in the wind tunnel test section will
be de�ned.

Multiple options have been taken into account for similarity parameters. These are k+, the
non-dimensional roughness height, δ the boundary layer thickness and θ the momentum
thickness. k+ is de�ned by kuτ

ν
where uτ is the friction velocity and ν is the kinematic

viscosity. Therefore k+ can also be seen as a roughness Reynolds number. The displacement
thickness δ∗ was not taken into account, due to cooling of the nozzle wall the displacement
thickness becomes negative which cannot be reproduced in the wind tunnel. To set a basic
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18 Test case

design a size factor SF will be de�ned by :

SF =
kw
kn

where kw is the required roughness height in the wind tunnel and kn is the roughness height
in the nozzle. For k+ similarity

(
k+
nozzle = k+

windtunnel

)
, θ similarity

(
k
θ
|nozzle = k

θ
|windtunnel

)
or δ similarity

(
δ
θ
|nozzle = δ

θ
|windtunnel

)
, the size factor is a function of boundary layer vari-

ables in the nozzle and in the wind tunnel. The size factor needed to obtain all mentioned
similarities has been calculated.
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Figure 3.5: Size factor

Figure 3.5 shows the size factor to obtain k+, δ, θ similarity. The nozzle boundary layer
data was determined using the program TDK [35], while the boundary layer data from the
wind tunnel were taken from Sun et al. [37], which applies to a Mach number of 2. The
Mach number of 2 is also the Mach number a which the experiments will be run. This is
due to the large body of knowledge available at Mach 2. The origin for the longitudinal
coordinate x in �gure 3.5 is located in the throat of the nozzle. A piece of the divergent
section is still a structural part of the combustion chamber. The nozzle starts at 0.147
x/Ln, where Ln is the length of the nozzle. What can be observed is that upstream of the
nozzle all size factors have a value which exceeds one, further downstream they decrease
to a value below one. Recalling the discussion in section 2.2.1, k+ is the primary similarity
variable for rough �ows, therefore the choice has been made to proceed with k+ similarity.
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3.3 Geometrical dimensions 19

The roughness size needed lies closely to the roughness size that would uphold θ or δ
similarity. For wind tunnel measurements and manufacturing purposes large elements are
preferable. Therefore the �rst element at the start of the nozzle has been selected for
similarity to wind tunnel geometry. The size factor at this point in the nozzle is 0.59. The
resulting geometrical values, and the �ow variables are described in table 3.1 and 3.2.

Table 3.1: Comparison of nozzle and wind tunnel parameters: Geometrical values
Variable Wind Tunnel nozzle

R/δ 0.0637 0.14
L/δ 1.26 2.77
α(deg) 0.56 0.56
k/δ 0.0637 0.14

Table 3.1 list the geometrical parameters of the nozzle and wind tunnel shapes. All length
scales have been normalized with the local boundary layer thickness. As can be seen the
wind tunnel roughness elements extend less into the boundary layer compared to the real
nozzle case. But it is expected that the e�ect on the �ow will be the same due to the k+

similarity.

Table 3.2: Comparison of nozzle and wind tunnel parameters: Flow variables
Variable Wind tunnel Nozzle

θ/δ 0.08 0.05
k+ 190 190
Reθ 12242 632
Cf 1.937e-3 3.87e-3

uτ (m/s) 3.420.84 124.5

The available wind tunnel test facility can only be run at discrete Mach numbers of 1.5, 2
and 2.5. The tests will be run at a single setting since the goal of this investigation is to
investigate geometrical variations. Table 3.3 lists all the test conditions.

Table 3.3: Wind tunnel boundary layer characteristics
Variable Tunnel

δ (mm) 5.18
θ (mm) 0.42
δ∗(mm) 1.18
Pt(bar) 3.2
Me(-) 2.04
Tt(k) 290
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20 Test case

All boundary layer characteristics displayed in table 3.3 are the compressible properties
and have been used for the design of this test. They were measured with PIV in an
empty tunnel by Sun et al. [37]. The current boundary layer characteristics including the
roughness elements and geometrical inserts are given in section 5.1.

3.4 Test matrix

In the experiments a number of geometries will be tested. An overview is shown below.

Table 3.4: Test Matrix
Test Model Model used L/R R k+ k N N
point (mm) (mm) CFD PIV

1 Flat plate Flat plate - 0 0 0 0 0
2 L48R25 Saw Tooth 19.8 2.45 1414 2.45 3 4
3 L33R17 Saw Tooth 19.8 1.66 960 1.65 5 6
4 L16R08 Saw Tooth 19.8 0.83 480 0.83 10 12
5 L06R03 Saw Tooth 19.8 0.33 190 0.33 26 30
6 L03R02 Saw Tooth 19.8 0.17 95 0.17 51 -
7 Cavity Cavity 19.8 1.66 960 1.65 5 6
8 L33R17C Saw Tooth 19.8 1.66 960 3.21 5 6

&Cavity
9 Original geometry Full 19.8 1.66 960 1.65 5 6
10 L10R17 Saw Tooth 6.09 1.66 960 1.65 16 19
11 L06R17 Saw Tooth 3.3 1.66 960 1.64 31 33

Table 3.4 shows the test matrix. The naming convention in derived from the geometry,
�gure 3.4, B. The forward facing step, which is the most used geometry in the test matrix,
contains a length L and a height R. the naming is such that the number after L is the
length of the forward facing step in mm. The number after R shows the height in tens of
millimeters. For example the name L48R25 shows that the element has a length of 48 mm
and a height of 2.5 mm.

The �rst test case is a �at plate which acts as reference. Test points 2 to 6 are a variation
in roughness height. The basis case is test point 5 which corresponds to the similarity
scaling of the nozzle roughness. The speci�c height of the L48R25 case has been chosen
such that it is half the boundary layer. The L33R17 case has been chosen such that is as
large as the log-law. The height of L16R08 geometry is half of the height of the L33R17
geometry. The height of the L03R02 geometry is half of the height of L06R03 geometry.
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3.4 Test matrix 21

For the variation in shape the full shape, a cavity, and a saw tooth +cavity are chosen.
The depth of the cavity has been taken the same as that of the L33R17 geometry. Figure
3.3 shows that the length of the cavity part is slightly larger than the radius. Therefore the
length of the cavity has been set on 1.71 mm. For the L33R17C case the cavity geometry
has been added to the L33R17 geometry.

Test points 10 and 11 are a variation in spatial frequency (the amount of roughness elements
per unit spatial direction). The speci�c sizes are determined by varying the length of the
L33R17 case, while keeping the height constant. The full shape (test point 9) has not been
tested in the wind tunnel due to problems in the manufacturing of the curvatures in the
geometry.

The number of elements used N for the CFD and PIV is also shown. As will be discussed
in chapter 4 for the CFD the roughness elements have been incorporated into the nozzle,
while for the PIV the elements have been fabricated onto special designed plates which �t
onto the nozzle geometry. Since these plates had to be secured it was not possible to �ll
the entire test section with roughness elements. For the CFD there was no such restriction
and therefore the choice was made to �ll the entire test section with roughness elements.
See �gure 3.6 for a comparison on the sizes of the test cases. The �gure is to size, and
the boundary layer thickness is also shown. The cavity and L33R17C geometry are not
shown, since they have the same roughness height as the L33R17 geometry. For a number
of geometries extra elements are shown to give a better indication of the shape of the
elements.

L48R25

L33R17

L16R08

L10R17

L06R17

L03R02

L06R03

Boundary layer thickness

Figure 3.6: Wind tunnel insert geometries

See �gure 3.6 for a comparison on the sizes of the test cases. The �gure is to scale, and
the boundary layer thickness is also shown. The cavity and L33R17C geometry are not
shown, since they have the same roughness height as the L33R17 geometry. For a number
of geometries extra elements are shown to give a better indication of the shape of the
elements.
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Chapter 4

Experimental and Numerical set-up

In this chapter the experimental and numerical set-up is discussed. This chapter starts
of with a discussion of the test facilities and test set-up. In the experimental part of the
research measurements with Schlieren and PIV where done. The general working principle
of both techniques will be discussed. The numerical set-up and data reduction techniques
are also discussed in this chapter.

4.1 Test facility

For the experimental test campaign, a supersonic wind tunnel at the TU Delft was used.
The tunnel (ST-15) is a blow down facility.

Inflow

Seeder attachement

Nozzle Block

Test section

Figure 4.1: Overview of the supersonic wind tunnel ST-15
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24 Experimental and Numerical set-up

Figure 4.1 shows an overview of the tunnel. The Mach number can be changed by means
of a number of di�erent nozzle blocks. Mach numbers that can currently be achieved are:
1.5, 2, 2.5 and 3 respectively. The total temperature is determined by the temperature of
the pressure vessel, which is outside and is typically between 280 and 290 Kelvin.

4.2 Test geometry

The rough wall geometries cannot be integrated into the wind tunnel wall itself. Therefore,
plate inserts where fabricated that could be attached to the wind tunnel wall. These plates
are 15 cm wide, and 18 cm long. The test section itself is 20 cm long. These plates have
to be attached into the nozzle geometry and therefore a front and back insert where made
to hold these plates in the tunnel.

End Curvature

Inflow

Window

Front Insert plate Back Insert

Figure 4.2: Wind tunnel geometry with test geometry

In �gure 4.2 one can see the geometry of the wind tunnel with one of the test geometries
inserted, dimensions shown are in mm. The front and back insert and the plate can be
seen. Roughness elements are on the top side of the plate. The thickness of the insert is
8 mm. The placement of the test plate in the tunnel has as a consequence that the �ow
will be turned away from the ideal nozzle contour. A shock will appear at the front of the
insert. Because of this the front insert has been made 17 cm long to make sure that the
boundary layer can recover to a standard boundary layer.
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4.2 Test geometry 25

Figure 4.3: Photo Wind tunnel with test geometry

Figure 4.3 shows the wind tunnel with the inserts and plate. The �ow runs from right to left
in the �gure. It can be seen that the �ow �rst runs over the front insert, then transitions
onto the plate, and then to the back insert. Due to manufacturing imperfections the
transition from front insert to the plate was not smooth, therefore in a number of results,
expansion waves will be seen at this point. The step is largest in the �at reference case.
On the sides of the tunnel the step is minimal while in the middle it is largest. On the
point where it is largest it is roughly 0.5 mm. The geometries of the plates fabricated can
be found in appendix A.

Figure 4.4: Fabricated geometries

Figure 4.4 shows the plate for the L48R25 geometry. Three steps can be seen and an edge
at the front and back to hold the plate in place.
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26 Experimental and Numerical set-up

4.3 Reference coordinate frame

In this research two slightly di�erent coordinate reference frames have been used, a PIV
reference frame, and a CFD reference frame.

x

y

CFD reference frame

PIV reference frame

Figure 4.5: Reference frames

Figure 4.5 shows both the reference frames. The origin of the PIV reference frame is
situated at the intersection of the insert with the window. The CFD reference frame is
situated at the intersection of the nozzle with the window. The di�erence in y direction is
8 mm, and 4.8 mm in x direction. In the CFD reference frame the elements start at the
point 0,0. For the PIV reference frame the plate starts at an x position of 25 mm. In any
comparison between CFD and PIV there has been corrected for this 25 mm. This makes
that in any comparison between PIV and CFD the same number of elements have been
passed and comparisons are done on the same position within an element.

In this report �gures where only CFD data is shown, are printed in the CFD reference
frame. Figures with only PIV data are shown in the PIV reference frame. For PIV/CFD
comparisons the CFD data is transformed to the PIV reference frame, and the PIV frame
is used.

4.4 Schlieren

First inspection of the �ow �eld was done by Schlieren visualization. In Schlieren measure-
ments density gradients are visualized due to the change in refractive index. Observing this
change in refraction dark and light areas indicate places of compression and expansion. In
the light of this study Schlieren measurements where preformed to have a global overview
of the �ow �eld and therefore to check if the overall �ow �eld behaved as expected. In the
current section an overview of the Schlieren set-up will be given.
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4.4 Schlieren 27

4.4.1 Set-up

The concept of a Schlieren measurement is based on the dependence of the refractive index
on the density of the �ow. For an optical medium the Gladstone-Dale relation states that
the refractive index is a function of the density according to equation (4.1) .

n =
c0

c
= 1 +Kρ (4.1)

In equation (4.1) n is the refractive index, c0 is the speed of light in vacuum c is the speed
of light in the optical medium considered, K is the Gladstone-Dale constant and ρ is the
density of the optical medium. The Gladstone-Dale constant is a constant for a speci�c
gas. A Schlieren system measures changes in refractive index, and by equation (4.1) these
are a measure for changes in density. Details can be found in [15].

Outflow

Settling chamber

Test sectionnozzle

Inflow

Light source

Mirror 1

Mirror 2

Knife edge

Slit

Camera

Figure 4.6: General Schlieren set-up

Figure 4.6 shows a top view of the wind tunnel with the Schlieren set-up. The light source
produces light which passed through the slit to create a point light source. The slit has to
be in the focal distance of mirror 1. Because the slit is in the focal point, mirror 1 creates
a collimated light beam. The parallel light from mirror 1 will now pass through the test
section where it will be distorted by the existing �ow features. The distorted light beam
is then re�ected by a second parabolic mirror (Mirror 2) focusing the light on a recording
device. Mirror 2 has the same focal distance as Mirror 1. The distance between Mirror 1
and Mirror 2 determines the dynamic range of the system. The knife edge is positioned in
the focal point of Mirror 2. The knife edge controls the sensitivity of the system.
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4.5 Particle Image Velocimetry

In the current investigation Particle image Velocimetry (PIV) measurements have been
made to acquire velocity data to be used for CFD validation. PIV is a non-intrusive
measurement technique and therefore this technique is a good option to acquire �ow data.
In the current section the set-up of the PIV measurements will be given. In the �rst section
a description will be given of the geometrical set-up of the experiment. The next section
will describe the laser seeding and the cameras used. The last section describes the data
processing.

4.5.1 PIV theory

In a PIV measurement seeding particles are inserted into the �ow. These particles, are
illuminated by a laser at 2 time instances. The time separation is such that the particle
displacement can be determined from the images. For a good velocity determination the
particles should have the same velocity as the �ow. The di�erence between the �ow velocity
and the particle velocity can according to [36] be written as:

dUp

dt
=
U f − Up

τf

Where Up is the velocity of the particle, Uf is the velocity of the �ow and τf is the relaxation
time of the particle. As a �rst approximation the assumption is made the velocity di�erence
is small enough that stokes drag is the main cause of drag. Then it can be derived that
the relation time is

τf = d2
p

ρp
18µ

(4.2)

Where dp is the diameter of the particle, ρp is the density of the particle and µ is the
viscosity of the �uid.

When the velocity undergoes a step change the di�erence in velocity between the particle
and the �ow will follow a exponential decay:

Ūp = Ū2 +4Ūe−t/τp

Where Ū2 is the reached velocity and 4Ū is the step change in the velocity. When the �ow
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passes through a shock wave there is a large velocity gradient. Therefore in most cases
the particle will lag the speed of the �ow through a large gradient. Thus measuring the
velocity in a shock wave can results in erroneous measurements.

When illuminating these particles with a laser images can be taken. The images are divided
into sub domains, called windows. A cross correlation between the image pairs is done on
each window to determine the particle displacement. This particle displacement is the
average particle displacement in that window.

With the particle displacement, the time separation between the image pairs and the
calibration of the image the velocity can be calculated. Reynolds stresses can be calculated
by a statistical analysis on multiple velocity �elds. As will be shown in chapter 5, for the
calculation of reliable Reynolds stresses, a large set of image pairs is needed. To obtain a
velocity �eld with a small vector pitch all the available image pairs can be combined with
a sum of correlation. Hereby a single velocity �eld with small vector pitch is calculated
from a large number of image pairs.

4.5.2 Set-up

For the positioning of the PIV system, the positioning of the cameras and the positioning
of the laser should be considered. The positioning of the cameras directly determines
the magni�cation of the images. The laser generates the laser sheet which is used for
illuminating the particles.

Inflow
Outflow

Laser

Camera’s

Seeding insert

Settling chamber

Test section

nozzle

Figure 4.7: Top view of PIV set-up

Figure 4.7 shows a top view of the used wind-tunnel, the cameras and the laser. The in�ow
is on the left hand side of the �gure. The seeding inset is directed upstream to improve
mixing of the seeding particles with the �ow. To increase the size of the �eld of view two
cameras were used, as can be seen in the �gure. The laser is situated down-steam, under
the tunnel. The laser light is directed into the test-section via a number of mirrors.
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Inflow Outflow

Laser

Test section
Seeding insert

Settling chamber

Laser light

Mirrors

Nozzle block

Seeding

Figure 4.8: Side view of PIV set-up

In �gure 4.8 one can see a side view of of the set-up. As can be seen the laser
sheet is re�ected via two mirrors into the test section. From �gure 4.8 one can see
the seeding inset in the settling chamber, after which a a nozzle contour can be seen
in the test section. In the window section the insets for this investigation have been placed.

Figure 4.9: Laser and mirrors.
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Figure 4.9 shows the laser and the mirrors and re�ect the laser light into the tunnel. On
the right bottom is the laser. On set of re�ective mirrors can be seen which re�ect the
laser light upwards into the tunnel.

Figure 4.10: Re�ective mirror in the tunnel

Figure 4.10 shows the re�ective mirror in the test section which re�ects the light upstream,
see �gure 4.8. The �ow is from left to right in �gure 4.10. The mirror that re�ects the
light beam upstream is at the same height as the wall. Therefore the laser sheet is parallel
to the top of the roughness elements. This means that no velocity information can be
obtained inside the elements.

Wall

Laser light

Shadow

Figure 4.11: Laser lighting

In �gure 4.11 the L48R25 geometry is shown with the wall. It can be seen that the laser
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light goes over the elements, but does not enter into the elements.

4.5.3 Field of view

To measure the velocity �elds four �eld of views have been been studied.

Inflow

Black     ->Large field of view
Blue       -> Zoom 1& Zoom 2
Green    -> Zoom 3

Figure 4.12: Field of view

Figure 4.12 shows the distribution of the �eld of views. Every rectangle represents a �eld
of view. There are two of each rectangle since two camera's where used for each zoom
level. Large �eld of view measurements have been used to have a complete overviews of
the 15 by 20 cm test section. In this case there was an overlap between the two images,
so they could be merged. The 1st and 2nd zoom images have been made with one camera
on the trailing edge of the roughness elements, and the other in the middle of the test
section. For the 3rd zoom �eld of view the �rst camera was on the in�ow part of the test
section, and the second camera in the middle of the test section. With this �eld of view
only measurements where made of the �at reference geometry.

Table 4.1: Sizes �eld of views
Zoom Size �eld of view Tested geometries

Large �eld of view 111x59.9 mm L48R25, Flat, L06R17
Zoom 1 41.55x22.44 mm L48R25, L33R17, L16R08, L06R03, L03R02, L33R17
zoom 2 34.5x18.8 mm Flat, Cavity, L10R17, L06R17
zoom 3 30.36x10.11 mm Flat

Table 4.1 shows the �elds of views used. They show a decrease in size, for an increase in
magni�cation.
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4.5.4 Seeding Laser and Cameras

To make PIV images the seeding and laser work closely together to generate a system of
particles and there illumination.

For the seeding the oily substance DEHS was used. DEHS was vaporised using a laskin
nozzle seeding generator [32]. Diameter of the particles varies between 1 and 3 micron.
The relaxation time of the particles is 2.92 10−5 sec according to equation 4.2.

The laser used is a double pulse laser from Quantel, operating at 532 nm. The system
is a double-pulse Nd:YAG system. The laser sheet was operated at a thickness of 3.2
mm. The thickness was selected since it was in the depth of focus of the camera, and a
thicker laser light yields more imaged particles. The �ow is assumed to be 2D and there-
fore the errors made due to cross �ow will be small. For further details on the laser see, [33].

To record the seeding particles two Imager intense cameras from Lavision [27] have been
used. This camera is a one Megapixel camera specially designed for PIV experiments.
The CCD of the camera is able to make two images in quick succession. This ability
makes that from this image pair the velocity �elds can be calculated. In table 4.2 one can
see all the settings used.

Table 4.2: Camera set-up
Test camera lens f# Distance camera to tunnel (cm) M 4t µs

Large �eld of view 60 mm 5.3 112.5 0.06 3
Zoom 1 60 mm 11 37.5 0.16 1
zoom 2 60 mm 11 20.5 0.24 1
zoom 3 100 mm 11 13.7 0.31 0.9

Test mm/pix FOV (pix2)

Large �eld of view 1.1e-1 1009x545
Zoom 1 3.9e-2 1065*575
zoom 2 2.7e-2 1280*696
zoom 3 2.0e-2 1518*506

As can be seen in Table 4.2 the set-up has been slightly altered during the multiple tests.
The distance from the camera to the tunnel is the distance from the camera lens to the
tunnel window. 4t is the time separation between the image pairs, and mm/pix is the
zoom.
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4.5.5 Image pre-processing

The PIV images obtained with the apparatus described above yields a picture that can
already be used to determine the velocity �elds. To obtain better velocity information
image processing has been applied to obtain a clearer image for correlation. The processing
applied consisted of subtracting the minimum of the image, multiplying the pixel values
by the value of 100, and dividing by the average pixel value. All these operations are
used to obtain an image with a high contrast. An example of an image obtained with this
procedure can be seen in �gure 4.13.

Wall

Figure 4.13: PIV Image after processing

In �gure 4.13 the wall has been shown, and the PIV particles can be clearly distinguished.
The particles shown below the wall are re�ections on the surface of the particles above.

4.5.6 Image processing

The processing of the PIV images has been done with the commercial software DaVis from
Lavision. This program includes a set of computational routines to extract information
from the PIV images. the main routine is an iterative window deformation method with
Gaussian weighing. Two variations of the method were applied, standard PIV correlation,
and Sum of correlations. In standard PIV the correlation is done on one image pair, while
for sum of correlation all available image pairs are used. For the processing of the images
the following data was used
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Correlation method Window size overlap Resulting Vector pitch (mm/vector)

Standard 32x32 75% 0.1
Sum of correlations 8x8 75% 0.07

Table 4.3: Processing data

For the sum of correlations and the standard processing the same setting where used, apart
from the size of the windows. As can be seen the application of the sum of correlations
yields a decrease in the vector pitch.

For the zoom 3 measurements 400 images were acquired for statistical correlation, for the
other zoom levels 200 images were acquired for each geometry. For data processing mean
�uctuating values are calculated for comparison. For the calculation of the mean velocity
values data is only included if inside a range of 3 standard deviations from the mean. All
data shown in this report are mean values. Reynolds stresses are calculated with all image
pairs and with the setting as show in table 4.3.
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4.6 Computational Fluid Dynamics simulations

In this section the set up of the computational �uid dynamics part, hereafter abbreviated
with CFD will be discussed. This research project was divided into a computational and
an experimental part. This was done to be able to validate the CFD results with the
experimental data. In CFD the Navier Stokes equations are solved on a given grid. In the
current research the choice was made to solve the �ow over the roughness elements using
the RANS (Reynolds averaged Navier Stokes) equations. In the RANS equations the time
average of the quantities are solved and the turbulent �uctuations are modeled. In this
section the domain, grid, turbulence model and the boundary conditions are described.

4.6.1 Computational domain

The domain simulated is half of the wind tunnel nozzle and test section. It was decided
to include the nozzle geometry, including the throat in order to have the same in�ow
conditions, as those that would occur in the wind tunnel. In the computations the �ow
starts subsonic, becomes supersonic in the throat, and is Mach 2 when it reaches the test
section.

inlet

outlet

 Plate

flow direction

throat
Top side

lower side

Figure 4.14: Inner half-pro�le of the wind tunnel

The pro�le of the computational domain is shown in �gure 4.14. The inlet is 17 cm,
the throat is 4.13 cm, and the outlet is 7.45 cm. All the test geometries are placed in
the test section. As can be seen only half of the test section is modeled. This is to
reduce the size of the computational domain. In the simulations a symmetry condition
will be set on the top side of the half channel for proper reproduction of the size of
the windtunnel. In the wind tunnel there is no re�ection symmetry since there is
no roughness on the top side of the channel. However any disturbance that the rough-
ness on the top side of the computational domain generates will not impact the test section.
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The contour of the nozzle was described by a number of points. On �rst inspection these
points make up a continuous contour, but further inspection revealed discontinuities in
the �rst and second derivative of the nozzle contour. These discontinuities make that non
physical-shocks are formed in the test section. These shocks are non-physical since no
shocks can be observed in the experiments.
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Figure 4.15: Tunnel contour (A), First derivate contour (B), Second derivative contour (C)

Figure 4.15 shows the tunnel contour and it's �rst and second derivatives, and a spline �t
to this contour. The start of the test section is at an x position of 331.55 mm in the top
left(A) the tunnel contour is displayed, which at initial inspection has no discontinuities.
The top plot (B) right shows the �rst derivate. Discontinuities appear a 3 locations. The
bottom left plot (C) shows the second derivative also with discontinuities at the same
locations. These discontinuities are problematic since they cause shocks to form in the
computational domain. These shocks are not seen in the wind tunnel and and therefore
the pro�le should be such that these shocks are not produced. To achieve this pro�le a
spline with given break points is used on the original points. The algorithm used to spline
�t the contour is the Scilab implementation of the least squares spline algorithm by C. De
Boor and A.H. Morris, Scilab function lsq_splin. There original code is included in the
NSWC fortran library. Break point given to this algorithm are: [0 95 190 285 380 475 530
665 760 855 950 1045]. It can be seen that the used spline �t is able to make a continuous
transition on the points were the original data shows discontinuities.
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4.6.2 Mesh

A mesh is needed to transform the continuous geometry into a discrete domain on which
the �ow governing equations can be solved.

Three element distribution strategies have been applied to mesh the geometry. The
L48R25, L33R17, L10R17 and L06R17 cases have been meshed with re�nement in front of
the steps in the geometry. Since these geometries are big with respect to the rest of the
geometry set, this was deemed enough. See �gure 4.16 for the mesh distribution in the
L06R17 case.

Figure 4.16: Elements distribution L06R17 case

In �gure 4.16 one can see that the element distribution was chosen such that the number of
elements was more dense at the forward facing step. Due to the chosen element distribution
strategy obtaining a 90 degree angle at the lower bottom required a large number of
elements. Therefore the small deviation from this 90 degree angle in one cell was found to
be acceptable. Since the di�erence between the mesh and a 90 degree angle are small and
the di�erence between the geometry and the mesh applies to one cell it was deemed that
the in�uence of the deviation is small. Also �ow velocities in section are small and therefore
the di�erence will have negligible impact. For the L16R08, full and L06R03 geometries a
multi-stage re�nement of the mesh was chosen.
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Figure 4.17: L16R08 Geometry mesh

Figure 4.17 shows the L16R08 geometry mesh. Three re�nements can be seen. On the top
of the �gures the mesh in the free stream �ow �eld can be seen. The middle of the �gures
shows a re�ned piece of mesh. Near the wall the densest mesh has been applied. For the
geometries with a cavity the shear layer that is formed at the top of the cavity is the most
important part that should be meshed.

Figure 4.18: L33R17C geometry mesh

In �gure 4.18 the mesh of the L33R17C geometry is shown. It illustrates that the biggest
re�nement was produced on top of the cavity, and on the shear layer. The amount of cells
used per simulation is dependent on the simulated roughness pro�le.

MSc. Thesis Hilbert van Pelt



40 Experimental and Numerical set-up

Table 4.4: Mesh Statistics
Stimulation Nodes Elements

Flat plate 1883000 939456
L48R25 1694400 845189
L33R17 4531304 2262325
L16R08 2671300 1332584
L06R03 2998372 1494888
L03R02 - -
Cavity 1352680 939456

L33R17C 2192400 1092264
Full 2348080 1171482

L10R17 1891200 943425
L06R17 3222800 1222776

Table 4.4 shows the mesh statistics. For the L03R02 geometry no converged solution could
be obtained, and therefore the mesh statistics are not displayed. The mesh statistics in
table 4.4 have been obtained by comparing all cases to the �at plate reference case. Grid
convergence of the �at plate reference case was investigated by means of a grid convergence
study.

Simulation Nodes Elements

Coarse 478000 237606
Nominal 1883000 939456

Fine resolution 3690000 1841156
The full shape (test point 9) has not been tested in the wind tunnel due to problems in
the manufacturing of the curvatures in the geometry.

Table 4.5: Grid data �at plate

Table 4.5 shows the three meshes used for determining grid convergence. The main direc-
tion for the increase in the number of cells is the y direction. A coarse mesh, the nominal
mesh, and a �ne resolution mesh. The data is compared on the wall of the test section
for the three cases. To determine if convergence is achieved the di�erence is calculated
between the the coarse mesh, and the �ne resolution mesh, and between the nominal mesh
and the �ne resolution mesh. The di�erence for both cases is de�ned here as:

Difference =
Casemean −Grid Convergancemean

Grid Convergancemean
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Where the data is obtained at the wall of the test section.
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Figure 4.19: Grid convergence study

Figure 4.19 shows the di�erence for the 3 cases considered. Since the di�erences are
calculated with respect to the Grid convergence case the di�erence for this case is zero. A
di�erence that decreases with in increase in the number of elements can be seen. For the
test case mesh the largest error is -0.5 % for the wall shear. It is therefore concluded that
this case has converged. From table 4.4 one can see that the Cavity and L48R25 cases are
the 2 cases that have fewer elements then the �at plate geometry.

A grid convergence simulation was done for the L48R25 geometry to show convergence
within the elements. The �ne grid has 2099200 nodes and 1047489 elements.

Variable Di�erence (%)

Temperature -0.006
Pressure 0.0017
Wall shear -0.7

Table 4.6: Grid convergence L48R25 geometry

Table 4.19 shows the di�erence between the nominal, and �ne grid simulation for the
L48R25 run. As can be seen the largest di�erence is at the wall shear were the di�erence
is -0.7 %. Therefore it is concluded that convergence is achieved.
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Figure 4.20: Temperature lower wall

Figure 4.20 shows the temperature on the lower wall of the �at plate, cavity and L48R25
case. For the cavity it is expected that �ow plate �ow occurs on the �at regions. It can be
seen that this is achieved since the temperature is close to the �at plate value.

For the L48R25 geometry the temperature can be validated in the �rst element since it
involves a expansion fan. Standard analytical results can be used to calculate the temper-
ature jump over the expansion fan, see for example Anderson [26] for analytical relations.
It was calculated that the temperature after the expansion fan should be 0.95T0, which is
the temperature shown in �gure 4.20.

The in�ow conditions show grid convergence and the roughness elements of the L48R25
geometry show grid convergence. The results for the cavity geometry show similarity
with the converged �at plate simulation and all other cases have a denser mesh then the
last mentioned geometries. Therefore the conclusion is drawn that t he simulations have
converged.

Since this is the case it has been concluded that all geometries have converged. Convergence
during a run was achieved by making sure that the change in RMS value of the residuals
went to zero.

Because no wall functions are used, the wall resolution should be high to resolve all �ow
characteristics. For a good wall resolution y+ should be smaller than 1 [3]. See table 4.7
for the average y+ values in the test section. y+ is de�ned as y+ = uτ4n

ν
where uτ is the

friction velocity, ∆n is the distance from the wall to the �rst node and ν is the kinematic
viscosity.
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Table 4.7: Average y+ in test section, RMS x
residue
Stimulation Average y+ RMS x residual

Flat plate 0.2347 4.2e-7
L48R25 0.2347 3.7e-7
L33R17 0.4915 1.0e-6
L16R08 0.0763 5.7e-5
L06R03 0.0777 3.6e-6
L03R02 - -
Cavity 1.6593 1.2e-8

L33R17C 0.1522 5.1e-7
Original geometry 0.1206 4.7e-7

L10R17 0.0961 1.5e-6
L06R17 0.0912 4.0e-7

The average y+ in the current sim-
ulation is 0.35. The y+ varies be-
tween plus or minus 0.1 of the
average value. In table 4.7 the
average y+ values can be seen.
Apart from the cavity geometry all
the geometries have an average y+

value smaller then one. For the
cavity geometry is was noted that
also in the cavity the value of y+

is smaller then one. Outside the
cavity however the �at plate sec-
tions follow the same trend as the
reference geometry, and so it was
deemed not necessary to re�ne the
mesh further. Table 4.7 also shows
the RMS value of the residual in the x direction. This is a measure for the error in the
simulation. As can be seen the errors are small.

4.6.2.1 Entire tunnel mesh As was described in the previous section the CFD will
be done in a geometry, which is described by half of the wind tunnel geometry used for
experiments. As was described the rough wall geometries cannot be put into the wall of
the wind tunnel during the experiments. Therefore an insert was made to hold the test
shapes. A simulation has been made of the geometry as that will be present in the wind
tunnel, see �gure 4.2. See �gure 4.21 for the geometry.
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Figure 4.21: Whole tunnel geometry
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In �gure 4.21 the entire tunnel and half tunnel geometry is displayed. The start point of
the insert is shown The transition point where the geometry changes from a nozzle contour
to a �at plate is displayed. The mesh used in the y direction is a full cosine mesh, meaning
that the size of the elements gets smaller when approaching the wall. This simulation has
been made as a reference to check if the �ow in the half tunnel geometry behalves the same
as the �ow that will be tested in the wind tunnel. Average y+ in the test section is 0.12.
The number of nodes for this model is 1250000, and the number of Elements is 1222776.

4.6.3 Boundary conditions

The boundary conditions on the inlet concerned a total pressure of 3.2 bar, and a total
temperature of 290 Kelvin. At the outlet two boundary conditions where used. At the start
of a simulation a subsonic boundary condition has to be set on the outlet, with a pressure of
0.05 bar. When supersonic �ow was established in the test section, the boundary condition
was switched to supersonic. This procedure was followed since a supersonic boundary
condition with subsonic �ow in the entire domain would mean a crash of the solver. On
the upper-boundary a symmetry condition was imposed. On the lower boundary a no-slip
condition was set.

4.6.4 Models

4.6.4.1 Reynolds Averaged Navier-Stokes equations The equations that where
solved on the grid described above where the Reynolds Averaged Navier-Stokes equations
(RANS). The choice for this set of equations was made since solutions can be obtained
within a reasonable time frame. The full equations can be shown in [12].
When one compares the full Navier-Stokes equations to the RANS equations one will see
that the equations are almost the same, when the variables are replaced by their time-
averaged counterparts. Because of the averaging the equations become dependent upon
the turbulent inertia tensor: u

′
iu
′
j
. This term has the unit of stress, and is therefore called

the Reynolds stress term. This term has to be modeled with a turbulence model.

4.6.4.2 Turbulence In RANS simulations the turbulent �uctuations in the �ow are
modeled by means of turbulence models. Two models have been selected, the shear stress
transport (SST) model [34] and the BSL Reynolds stress model [6] These models serve
two goals. The SST model will be used for all calculation, due to its popularity, and it is
known to give good results under a wide range of circumstances.

The SST model is a 2 equation model eddy viscosity model. At the wall this model uses a
κ−ω approach, which in the free stream a κ− ε approach is used. A κ−ω approach yields
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the ability to integrate the equation to the wall, and the ability to use a low Reynolds
number approach. The κ − ω approach has shortcomings in simulating free stream �ow,
and therefore a κ− ε approach is used in the free stream. Both approaches are combined
with the usage of blending functions.

The shear stress transport model yields good results, but no Reynolds stress information.
To validate the in�ow conditions in the test section knowledge of the Reynolds stress
is preferable, since these can be compared with experimental results. For this goal the
BSL Reynolds stress model (RSM) was chosen. In this model also the Reynolds stress
equations are solved and therefore also the Reynolds stress will be know. The main part
of BSL and SST model are the same up to a limiter on the eddy viscosity which is present
in the SST model, but not in the BSL model. Since the BSL Reynolds stress model was
the only available RSM that combines a κ − ω with a κ − ε approach this model was
taken. The equations for the BSL model can be found in [6].

For the turbulence numerics and the advection scheme the high resolution scheme is used,
see [4] for details.

4.6.4.3 Viscosity and thermal conductivity The viscosity and thermal conductivity
where modeled by means of a Sutherland law [12], see equation (4.3).

µ

µref
≈
(

T

Tref

)3/2
Tref + S

T + S
(4.3)

Equation (4.3) is written down for the viscosity, but is also valid for thermal conductivity,
when using the appropriate constants. The constants used for the viscosity are: Tref =
273 Kelvin, µref is 1.716e-5 N · s/m2, Sutherland constant 111 Kelvin. For the thermal
conductivity the constants are: Tref = 273 Kelvin, kref 0.0241 N · s/m2, Sutherland
constant 111 Kelvin.

4.6.4.4 Materials, and heat transfer For heat transfer the total energy model is se-
lected [5]. This model describes the transport of enthalpy, and takes kinetic e�ects into
account. The model is based upon a turbulent Prandtl number approach. For the total
energy model viscous work was also included. Air is modeled as an ideal gas.
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4.7 Data Reduction

In this report a number of quantities are used for comparison. These include the boundary
layer thickness, momentum thickness, log law constants, and density for the PIV. In this
section there methods of calculation is be discussed.

In the case of the CFD density, velocity and pressure information is available anywhere in
the �ow �eld. For a number of boundary layer parameters density information is needed.
For PIV this is not available, and therefore it has to be computed. To to this a 2 way strat-
egy is employed were �rst the temperature is computed by means of a Crocco-bussemann
relation. A Crocco-bussemann relation for an adiabatic wall is given by:

T = Twad − r
u2

2Cp
(4.4)

Where Twad is the adiabatic wall temperature, see White [12] for details. In equation (4.4)
T is the temperature. Twad is the adiabatic wall temperature, r is the recovery factor, u is
the velocity, and Cp is the speci�c heat at constant pressure. This equation is only valid
for an adiabatic wall. The recovery factor of 0.89 will be used when the used number is
not speci�ed. 0.89 is the Prandtl number for air at room temperature. The speci�c heat
Cp of air is 1004 j/kg/K. With the known velocity distribution from PIV the temperature
distribution can be calculated. To compute the density the perfect gas law is employed:

ρ =
P

RT

For density computations the assumption is made that the pressure is constant though
the boundary layer. This assumption is valid in the case that there are no strong shocks
running through the domain. In �gure 4.22 a pro�le is taken from the CFD information of
the L48R25 geometry. Three lines are shown, the density taken from the CFD, the density
calculated with the above mentioned approach (Crocco-Constant pressure) and the density
calculated with the above mentioned approach, with the di�erence that the pressure is not
taken constant, but varies according with the information from the CFD (Crocco-CFD
pressure).
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Figure 4.22: Density L48R25, at x
Lt

= 0.75

Figure 4.22 shows a pro�le which is disturbed by shocks. It can be seen that the density
taken from the CFD and the density computed with pressure taken from the CFD compare
well. The density computed with a constant pressure does show signi�cant deviations. This
�gure shows the importance of validating the in�uence of shocks on a pro�le before density
calculations are done with a constant pressure assumption.

For the determination of the boundary layer thickness and velocity, the de�nition of δ99

is taken. This means that the boundary layer thickness is de�ned as the distance perpen-
dicular to the surface were the velocity reaches 99% of the mean �ow velocity. As will be
shown later, shock waves make that a number of velocity pro�les show large oscillation.
When a velocity pro�le shows oscillation, the �rst maxima is is taken as the mean �ow
velocity, taking care that this maximum is representative, and lies close to the free stream
velocity. In this report the compressible displacement thickness and momentum thickness
are used:

θ =
∞́

0

ρu
ρ0u0

(
1− u

u0

)
dy

δ? =
∞́

0

(
1− ρu

ρ0u0

)
dy

In the case these quantities are calculated with PIV data, care has been taken to ensure that
the assumption of constant pressure can be used. For the calculation of the friction velocity
a �t is done to the log-law part of the boundary layer. After a van Driest transformation
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[12], a linear �t was done to the log-law region of the boundary layer. In this �tting
procedure the friction velocity could be determined since the value of the van Karman
constant κ was set constant at 0.41.
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Chapter 5

Validation

The acquired solution with CFD may di�er from reality for a number reasons. CFD is a
model of reality, describing it in a set of partial di�erential equations. Errors can occur in
the physical modeling of the phenomenon, and the the discretization of the equations. In
the previous section it was shown that the discretization error is small by means of a grid
convergence study. In the current chapter the computational results will be validated by
means of the experimental results.
The validation will be done in multiple parts. First it will be shown that in�ow conditions
show expected behavior. PIV and CFD will be compared against each other, and against
analytical results. The next section will show that all the results from CFD, Schlieren and
PIV are similar. The results from all 3 techniques will be compared to show that they
produce the same �ow features. Velocity distribution at a number of places will be shown
for 3 geometries, obtained using PIV and CFD. It will be shown that the CFD velocity
distributions compare reasonably well with the PIV results. For the high frequency plates
a mismatch between the CFD and PIV results will also be shown. In the last section the
change in momentum thickness and displacement thickness over the plate will be compared
between CFD and experiments.
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5.1 In�ow

The current section will describe the in�ow conditions in the test section. Four datasets
will be used for the comparison. The experimental data for the entire tunnel geometry
will be compared with the CFD solution with an SST turbulence model. The experimental
data from Zoom 3 will be used. The CFD solution of half the tunnel with a BSL turbulence
model, and with an SST model will also be compared. This allows for comparisons of the
velocity pro�les, Reynolds stresses, shear stresses and it allows for a quanti�cation of the
e�ects of the inserts on the �ow. The velocity pro�les have been taken at a location of
x
Lt

= 0.03. Figure 5.1 shows all the velocity pro�les for the start of measurement section.
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Figure 5.1: Velocity pro�les start test section at x
Lt

= 0.03

The four lines show the experimental results (dark blue), the entire tunnel simulation
(light blue), and 2 simulations of the half domain (red for BSL model, and black for SST
model). The error bars are based on the RMS of the velocity data. The height has been
normalized by the boundary layer thickness, and the velocity has been normalized by the
mean �ow velocity. Both simulations of the half domain show great resemblance. The
entire tunnel simulation shows great resemblance with the experimental results. As can be
seen experimental data deviates from the CFD results near the wall (for y/δ <about 0.1).
But for larger distances from the wall(for y/δ >∼ 0.1) ( 3th data point) the resemblance
with the entire domain simulation is good. It will be shown later that the mismatch
between the experimental results and the entire domain simulation on the one hand, and
the two half tunnel simulations on the other hand, is due to the fact that the entire tunnel
simulation and the experimental results have not fully recovered from the shock at the
start of the front insert. Situated downstream in the test section �gure 5.15 shows a good
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comparison between the computational and experimental results .
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Figure 5.2: Velocity pro�les start test section, log region

Figure 5.2 is a log plot of the velocity data of the PIV and Entire tunnel CFD from �gure
5.1. The �rst PIV data point is at y+ 132.6. Linear behavior of both data sets can be
observed till y+ in the order of 5000. This linear region can be studied in �gure 5.3.
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Figure 5.3: Velocity pro�les start test section, zoom log region

Figure 5.3 shows the a zoom of the linear region of �gure 5.2. Clear linear behavior can
be seen.

The �rst three data points of the PIV close to wall show a deviation with respect to the
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CFD. A explanation for this deviation could be the fact that the interrogation windows
which are used to compute these data points overlap the wall. Hereby the average velocity
in the windows is larger then the local velocity.
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Figure 5.4: Velocity v start test section at x
Lt

= 0.03

In �gure 5.4 one can see the v velocity normalized by the mean �ow velocity. Error
bars are based on the RMS on the velocity. As can be seen the experimental results
do not follow the same trend as the simulations. In the experimental results, and the
entire tunnel simulation the air �ow was �owing over a �at plate, the section where the
�ow could recover from the transition to the front insert. The half tunnel geometry is
following the original nozzle contour of the wind tunnel, and is therefore still expanding.
It can therefore be expected that the results di�er. The entire tunnel simulation and
the experimental results show di�erent behavior. However the di�erences are small in
comparison with the general behavior of the �ow. Therefore we will conclude that in�ow
conditions are properly reproduced by the numerical approach.

In table 5.1 the free �ow velocity and boundary layer thickness can be seen.

Table 5.1: Boundary layer thickness, and mean �ow velocity
Case Turbulence model δ (mm) U0 (m/s)

Entire tunnel Geometry SST 5.37 517.9
Half tunnel geometry SST 6.14 516.0
Half tunnel geometry BSL 6.34 515.9

PIV results - 5.46 511.9
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In table 5.1 the boundary layer thickness δ, and mean �ow velocities U0 are displayed.
What can be observed is that both half geometry simulations are closely related in their
boundary layer thickness and mean �ow velocity. The boundary layer thickness of the full
geometry and PIV measurements are within 0.1 mm of each other. The di�erence in the
mean �ow velocities between the Entire tunnel simulation and the PIV simulation are due
to di�erence in total temperature of the �ow. The total temperature for the CFD was set
at 290 Kelvin, while the total temperature while the total temperature of the �ow is 283
Kelvin is for the zoom 3 measurements. According to calculations the di�erence in mean
�ow should be 4 m/s. With this correction in place the di�erence between the experimental
results and the Entire tunnel simulation amounts to 2 m/s.
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Figure 5.5: u′u′ ,v′v′ (left), u′v′ (right) Reynolds stresses at x
Lt

= 0.03

In �gure 5.5 the Reynolds stresses u′u′, v′v′ and u′v′ are shown. The data has been
averaged over a range of 20.85 mm in the x direction, x

Lt
= 0.03 to x

Lt
= 10.4. The CFD

data concerns the half tunnel geometry with the BSL Reynolds stress model. Klebano�
stresses[31] have also been incorporated for a comparison to a standard boundary layer.
As can be seen from the u′u′ and the v′v′ Reynolds stresses the free stream stresses are
higher than a standard boundary layer. These stresses are also high at the wall. A
number of PIV images show a low level of seeding at the wall, and therefore a decrease in
measurement quality at the wall, which could be the cause for these high stresses. The
u′v′ stresses show a lower value over the entire boundary layer. The PIV measurements
in �gure ?? still show large �uctuations after averaging, indicating that there are large
�uctuations in the measured values. Therefore the Reynolds stresses do not have enough
quality to be used in later processing.

To make a temperature comparison between the experimental and numerical results, tem-
perature data needs to be derived from the PIV results. For this a Crocco-Bussemann
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relations for Tw = Twad can be used, see section 4.7. See �gure 5.6 for the temperature
distribution, normalized with the total �ow temperature.
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Figure 5.6: Temperature pro�les at x
Lt

= 0.03

What can be seen is that there is a small discrepancy between the static �ow temperatures
of all the cases. These di�erences are due to small di�erences between the cases. The
CFD has a di�erent total temperature then PIV. Also there is a small di�erence in Mach
number between the half and whole cases due to the insert which has been places in
the nozzle. In �gure 5.7 the pressure pro�le can be seen, where the pressure has been
normalized by the total pressure.
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Figure 5.7: Pressure pro�le at x
Lt

= 0.03
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It can be observed from �gure 5.7 that there is a di�erence between the half, and whole
tunnel results. It can be seen that there is a small pressure gradient in the solution from
the BSL model. The major gradient is between 4 < y+ < 50. For larger y+ values a small
pressure gradient can be observed. This authors expects the cause to be the implementation
of the coupling between the wall turbulence model, and the free stream turbulence model.

As will be shown in section 5.3 the �ow is still developing for the PIV and Entire tunnel
CFD case. Therefore no steady state pressure pro�le has set in, which is the main reason
for the di�erences between the half tunnel and Entire tunnel CFD. At x

Lt
= 0.5 there is a

good match in the pressure pro�le.

The last comparison on the inlet will be done on the friction coe�cient. For the simula-
tions the friction coe�cient can be obtained directly from the numerical results. For the
experimental data, a �t to the law of the wall has been made to obtain the friction velocity
see section 4.7 for details. In combination with the estimated temperature �eld, and the
assumption of constant pressure, the friction can be calculated.

Two models have also been taken as extra comparison. The models are those from Fernholz
[16] and Cousteix [20]. The Cousteix model can be seen in equation (5.1)

Cf =
0.0172

Re0.2
θ

f 6/5 f (Me) =
Cf
Cfi

(5.1)

Where Cf is the friction coe�cient, Reθ the Reynolds number based on the momentum
thickness and the subscript i stands for incompressible. The fraction of friction coe�cients
is presented in graphical form by Cousteix, see [20]. The Fernholz model can be seen in
equation 5.2.

Cf = 2
ρw
ρe

{
U∗e − U∗1
Ue

[(
1

k
−M

)
ln
( y

∆∗

)
p
−N − 1

k
ln
( y1

∆∗

)]−1
}2

(5.2)

Where:
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M = 4.70, N = 6.74 for : 1.5x103 ≤ Reθw ≤ 105

ln
(
y

∆∗

)
p

= 2.70 for : Reθw ≥ 2x103

1
k
ln
(
y1
∆∗

)
= −2.67− ln (Reθw)

U1

ue
= 0.6 + 0.023Me for : Reθw ≥ 2x103 and : Me ≤ 4.5

U∗

Ue
= φ−

1
2 sin−1

(
2φ U

Ue
−ψ

ψ2+4φ
1
2

)

With:

φ = r Te
Tw

γ−1
2
M2

e

ψ = Taw−Tw
Tw

= 0

Employing all these models, including a Reθ value of 13350 the following values for the
friction coe�cient were obtained:

Table 5.2: Friction coe�cients
Data set Cf × 10−3 (−) Data set uτ (m/s)
Half SST 1.66 Half SST 19.31
Half BSL 1.66 Half BSL 19.3

Entire tunnel 1.70 Entire tunnel 20.52
PIV 1.88 PIV 20.38

Cousteix 1.85
Fernholz 2.01

In table 5.2 all the friction coe�cients and friction velocities can be seen. The friction
velocity has been obtained by �tting the velocity pro�le to the law of the wall with standard
coe�cients. Friction coe�cients were obtained from the measured friction velocity, in
combination with wall density. For the experimental results, a Croco-busemann relation
was used in conjunction with a assumption on constant pressure to calculate the density.
From table 5.2 it can be observed that both the half tunnel value compare well. The
estimations from Fernholz and Cousteix are in agreement with the experimental results.
There are di�erences between the PIV and CFD results. The di�erences occur due to
di�erences between in the friction velocity, and due to di�erences in the �ow density. As
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can be seen the friction velocity di�ers between half geometries, Entire tunnel and PIV.
Di�erences between the Entire tunnel and PIV are small. The di�erence between the half
tunnel and Entire tunnel are due to the di�erences in velocity pro�le as shown in �gure
5.1. The di�erences in calculated friction coe�cient between the PIV and the Entire tunnel
PIV are due to uncertainties in the wall pressure. The wall pressure used to calculate the
density for the PIV is the mean �ow static pressure. For the entire tunnel CFD the
numerical pressure data was used. When computing the friction coe�cient for the PIV
data with the wall pressure obtained from the entire tunnel CFD it is 1.75e − 3, which
agrees well with the numerical result.
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5.2 Comparison of multiple experiments

Three PIV measurements with a large �eld of view where made. The goal of these mea-
surements was to validate that the PIV set up and to serve as comparison between all
undertaken measurements: CFD, Schlieren and PIV.
Measurements where taken of the �at plate, L48R25 and L06R17 geometries to have a
wide range of �ow characteristics. Comparisons where done on velocity distributions, �ow
angles, and density gradients. Measurements where taken in the set-up as described in
chapter 4. The PIV cameras where set-up with an overlap of 3.4 cm in the images to make
sure that the whole �eld is visible.

It will be shown by all the results that there is a good agreement between all measurements,
and therefore in the rest of this report it can be assumed that all the three datasets display
the same �ow behavior.

5.2.1 Velocity �elds

5.2.1.1 Velocity distribution For the measured cases there is PIV data and CFD avail-
able. As has been described in chapter 4 the PIV data does not reach to the wall of the
roughness elements since the laser sheet cannot reach to this position. The experimental
velocity distributions in all the cases are compared with there CFD counterpart on a line
at y

δ
= 0.76 above the surface.
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Figure 5.8: L48R25 Velocity distribution at y
δ = 0.76
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Figure 5.9: Flat plate velocity distribution at y
δ = 0.76
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Figure 5.10: L06R17 Velocity distribution at y
δ = 0.76

Figures 5.8-5.10 show the velocity distributions at a line of constant height.

The velocity is normalized with the free stream velocity, the x axis shows the running
coordinate through the test section, x. The front insert ranges to 25 mm, after which the
�ow transitions to the plate. From 0 to 25 mm the wall is �at, and after 25 mm the �ow
sees a rough surface. At this transition point a big drop in the velocity can be seen. At
this position there are re�ections in the PIV images, which means that the data quality
at this position is poor. As can be seen for the L48R25 case (�gure 5.8) there is good
agreement between the CFD and PIV results. The velocity variations across the shock
match quite well. For the �at case (�gure 5.9) there is a non-smooth transition between
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the insert and the plate, it can be seen that after the re�ection the PIV shows a larger
velocity then the CFD. This corresponds to an expansion wave which is created by this
non-smooth transition. Apart from these �ow features the comparison between the two
curves is good. For the L06R17 case (�gure 5.10) it can be seen that the experimental
data shows a stronger decrease of the velocity than the numerical results show. A possible
reason for this mismatch is that these elements produce such levels of turbulence that the
turbulence model cannot handle this properly. The turbulence model sets a limit on the
turbulence production in order to avoid false turbulence by limitations in the numerical
procedures.
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Figure 5.11: Self consistency PIV measurements, at x
Lt

= 0.05

Figure 5.11 shows a velocity pro�le of the large �eld of view, and zoom 3 PIV data. It
can be seen that the increase in zoom yields a signi�cant decrease in vector pitch. The
�rst 3 measurements show a discrepancy with the Zoom 3 data, after which both datasets
match well. The �rst vectors for the large �eld of of view case overlap the wall, which
makes that these vectors are an overestimation of the actual velocity.

For the L48R25 case the �ow angles have been calculated to show the variation over the
shocks. In �gure 5.12 one can see the �ow angles and line where the velocity data has been
extracted. The �ow angle has been calculated according to atan

(
v
u

)
.

Hilbert van Pelt M.Sc. Thesis



5.2 Comparison of multiple experiments 61

Data extraction line

−50 0 50 100 150 200 250
−6

−4

−2

0

2

4

6

8

x (mm)

Fl
ow

 a
ng

le
 (d

eg
)

PIV data
CFD data

0 50 100 150 200

0

20

40

x (mm)

y 
(m

m
) v (m/s)

-40

-30

-20

-10

0

10

20

30

40

Figure 5.12: Flow angle, Velocity distribution L48R25 geometry

In �gure 5.12 on the top the �ow angles can be seen. On the bottom of the �gure the
distribution of the v velocity can be seen. On the contour plot of the v velocity, from the
experiments the line which has been used to extract the velocity data can be seen. This is
is at a constant y

δ
of 1.37. It can be observed that there is a small discrepancy between the

maxima and minima of the PIV and the CFD. PIV has di�culty measuring the velocity
over a shock since the particles are not imaged as points due to optical aberrations.
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5.2.2 CFD-Schlieren

For comparison between the CFD and the Schlieren measurements a CFD �gure was gen-
erated of the density gradient in the y direction for the the L48R25 case. This �gure
overlapped with the same Schlieren �gure to observe the similarities,

Inflow

Expansion fan Separation point Expansion fan

Element 1 Element 2 Element 3

Insert plate 
transition

Figure 5.13: CFD-schlieren overlap L48R25 geometry

The Schlieren is shown as the black and white features, while the CFD is shown in color.
The �ow is from left to right in the image.
As can be seen on the left side of the image there is an initial expansion from the front
insert to the plate. After this there in an expansion into the �rst element. Here it can
be observed that the regions overlap quite well. The shock position is well predicted by
the CFD, the initial shock shape although deviates from the predicted CFD shapes. The
results for the expansion fan between the PIV and the Schlieren also match well.
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5.3 Velocity cut-outs

As was shown in the previous sections, there is good agreement at the in�ow plane, and on
the general �ow features. In this section it will be shown that the agreement between the
CFD and the experiments also holds for general locations. At a number of locations there
are also discrepancies. A number of velocity cut-outs will be presented for the �at plate,
L48R25, L06R03 and L10R17 cases to give con�dence in the numerical results. As will
be shown in chapter 7 the L06R03 pro�le shows di�erent characteristics then the L48R25
geometry. Therefore it has been added to this section to show how the numerical results
compare to the experimental results. The L10R17 geometry is shown in this section instead
of the L06R17 geometry, which was shown in the last section, to shows that both high
frequency geometries tested show signi�cant deviations with respect to the experimental
results. A pro�le will be shown from both �elds of view, and a pro�le on the end of
the roughness geometry. For the L48R25 geometry the pro�les are chosen in attached
�ow regions, since these regions represent the majority of the �ow �eld. For the L06R03
geometry a pro�le is chosen in an attached �ow region, and in a region just in front of an
separated �ow region. For this pro�le the separated �ow regions occupy a larger region
of the geometry, and therefore the �ow should be validated here. The L10R17 geometry
is completely covered by separated �ow, as will be shown, and therefore 2 locations have
been chosen, at the start and in the middle of an element.
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5.3.1 Flat plate

In section 5.1 a good comparison was found at the in�ow between the numerical, and the
experimental velocity results. Downstream of the in�ow, in the second �eld of view the
comparison is good as well.
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Lt

=0.03 x
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=0.6

Figure 5.14: Locations pro�les �at plate

Figure 5.14 shows the locations of the extracted velocity pro�les. The location of the
in�ow pro�le is at x

Lt
= 0.03, while the pro�le which can be seen in �gure 5.15 is located

at x
Lt

= 0.6.
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Figure 5.15: Flat velocity distribution at x
Lt

= 0.6
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In �gure the 5.15 the comparison between the �at plate half simulation and the experimen-
tal data, and the whole tunnel simulation can be seen. Note that the comparison between
entire tunnel CFD, the experimental and the numerical data has improved at this location
with respect to the in�ow. This suggests that the �ow at the in�ow did not recovered fully
from the shock it endured when �owing over the tunnel insert.

5.3.2 L48R25

Figure 5.16 shows the positions were the pro�les of the L48R25 pro�le have been extracted.
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Figure 5.16: Locations pro�les L48R25

In �gure 5.17 one can see a velocity distribution at an x location of x
Lt

= 0.3 in the test
section.
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Figure 5.17: L48R25 at x
Lt

= 0.3

Figure 5.17 shows the velocity distribution in the middle of the �rst roughness element.
Comparison between the two distributions is reasonable, but for a part of the CFD data
points are outside the error bounds on the PIV data. As was seen in the section on in�ow
the experimental velocity results showed more convex behavior then the numerical results.
What can be seen here is a remnant of the di�erence at the in�ow.

The reader must note here that this pro�le occurs at 0.3Lt before the pro�le shown in �gure
5.15, also this pro�le has been through an expansion wave. Therefore one cannot expect the
same similarity between the experimental and numerical results, as in the previous case.
When going from one element to to a new element one would expect a better comparison
between both, since the shock that accompanies the transition destroys the boundary layer
and start development of a new one, See results chapter 7. In �gure 5.18 the distribution
can be seen at x

Lt
= 0.75.
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Figure 5.18: L48R25 at x
Lt

= 0.75
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What can be observed from �gure 5.18 is that the comparison for this location is now
better. Velocities are well within error bounds, and from 0.6 δ the averages compare quite
well. This location is in the middle of the roughness element, which occurs after the pro�le
from �gure 5.17. In �gure 5.19 the velocity pro�le of the L48R25 geometry can be seen
after it has passed the roughness elements
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Figure 5.19: L48R25 at x
Lt

= 0.92

The experimental results show a lower velocity in the lowest part of the boundary layer in
comparison with the numerical results.
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5.3.3 L06R03

The L06R03 geometry is the smallest geometry that has been tested both the CFD and
PIV.
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Figure 5.20: Locations pro�les L06R03

Figure 5.20 shows a schlieren image of the �ow over the L06R03 geometry, and all the
locations on which velocity pro�les are compared.
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Figure 5.21: L06R03 at x
Lt

= 0.45

Figure 5.21 shows a comparison of the PIV and CFD velocity pro�les at x
Lt

= 0.45. This
location is at the start of an element. A piece of mean �ow has also been plotted here. The
mean �ow varies and therefore the velocity also varies around the 99% free �ow velocity.
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At y
δ
of 0.4 a mismatch between the data can be seen. CFD predicts this expansion wave

higher than the experimental results. Apart from this a good comparison is found between
the 2 data sets.
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Figure 5.22: L06R03 at at x
Lt

= 0.9

Figure 5.22 shows the comparison of the PIV and CFD at an x
Lt

= 0.9. Here the comparison
is less good then in the previous �gure. This pro�le is just before a step. Therefore the
pro�le passes though a shock, and a part of a separation area. Therefore both the PIV
and CFD can be expected to have discrepancies with respect to the actual �ow behavior.
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Figure 5.23: L06R03 at at xLt = 0.95

Figure 5.23 shows the velocity pro�le comparison at x
Lt

= 0.95. Here all the roughness
pro�les have been passed and the �ow is reasonably undisturbed. Both data sets correlate
well with respect to the last �gure.
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5.3.4 L10R17

The L10R17 geometry will be discussed here in stead of the L06R17 geometry to show
that both high frequency geometries show discrepancies with respect to the experimental
results.
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Figure 5.24: Locations pro�les L06R17

Figure 5.24 shows the locations where the PIV and CFD have been compared on the
L06R17 pro�le.
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Figure 5.25: L10R17 at x
Lt

= 0.43
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In �gure 5.25 one can see the velocity distribution at x
Lt

= 0.43. The experimental and
numerical results show a very di�erent behavior. The location is in the middle of a
roughness element.
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Figure 5.26: L10R17 at x
Lt

= 0.9

Figure 5.26 displays the velocity distribution at x
Lt

= 0.9. A match can be seen between
the outer edges of the velocity distribution and the simulation. One can see that the
velocity distributions show a deviation from CFD pro�le. The location of this pro�le, is
in the beginning of a roughness element. Figure 5.27 shows a plot of the velocity pro�les
when the roughness elements have been passed. A good resemblance can be seen with the
numerical results can be seen. In the middle of the boundary layer a de�cit can be seen
with respect to the numerical results.
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Figure 5.27: L10R17 at x
Lt

= 0.97

MSc. Thesis Hilbert van Pelt



72 Validation

5.4 Integral Boundary layer properties

In the previous section a number of velocity pro�les have been presented. To broaden
the evidence base as presented there, the integral boundary properties have been calcu-
lated. The integral boundary properties are the compressible momentum thickness, and
displacement thickness, which are de�ned as:

θ =
∞́

0

ρu
ρ0u0

(
1− u

u0

)
dy

δ? =
∞́

0

(
1− ρu

ρ0u0

)
dy

(5.3)

Equation 5.3 shows the de�nition of the momentum thickness θ, and the displacement
thickness δ?. As can be seen in the previous section the velocity pro�le can be disturbed
due to shocks. Therefore this author de�nes the boundary layer as the �rst maxima as
seen from the wall. In the case of a varying velocity pro�le care has been taken to insure
that this maxima is representative for the �ow �eld and that the free stream velocity lies
close to the undisturbed free stream velocity. For the comparison between the CFD and
the experiments this is not critical since the same procedure should be applied to both
data sets.

To calculate the above mentioned properties from the CFD data two approaches were used,
the density from the CFD calculation itself was used and the density was calculated by
means of a Crocco-Busemann relation with the assumption of constant pressure, see section
4.7 for details. These two approaches are used since the density is also not knows a-priori
for the PIV, were the density was also calculated with a Crocco-Busemann relation. Since
two methods of density calculation are used the di�erences due to the calculation methods,
and the di�erences due to the physics are be identi�ed.

The boundary layer development over the plates should be the same. Therefore the devel-
opment of the above mentioned boundary layer properties in the CFD should match with
the experiments. The data has been taken at a point just after the roughness elements,
to make sure that experimental results are available all the way to the wall. The ratio of
these properties have been calculated between the in�ow and out�ow plane and they are
shown in �gures 5.28 and 5.29. Shows are the properties calculated from the PIV data,
the properties calculated from the CFD data, with the density taken from the CFD (CFD
density:CFD) and the properties calculated from the CFD data whereby the density was
calculated with a Crocco-busemann relation.
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Figure 5.28: Momentum thickness development
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Figure 5.29: Displacement thickness development

In both �gures it can be observed that all geometries except the L10R17 and L06R17
show reasonable agreement. Also both methods of density calculation for the CFD results
show good agreement for all cases. For the L10R17 and L06R17 geometries the di�erences
are signi�cantly larger then the other geometries. In the velocity pro�les, of the L10R17
geometry it could be observed that there is a signi�cant mismatch between the experimental
and numerical result.
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5.5 Summary

From this chapter it can be seen that the in�ow conditions show a not fully developed
boundary layer pro�le. Comparison between the numerical and experimental results on the
in�ow conditions is good. The results for the �at and L48R25 case show a good resemblance
with the numerical data at all tested locations. For the high frequency geometry it can
be seen that there is a discrepancy between the numerical and experimental results. The
experimental results can be seen lagging the numerical results. For the numerical results
except the high frequency cases, the numerical solution is deemed in accordance with
the experimental data, and will hereafter be used to derive results. The high frequency
geometries results will also be used for results gathering, but it must be noted that the
validation was not completely satisfactory.
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Chapter 6

Flow description

In the current section the �ow for each plate will be discussed. The schlieren images, PIV
results and the the boundary layer details, derived from the CFD results will be shown for
each case. For the original geometry no experimental data is available, and therefore the
discussion on the �ow topology will be based on the CFD results for this geometry. For
the L48R25, L06R03 and L10R17 geometry single elements will be shown to discus the
speci�c �ow in the element. In this chapter the standard convention that the �ow �ows
from left to right is upheld in all �gures. In all �gures where PIV results are displayed the
Zoom level is shown, see chapter 4 for speci�cations. For a review of the shapes the reader
is referred to chapter 3. Also shown are the distribution of the boundary layer thickness,
shape factor and wall temperature. The boundary layer thickness and shape factor have
been normalized by there values at the start of the test section. The wall temperature has
been normalized by the theoretical �at plate adiabatic wall temperature of 275 Kelvin.
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6.1 Flat plate
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Figure 6.1: Flat plate Schlieren image

Figure 6.1 shows the Schlieren image of the �at plate. All of the �ow structures that
can be seen have been generated upstream. Number 1 is generated by a screw hole, just
upstream of the nozzle. Number 2 is generated by the leading edge of the insert that has
been inserted into the �ow. Shock number 3 is generated by screw holes in the top nozzle
block. Shocks 4 are the front and back part of the screw holes in the insert. Expansion
wave number 5 is from the height di�erence between the front piece and the insert.
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Figure 6.2: PIV results, Zoom 3, Flat plate v velocity

Figure 6.2 shows the experimental results for the v velocity. Due to the fact that this is
a �at plate �ow no noteworthy �ow phenomenon can be seen except the transition from
front insert to plate. Due to manufacturing di�culties no smooth transition was achieved
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here. Therefore an expansion wave can be observed at the transition point, which occurs
around 25 mm in x direction.
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Figure 6.3: Flat plate wall and boundary layer properties

Figure 6.3 shows the results of the CFD calculations of the boundary layer thickness(upper
panel),the shape factor(central panel), and the wall temperature (bottom panel) of the
�at plate plate section. Due to in increase in Reynolds number the boundary thickness
can be seen growing through the test section. The constant shape factor can be attributed
to a stable boundary layer pro�le. Wall temperature remains constant, as can be seen.
For a detailed explanation on the variation of the boundary layer thickness over a �at
plate a textbook can be consulted, for example White [12].
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6.2 L48R25

Figure 6.4: L48R25 Schlieren image

Figure 6.4 shows the Schlieren image of geometry L48R25. The disturbances in the �ow
show similar patterns as the �at plate picture, discussed previously. Noteworthy is here
that the transition between the frontal part of the insert, and the plate is non-smooth.
The �rst expansion wave that is visible, is the wave that originates at the transition from
the frontal plate to the insert. The second expansion wave visible is the expansion into
the �rst element. When approaching the step there is separation of the �ow, and the
formation of a shock, see �gure 5.13 for a detailed description of the �ow phenomenon. It
can be observed that the boundary layer thickness has a minimum just after the shock.
There is a recirculation region just after the shock, and in front of the step. The same �ow
topology can be seen in the next two elements. A growth of the boundary layer thickness
can also be observed when moving over the elements.
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Figure 6.5: PIV results, Zoom 1, L48R25 v velocity
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Figure 6.5 shows the PIV results for the L48R25 geometry. The �gure displays the dis-
tribution of expansion waves, and shocks , which are caused by downward �ow into the
element, and the upward �ow in front of the step.
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Figure 6.6: Zoom L48R25 element �ow, u velocity

Figure 6.6 shows a zoom of the second to last element of the L48R25 geometry. An
expansion fan can be seen which makes that the �ow transitions onto the new element.
A large section of �at �ow is visible. At the separation point a shock and shear layer are
visible. At this point a separation vortex is initiated in front of the roughness element.
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Figure 6.7: L48R25 geometry wall and boundary layer properties
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Figure 6.7 shows the boundary layer thickness, shape factor and the wall temperature
of the L48R25 geometry. The boundary layer thickness increases at the locations of the
elements. The shape factor decreases in the roughness elements to a value of almost zero.
Due to the separation of the �ow, the air in the elements goes to an almost standstill,
and therefore the temperature approaches the total temperature. In the boundary layer
thickness a jump can be seen around x=190. At this point the �ow will exit the last
element. Here the �ow will have to develop a new �at plate boundary layer, and it goes
through an expansion fan. Therefore a large boundary layer thickness can be seen.
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6.3 L33R17

Figure 6.8: L33R17 Schlieren image

Figure 6.8 shows the Schlieren image of the L33R17 geometry. Again there is a non-smooth
transition between the front insert to the plate. When the �ow has reached the roughness
elements the same series of expansion wave, shock wave, separated �ow can be observed,
equal to what can be seen in �gure 6.4. Therefore it can be concluded that the overall �ow
topology is comparable to the L48R25 geometry.
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Figure 6.9: PIV results, Zoom 1, L33R17 v velocity

Figure 6.9 shows the v velocity of the L33R17 geometry. As can also be observed in the
Schlieren image there are still distinct �ow patterns emerging. The shock waves at the
faces of the roughness elements are still clearly distinguishable.
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6.4 L16R08

Figure 6.10: L16R08 Schlieren image

Figure 6.10 shows the Schlieren image of the L16R08 geometry. At the step positions
individual �ow features can still be seen. The size of the disturbances is decreasing with
respect to the L33R17 geometry (�gure 6.8 )
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Figure 6.11: PIV results, Zoom 1, L16R08 v velocity

Figure 6.11 shows the v velocity if the L16R08 geometry. Noteworthy is that the strength
of the shocks is decreasing with respect to the L33R17 geometry (�gure 6.9).
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Figure 6.12: L16R08 geometry wall and boundary layer properties

Figure 6.12 shows the properties of the L16R08 geometry. An increase in boundary layer
thickness and wall temperature is visible over the elements. The separation inside the
elements is less then inside the L48R25 and L33R17 geometries, which can be seen because
the shape factor does not change with the same magnitude as the previous cases.
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6.5 L06R03

Figure 6.13: L06R03 Schlieren image

Figure 6.13 shows the Schlieren image of the L06R03 case. When one moved down the
plate in stream wise direction it can be observed that the expansion waves coming out
of the elements are still visible but the shocks become less visible. As will be shown in
chapter 7 this is due to the deceleration of the �ow. As will also be shown in chapter 7 a
stable boundary layers forms on this geometry.
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Figure 6.14: PIV results, Zoom 1, L06R03 v velocity

Figure 6.14 shows the v velocity of the L06R03 geometry. A decrease in shock strength is
visible with respect to the L16R08 geometry (�gure 6.11).
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Figure 6.15: Zoom L06R03 element �ow, u velocity

Figure 6.15 shows zoom of the second to last element of the L06R03 geometry. When
compared to to the L48R25 a smaller separation size can be seen. Also no dominant �ow
phenomenon can be observed.
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Figure 6.16: L06R03 geometry wall and boundary layer properties

Figure 6.16 shows the L06R03 properties. What can be observed is that the boundary
thickness �uctuations become less than in the previous cases. The shape factor �uctuates
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with the frequency of the roughness elements, but the amplitude of the �uctuations is
small, which indicates a small in�uence of the roughness elements on the �ow.
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6.6 L03R02

Figure 6.17: L03R02 Schlieren image

Figure 6.17 shows the Schlieren image of the L03R02 geometry. A large expansion wave
can be seen coming from the from of the front of the plate. When the �ow has reached the
roughness elements, small shocks still emanate from the roughness elements. It must be
noted that the shocks that come from the roughness elements are weaker, certainly with
respect to the upstream disruptions.
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Figure 6.18: PIV results, Zoom 1, L03R02 v velocity

Figure 6.18 shows the v velocity of the L03R02 geometry. This is the smallest geometry
tested. In relation to the schlieren image, the same phenomenon can be seen. The shocks
in the far �eld are visible, but weak. At the wall the individual shocks are very small and
therefore individual shocks are hard to recognize.
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6.7 L33R17C

Figure 6.19: L33R17C Schlieren image

Figure 6.19 shows the schlieren image of the L33R17C geometry. Comparing the Schlieren
image of the L33R17 geometry (�gure 6.8) and the current image a comparable �ow �eld
can be observed. The main di�erence being that the cavity induces is a local di�erence.
The point where the �ow separates in the element is close to the base of the shock. It
can be therefore be observed that the �ow separated before the cavity, and therefore the
velocities in the cavity will be relativity low.
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Figure 6.20: PIV results, Zoom 1, L33R17c v velocity

Hilbert van Pelt M.Sc. Thesis



6.7 L33R17C 89

Figure 6.20 shows the v velocity of the L33R17C geometry. In the external �ow geometry
no notable changes can be observed in comparison with the L33R17 geometry which does
not have a cavity, (�gure 6.9).
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Figure 6.21: L33R17C geometry wall and boundary layer properties

Figure 6.21 shows the properties of the L33R17C geometry. The results for the boundary
layer thickness, the shape factor, and the wall temperature are very similar to those of the
L33R17 geometry, also implicating that the in�uence of the cavity is minor.
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6.8 Cavity

Figure 6.22: Cavity Schlieren image

Figure 6.22 shows the Schlieren image of the cavity �ow. As in all the plates there is
a relative large expansion wave at the start of the plate due to the transition from the
insert to the plate. The cavities produce relative small disturbances that travel though the
domain. The boundary layer thickness does not show clear changes in thickness.

Figure 6.23: PIV results, Zoom 2, Cavity v velocity

Figure 6.23 shows the v velocity of the cavity geometry. The disturbances that the
elements generate are small, even with respect to the downstream transition of the plate
to the insert (205 mm).
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Figure 6.24: Cavity geometry wall and boundary layer properties

Figure 6.24 shows the cavity properties. The shape factor, and the boundary layer thickness
show discrete jumps. This is due to the fact that boundary properties are determined from
the wall position upward. Therefore in the cavities the measurement of the boundary layer
thickness starts at a lower level then outside of the cavity. Apart from the discrete jumps
the boundary layer does develops as a normal boundary layer. The cavities them-selfs are
stagnation regions in the �ow, and therefore the wall temperature increases.
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6.9 Original Geometry

The original geometry was simulated with CFD to validate the assumption that the original
geometry will yield a forward facing step and a cavity �ow.

�

Figure 6.25: Original Geometry u velocity

Figure 6.25 shows the u velocity of the original geometry. Due to con�dentiality reasons x
and y values have been removed from the axis. A picture similar to all the forward facing
step geometries that have been presented before can be seen. The elements show a shock
wave-expansion fan train. First the �ow expands into the elements, after which the �ow
separates to �ow over the roughness element. From the zoomed section it can be seen that
separation occurs on the �at part of the pro�le, and before the �ow turns into the cavity.
A contour plot for a single element is shown in �gure 6.26.
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u/U0

Separated Zone

Recirculation Zone

Figure 6.26: Original Geometry, individual element.

Figure 6.26 illustrates the �ow in one of the elements. Important to observe in the picture
is the directions of the �ow. The top, large recirculation region can be attributed to
the forward facing step. In the region originally attributed as cavity there is a second
recirculation zone. Velocities in this region are small (in the order of 1 m/s). Therefore
it is concluded that main �ow features are caused by the forward facing step part of the
geometry.
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6.10 L10R17

Figure 6.27: L10R17 Schlieren image

Figure 6.27 shows the Schlieren image of the L10R17 geometry. On this plate the frequency
of the elements has been increased. A clear and growing boundary layer can be observed.
Light expansion fans turning into each element can also be seen.

u=0 line

Figure 6.28: Contour plot element L10R17 geometry

Figure 6.28 shows the contour plot of the u velocity of a single element, also the u=0 ISO
line has been added to the �gure. It can be observed that separation occurs early in the
element.
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Figure 6.29: Velocity vectors L10R17 geometry

Figure 6.29 shows the velocity vectors of the L10R17 geometry. The velocity behavior of
a free shear layer can be seen [10]. At the wall reverse �ow occurs. It will be shown in
chapter 7 that because of this shear layer the velocity gradients at the wall are very small,
and therefore the viscous drag is negligible.
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Figure 6.30: PIV results, Zoom 2, L10R17 v velocity

Figure 6.30 shows the v velocity of the L10R17 geometry. From this data it can be observed
that there is a large boundary layer growth when �owing downstream over the elements.
Individual features emanating from individual elements cannot be seen anymore.
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Figure 6.31: L10R17 geometry wall and boundary layer properties

Figure 6.31 shows the properties of the L10R17 geometry. The boundary layer thickness
shows a �uctuating pattern associated with the elements in the plate, and a weak but
steady increase. The �uctuations over the elements decrease when running over the plate.
The same can be seen when looking at the Shape factor and the wall temperature.
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6.11 L06R17

Figure 6.32: L06R17 Schlieren image

Figure 6.32 shows the Schlieren image of the L06R17 geometry. Downstream on the plate it
can be seen that the shocks emanating from the boundary layer are negligible. Furthermore
a clear boundary layer growth can be observed. This geometry has the same separated
�ow regions in the element, as the L10R17 geometry.
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Figure 6.33: PIV results, Zoom 2, L06R17 v velocity

Figure 6.33 shows the v velocity of the L06R17 geometry. As in the L10R17 case, no
individual �ow phenomenon are observed.

MSc. Thesis Hilbert van Pelt



98 Flow description

x axis (m)

y 
ax

is
 (m

m
)

0.182 0.184 0.186 0.188 0.19 0.192 0.194

7

6

5

4

3

2

1

0

-1

-2

x 10−3

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Figure 6.34: Zoom L06R17 element �ow, u velocity

Figure 6.34 shows a zoom of the last elements of the L06R17 geometry. The absence of
individual �ow phenomena is clearly visible. The shear layer can be seen clearly, velocities
inside the elements are small.
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Figure 6.35: L06R17 geometry wall and boundary layer properties

Figure 6.35 show the properties of the L06R17 geometry. From the initial expansion the
variations in the boundary layer thickness are minor. The same behavior can be observed
with the shape factor, and the wall temperature.
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6.12 Summary

From the results presented in this Chapter multiple observations can be made.
The L48R25, L33R17 and L16R08 geometries show a similar �ow topology. Since the
elements are long there is a piece of undisturbed �at plate �ow. When the �ow approaches
an elements it separates, and a shock wave forms. When the �ow has passed the element
it expands into the next element with an expansion fan.
For the L06R03 and L03R02 geometries a boundary layer on top of the rough geometry
can be observed.

For the L10R17 and L06R17 geometries cavity �ow formation can be seen. The distance
between the crests of the elements is small, and therefore the �ow has no opportunity to
attach inside an element. Therefore there is a region of separated �ow inside the elements,
and the main boundary layer is on top of the elements. For the L33R17C a comparable
�ow �eld can be seen to the L33R17 �ow �eld. The results from the cavity assist in this
assessment, since the disturbances caused by the cavity are minimal.
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Chapter 7

Analysis

In this section the analysis of the results presented in chapter 6 are discussed. The drag
forces and heat transfer are presented �rst. The tested �ows are divided into 3 types
based on the separation mechanisms. For each type of roughness a modeling approach is
presented for the drag and heat transfer.

7.1 Forces

The roughness elements as presented have been been shown to in�uence the �ow (chapter
6) and thus also the wall shear, and heat transfer. The forces and the heating that are
generated will be discussed in the nest two sections, based on the numerical data. The
total force on the elements is calculated by an integration of the pressure and shear data
on the wall.

7.1.1 Wall integration

The forces acting on the wall are caused by the pressure, and the wall shear. Both are
available from from the numerical results. Integration of these forces along the wall will
yield the total force on the wall. As the roughness of the surface consists of a series of
elements the forces were calculated for a single roughness element.

See �gure 7.1 for the force calculation.
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L
R

P1avg
P2avg

k
Pres

ds

Figure 7.1: Element force breakdown

Figure 7.1 shows a model of a forward facing step. To calculate the total force on these
elements the average pressure on the side with length L was calculated to be P1avg, and
the average pressure on the side with length R was calculated to be P2avg. The resultant
pressure is then Pres. The total force on this element can then be calculated

Ftot = Pres ∗ k + Fviscous = (P2avg − P1avg) k +

L+Rˆ

0

τxds (7.1)

The drag force given by equation (7.1) depends on the roughness height k, the di�erence
in pressure and the line integral of the friction in the x direction τx.

The drag force on the wall is then obtained by applying equation (7.1) on all the elements
on the wall. The drag force can be subdivided into a pressure and viscous term, which
represent the force due to the pressure, and due to friction. See �gure 7.2 for the friction
coe�cient based on the drag force for all the geometries.
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Figure 7.2: Drag coe�cient Roughness geometries

Figure 7.2 shows the friction coe�cients for all the geometries. The three di�erent lines
illustrate the e�ects of variation in size (red), of variation in frequency (blue), and the
variation in shape (green). The �rst three data points of the red curve show a linear
decrease in friction coe�cient with the k+. From the L16R08 to the L06R03 geometry
the decrease is larger. The cavity shows an increase in friction with respect to the �at
plate. The frequency variation, show an increase in k+ for a decrease in the length and a
decrease in friction.

To investigate which phenomenon has the strongest e�ect on the drag, the friction
coe�cients have been plotted for the force components generated by the pressure, and by
the wall shear.
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Figure 7.3: Drag coe�cients due to pressure and wall shear
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Figure 7.3 shows the drag coe�cients due to the pressure and viscous force. Noteworthy is
that the force coe�cients due to the pressure are much larger then those due to the viscous
forces. Thus the total forces are dominated by the pressure forces. Interesting to note is
also that the viscous forces in the L10R17 and L06R17 geometries are close to zero. This
is due to the fact that the �ow between the elements separates, and therefore the wall sees
a separated �ow which is traveling much slower, than the mean �ow.
With the method as presented the force is calculated for each individual element. To
calculate the drag force a sum is taken over all individual elements.
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Figure 7.4: Drag distributions L48R25 and L06R03 geometries

Figure 7.4 shows the force distributions on the elements of the L48R25 and L06R03 ge-
ometries. The x locations have been taken at the mid-point of each element.

A continuous decrease in the drag can be seen.
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Figure 7.5: Drag distribution L06R17 geometry

Figure 7.5 shows the distribution of the pressure force for the L06R17 geometry. Again
a continuous decrease can be seen. The last elements show a stronger decrease to the
drag distribution than in the middle of the plate. The force is dependent on the �ow
Mach number. A stronger decrease of the velocity in the boundary layer could explain the
current behavior.
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7.2 Heat transfer

When there is no heating or cooling in a wall bounded �ow, the wall temperature is driven
by the �ow temperature, and attains the so-called adiabatic wall temperature. When the
�ow has reached the adiabatic wall temperature there will be no heat transfer. On the
other hand, when active control over the wall temperature is maintained, the temperature
will di�er from the adiabatic wall temperature, causing heat transfer. In the present study
the in�uence of the roughness elements was studied at a wall temperature higher, and lower
than the adiabatic wall temperature respectively. The adiabatic wall temperature is given
by

Twad = Te + r
U2
e

2Cp
(7.2)

Equation (7.2) is the Crocco-Busemann relation for T = Te, U = Ue , see section 4.7 for
details. As can be seen the adiabatic wall temperature Twad depends on the static temper-
ature of the �ow, Te, the recovery factor r, the velocity outside the boundary layer Ue and
the speci�c heat at constant pressure Cp. For the adiabatic wall temperature distributions,
see chapter 6. To test the heat transfer the choice was made to acquire numerical data of
the �at, L48R25, L06andR03 and L06R17 geometries at a wall temperature of 0.5, and of
1.5 times the adiabatic wall temperature respectively. The �at plate adiabatic wall tem-
perature is 275 kelvin and therefore the test wall temperatures are 137.5 and 412.5 kelvin
respectively. Heating is commonly described by Newtons law of cooling

q = h ∗ (Tw − Twad) (7.3)

Equation (7.3) relates the heat �ux q via a the heat transfer coe�cient h to the di�erence
between the wall temperature Tw and the adiabatic wall temperature Twad. The adiabatic
wall temperature varies with location. To evaluate the average heat transfer coe�cient, a
weighted average should be done on the local heat transfer coe�cient. For the total heat
transfer the sum on all heat transfers is required. Both are given by

Q̇ =
Ltot´

0

q (s) ds

havg = 1
Lt

Ltot´
0

q(s)
Tw−Twad(s)

ds

(7.4)
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In equation (7.4) the total heat �ux Q̇, is given by the integral of the local heat �ux over the
surface. For the average heat �ux the local heat transfer coe�cient is calculated, and then
averaged. The local adiabatic wall temperature was taken from the adiabatic numerical
data.

k+

Q
(w

)

0 200 400 600 800 1000 1200
1

1.2

1.4

1.6

1.8

2

2.2
x 104

flat

flat

Twall=137.5 Kelvin
Twall=412.5 Kelvin

L06R03
L48R25

L06R17

L06R03

L48R25

L06R17

0 200 400 600 800 1000 1200
0.95

1

1.05

1.1

1.15

1.2

1.25

flatflat

k+

Twall=137.5 Kelvin
Twall=412.5 Kelvin

Q Q
fl
a
t

L06R17

L06R17

L48R25

L48R25
L06R03

L06R03

Figure 7.6: Total heat �ux magnitude (left), normalized total heat �ux (right)

Figure 7.6 (left) shows the absolute total heat �ux for the cooled, and the heated wall.
Figure 7.6 (right) shows heat �ux normalized by the �at plate heat transfer. The heat
�ux for the cooled wall is negative since the �ow heats the wall is this case. In the heated
case the wall heats the �ow, and the heat transfer is positive. A number of phenomena
can be observed. The absolute heat transfers do not have the same value for the heated
and cooled case. This is due to the fact that the boundary layer grows, by which the heat
transfer reduces[25]. Due to the change in boundary layer thickness k+ changes. Between
the heated and cooled case, the distribution of the heat transfer coe�cient changes.

In �gure 7.6 (right) it can be seen that the data for the L48R25 geometry is di�ers little
between the heated and cooled wall. This can be explained since this geometry is dominated
by �at plate heat transfer, see section 7.6. Therefore we can conclude that changes in wall
temperature have little e�ect on the relative heat transfer in geometries whereby the heat
transfer is dominated by the �at plate heat transfer. As will be shown in section 7.6, the
L06R03 geometry shows little �at plate regions, therefore the changes in heating are larger.
As will be shown in section 7.6 for the L06R17 geometry the heating in in�uenced by the
shear layer on top of the element, and not by the wall bounded �ow. Therefore in�uences
are larger then the other cases.
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Figure 7.7: Average heat transfer coe�cients, Variable Twad (A), Constant Twad (B)

Figure 7.7 shows the average heat transfer coe�cients. In sub �gure A the standard
de�nition as shown in equation (7.4) is employed. Since the distribution Twad (s) is not
always know, the heat transfer has also been calculated with a constant adiabatic wall
temperature of 275 Kelvin. As with the absolute heat �ux it can be seen that the cool wall
shows a larger heat transfer coe�cient, then the heated wall. Interestingly The L06R16
geometry shows a relative large heat transfer coe�cient for the heated wall, while it is
relatively low for the cooled wall. The main reason for this relative change is the high
adiabatic wall temperature. This makes that the driving temperature di�erence is relatively
high for the cooled wall, and relatively �ow for the heated wall. This makes that although
the heat �ux is relatively high in both the heated and cooled wall, the heat transfer
coe�cients, varies.

Calculating the heat transfer with constant adiabatic wall temperature yields variations
in the value of the heat transfer coe�cient, since the value of the driving temperature
di�erence changes.

It can be seen that the there is a relative shift in the geometries with respect to �gure 7.6.
This shift is larger then the shift in the adiabatic wall temperature since the wetted area
of the geometries is included following equation (7.4).

The heat transfer that is observed is convective heat transfer, which is a viscous phenomena.
Therefore it would be expected that for attached �ows the heating scales with the viscous
shear. It can be seen that for the L48R25 case the total heating is larger then for the L06R03
case, which complies with this assessment. The heat transfer does not scale exactly the
same as the vicious shear while in the L06R03 case other mechanism also play a role. As
will be shown in section 7.6 the heat transfer scales with the total drag. Because of this
change there is little di�erence between the heat �ux of the L48R25 and L06R03 geometries.
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For the L06R17 case it was shown that a cavity type �ow exist. Therefore the heating is
governed by di�erent phenomena. The viscous shear is negligible for the L06R17 case, but
as will be shown in section 7.7 the pressure drag for the geometry is balances by a viscous
shear in the shear layer. This shear layer makes that the heating is coupled to the total
drag and therefore the heating is larger then the other cases.
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7.3 Boundary layer development

Roughness elements disturb the boundary layer. As was discussed in chapter 2, �ow over
rough walls with elements under a certain height can still be characterized as a boundary
layer �ow. As has been discussed in section 7.1 all elements display a pressure drag that
is on average a factor 10 larger then the viscous drag and which is, hence the dominant
contribution to the surface drag of the rough plate. To model this pressure drag, and to
reproduce the heating results a model has to be derived. A starting point is the determina-
tion if the �ow can be modeled as a boundary layer �ow, or as an element �ow. The choice
between boundary layer �ow and element �ow will be made on the basis of the change in
boundary layer properties over the roughness element. This change in properties will be
the basis of the decision into which class the elements should be positioned.

For the determination of criteria to divide the elements into a boundary layer �ow, or an
element �ow it is import to discuss the when a pro�le can be called a boundary layer pro�le.
For a pro�le to be deemed a boundary layer pro�le the log law region must remain present
and any in�uence should be a shift in the pro�le. For this to be the case any disturbance
should be small enough to make sure that the log law does not change. Therefore if a
�ow is deemed a boundary layer �ow over a rough wall the roughness elements will induce
small disturbances to the mean pro�le and therefore the pro�le by approximation will react
similarly to each roughness element. Because a boundary layer grows the in�uence of the
roughness will decrease and therefore a decrease of the change in boundary layer properties
over the elements can be expected when moving downstream. An increase in the change
of boundary layer properties when moving over roughness elements is impossible though.
In this section the boundary layer thickness will be shown, and the change in boundary
layer thickness when moving over the roughness elements. If this change in boundary layer
thickness grows it will be concluded that the �ow behaves as an element �ow, while is the
change decreases an boundary layer �ow will be assumed.

Figure 7.8 shows the boundary layer development for the L33R17 geometry. A similar
behavior is obtained for the L48R25 geometry and the original geometry.
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Figure 7.8: Boundary layer thickness development L33R17

The top panel of �gure 7.8 shows the development of the boundary layer thickness through
the test section. The bottom panel shows the di�erence between the maxima and minima
of the boundary thickness distribution. The di�erence between the maxima and minima
grows with the position in the test section. If the �ow over these elements could be
treated as a boundary layer �ow the di�erence between the maxima and minima should
not increase since this indicates non-stable behavior. Therefore this �ow is not a boundary
layer �ow.
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Figure 7.9: Boundary layer thickness development L16R08 case
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Figure 7.9 shows the boundary layer development over the L16R08 geometry. The
boundary layer development in �gure 7.9 shows a varying pattern with places where the
disturbances of the roughness elements die out, and there are places where the di�erence
in the boundary layer thickness increases. From �gure 7.9 no clear statement can be made
on the development of the boundary layer.
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Figure 7.10: Boundary layer thickness development L06R03 case

Figure 7.10 shows the boundary layer development over the L06R03 geometry. The changes
in boundary layer thickness over the elements decreases in the test section. Therefore this
is a boundary layer �ow.

It was shown in chapter 6 that the cavities in the wall had very little impact on the
boundary layer thickness, and also the over all �ow �eld. For the L33R17C case it was
seen that the main �ow had already separated before the cavity, and therefore the �ow
�eld was similar to that of the L33R17 geometry.

Figure 7.11 shows the boundary layer thickness distribution of the L06R17 geometry. A
similar behavior was found for the L10R17 geometry.
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Figure 7.11: Boundary layer thickness development L06R17 case

Figure 7.11 shows that after the initial boundary layer growth due to the transition from
rough to �at plate, the boundary layer quickly sets into an equilibrium state, where the
boundary layer disturbances do not grow. Therefore the conclusion is drawn that �ow is a
boundary layer �ow.

In summary the L48R25, L33R17 and L33R17C case show a growth in roughness e�ect in
the test section, the more elements that were passed the bigger the e�ects become. This
behavior does not suit the behavior of a boundary layer over rough elements, and therefore
it must be concluded that this is not a boundary �ow over rough elements. The L16R08
case does not display a clear growth or decay. The L06R17, L10R17 and L06R03 case
display convergence to a stable boundary layer �ow.
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7.4 Boundary layer modeling

To validate if the �ow at the wall behaves as a boundary layer, a boundary layer model
will be �tted to velocity data.

The standard law of the wall is given by

u+ =
1

κ
ln(y+) +B (7.5)

After some rewriting we obtain

u+ =
1

κ
ln
(y
k

)
+

1

κ
ln
(
k+
)

+B =
1

κ
ln
(y
k

)
+Brough

(
k+
)

(7.6)

Equation (7.6) shows the rough walled form of the law of the wall, see chapter 2 for details.
According to I. Tani [19] the constant Brough goes to 8 for a value of k

+ larger then 70.

If the current geometries show a behavior where Brough has a value close to 8 it can be
seen as a con�rmation that the boundary layer is a rough walled boundary layer. To check
the behavior of the geometries tested equation 7.5 was �tted to all calculated boundary
layer pro�les over the roughness elements. uτ and Brough were calculated simultaneously
in the �tting procedure. This procedure yielded a Brough distribution over the roughness
elements. The average of this distribution are shown in �gure 7.12.
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Figure 7.12: Law of the wall constant Brough
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Figure 7.12 shows the average value of the constant Brough for the di�erent geometries.
For the L06R03 and L16R08 geometries the average value of Brough lies close to 8. For the
L33R17 and L48R25 geometries Brough attains a value close to 13. The L10R17 and L06R16
cases show a value of Brough of about 2. As was shown the cavity geometry produces a �ow
that is similar to the �at plat since the disturbances by the cavities are very small. The
value of Brough for the cavity is large with respect to the rest of the test points because
applying this model to that �ow, is equivalent to �tting a �at plate �ow with this law of
this wall. Fitting a �at plate �ow with this model is impossible since the model will result
in in�nity, due to zero roughness height.

Interesting to note is that the Brough value of the L33R17C geometry is di�erent from the
Brough value of the L33R17 geometry because of the di�erent k

+values of both geometries.
The B values of both di�er by 1.25. This again shows that the in�uence of the cavity is
minor.
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Figure 7.13: Wall pressure L48R25 geometry

Figure 7.13 shows the wall pressure on the L48R25 geometry. The L33R17 geometry
displays the same behavior. It can be observed that the e�ects of the roughness elements
are discrete. There is an expansion of the �ow into an element which results in a rapid
decrease in pressure. Then a section of unin�uenced �ow over which the pressure varies
only little, after which the �ow begins to 'feel' the in�uence of the step and the pressure
starts to rise. Due to the discreteness of the roughness element in�uence, the unsteady
boundary layer behavior and Brough values that are almost the same for the L48R25 and
L33R17 geometries. The conclusion can be drawn that these geometries belong to a class
of geometries with large roughnesses.
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Figure 7.14: Wall pressure L16R08 geometry

Figure 7.14 shows the wall pressure of the L16R08 geometry. It can be seen that the
behavior of the pressure of the elements changes. In the �rst element there is plat plate
behavior, while in the last element, this cannot be clearly distinguished. Most elements
in the pressure distribution do show �at plate behavior. For a stable boundary layer
all elements should show a decrease in disturbances when traveling over the roughness
elements. Since there are elements where the �ow shows an increase in disturbances the
L16R08 case should be placed in the same class as the L33R17 and L48R25 geometries.
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Figure 7.15: Wall pressure L06R03 geometry

Figure 7.15 shows the wall pressure of the L06R03 geometry. It can be seen that in the �rst
element, �at plate behavior is distinguishable, but in the elements thereafter a continuous
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variation of the wall pressure can be observed. Because di�erent behavior with respect to
the L48R25 geometry is observed, the L06R03 geometry represents a class of geometries
where the roughness heights are small.

To have a better understanding of why these classes are as they are one should observe
the separation phenomenon. In the long step geometries separation is driven by the steps.
Figure 7.16 shows a density gradient plot of the �ow around the L06R03 geometry.

Figure 7.16: Density gradient L06R03

In the �rst elements of the L06R03 case it can be seen that a shock and expansion train
exists. But later on the velocity has decreased by to a value that no shock is produced and
there is only a small separated region in front of the elements. This can be understood
when one observes �gure 7.15, the wall pressure increases continuously, and therefore the
separation cannot be large, otherwise this could be observed. In the L48R25 case, the
in�uence of the step starts at a distinct point, meaning that the separation mechanism is
stronger.

In the L10R17 and L06R17 case the elements are not long enough to gain reattachment
in the element. Therefore they represent a special case where separation in the elements
dominates.
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7.5 Class determination

It was shown in the previous section that three classes of �ows appear in the tested ge-
ometries, a large roughness class, a small roughness class and a cavity type roughness.

No experiments have been done to precisely determine the boundaries of these classes.
Therefore boundaries as stated in theory will be used here. According to Jimenez [21] the
change from a continuous boundary layer model to an element model, or the change from
small roughness class to large roughness class occurs at a k

δ
> 0.2. The L16R08 geometry

had a k
δ
of 0.15 and the L06R03 case has a k

δ
of 0.06. Therefore in the current data set the

transition between small and large roughness class is between k
δ
0.15 and 0.06. Boundary

layer development means that the boundary layer thickness varies over a section. The
fraction of k

δ
changes therefore as well over this plate, and therefore it is possible that a

certain geometry has both the small and large class of �ows.
In the previous section it could be seen that in the �rst elements of the L06R03 geometry
the separation was achieved by a shock and an expansion fan train. Downstream on the
plate the separation mechanism changed, which suggest that the transition point lies closer
to 0.06 then to 0.15.
It was seen that the L10R17 and L06R17 geometries display cavity �ow behavior. This is
because the total length over depth ratio of the elements is smaller then 10. For a forward
facing step as used the total length to depth ratio can be calculated by L

k
= Lcos(α)+Rsin(α)

Rcos(α)
,

see chapter 3 for the de�nitions of the geometry. According to van Pelt [17] a cavity �ow
is formed if the L

k
ratio is equal or smaller then 10. When computing the ratio for the

current geometries one sees that the L10R17 and L06R17 have an L
k
ratio of 6.27 and

3.63 respectively. Therefore the current geometries are complying with ratios for cavity
formation.

Table 7.1: Summary roughness classes
Model Model used k (mm) L/k k/δ Roughness class

Flat plate Flat plate 0 - - -
L48R25 Saw Tooth 2.45 19.8 0.46 Large
L33R17 Saw Tooth 1.65 19.9 0.31 Large
L16R08 Saw Tooth 0.83 19.8 0.16 Large
L06R03 Saw Tooth 0.33 19.8 0.06 Small
L03R02 Saw Tooth 0.17 19.8 0.03 Small
Cavity Cavity 1.65 19.9 0.31 Cavity

L33R17C Saw Tooth&Cavity 3.21 19.9 0.60 Large
Original geometry Full 1.65 19.9 0.31 Large

L10R17 Saw Tooth 1.65 6.05 0.31 Cavity
L06R17 Saw Tooth 1.64 3.2 0.30 Cavity
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Table 7.1 shows a summary of the geometries, and there roughness class. For the L03R02
geometry no CFD information was available and there no conclusive evidence that this
geometry belongs to the small roughness class. Schlieren images (see chapter 6) show a
�ow �eld similar to that of the L06R03 geometry, therefore it is concluded that the L03R02
geometry also belongs to the small roughness class.
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7.6 Large and small roughness class

As was stated in the previous section the roughness elements L48R25 L33R17 and L16R08
belong to a class of large roughness elements. In the current section a proposal will be
made for the modeling of the drag coe�cient and the heat transfer coe�cient. It will also
be shown that the correlation can be extended to include also the small roughness class
which includes the the L06R03 and L03R02 geometries.

7.6.1 Pressure drag

The pressure drag and viscous drag analysis presented in section 7.1 shows that the pressure
drag is 10 times larger then the viscous drag. Thus modeling the pressure drag on these
element is important.

Figure 7.17: Density gradient L48R25 step

Figure 7.17 shows the density gradient in front of a step of the L48R25 geometry. In
front of the step a separation region exist. This separation region triggers a shock. The
oncoming �ow passes through this shock, travels over the element, and via an expansion
wave expands onto the next element.

Therefore the following model is proposed for the large roughness class, see �gure 7.18.
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Figure 7.18: Large roughness class model

We assume that there is �rst a region L1 of attached �ow along the roughness element.
Then there is a separated region with a length L2. upstream of the forward facing step.
The assumption is made that the pressure is constant in the separated region, and so the
wall pressure on the L2 and R length is P2. The proposed model is such that the weighted
average of P1 and P2 should describe the pressure over the long face of the saw tooth
geometry. It will be shown later that an L2 bigger then the separation length should be
taken to yield good results.

The assumption is made that P1 is caused by a Prandtl Meyer expansion, which means
that P1 depends on the angle under which the element is positioned. According to a
Prandtl Meyer expansion, the Mach number is increased over the expansion, and with
that the pressure drops. For the current case the elements are under an angle of 2.89 deg,
and the initial Mach number is 2. Applying standard Prandtl-Meyer theory which can be
found in any aerodynamics textbook [26], we �nd that the static pressure drop over the
elements should be 0.787.

Table 7.2: P1 pressure Geometries
Geometry P1/ps

L48R25 0.776
L33R17 0.787
L10R17 0.797
L06R03 0.814

Table 7.2 shows the average values of P1/ps as obtained from the numerical data. The
pressures matches well with the prediction from Prandtl-Meyer theory, therefore we can
conclude that all geometries, even the L06R03 case, have a P1 region that is governed by
a Prandtl-Meyer expansion fan.
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For an analysis on this geometry the size of the separated region needs to be known.
Kaufman and Kirchner [28] propose a theoretical treatment whereby the separation point
can be calculated as function of the step size and the Mach number. There main observation
is that the the �ow separates at the point where the di�erence between the shock angle (β),
and the angle of the shear layer (θ) is at a minimum. This derivation yields an expression
for the shock angle:

γ − 1

8
M2 =

cos (β)2 cos (2β)

sin (β)2 (7.7)

From the shock angle, the angle of the shear layer can be calculated with the Mach-beta-
theta relation, see Anderson [26].

tan (θ) = 2
M2sin (β)2 − 1

M2 (γ + cos (2β)) + 2
cot (β) (7.8)

The length of the separation zone can now be calculated by

xs =
R

tan (θ)
(7.9)

Whereby xs is the length from the step to the start of the separation zone. To see if this
model yields a correct prediction for the separation length and can be used for the drag
estimate a discussion is warranted about the initial assumption made: the pressure rise
starts at the separation point. Figure 7.19 is a reproduction of a �gure from Zukoski [11]
where he elegantly explains the pressure build up before a forward facing step.
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Figure 7.19: Pressure build up forward facing step
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The step location is de�ned to be at x=0. Figure 7.19 shows that the pressure build up
starts a distance4xs from the separation point. The separation point is a distance xs away
from the step, and at a distance xp before the step the pressure stays constant before the
stagnation point. The value of L2 should be such that the weighted average of P1 and P2

yields the average pressure on this side of the element. Therefore, using Zukoski reference
frame we can write

xpˆ

0

pdx+

xs+4xsˆ

xp

pdx+

L̂

xs+4xs

pdx = L1 ∗ P1 + L2 ∗ P2 (7.10)

In equation 7.10 the �ow positions from Zukoski are related to the model from this author.

The term
xṕ

0

pdx indicates the force generated by the stagnation pressure. As can be seen

from �gure 7.19 this pressure can be taken constant by approximation and it can be

calculated with equation 7.14. The term
Ĺ

xs+4xs
pdx represents the force generated by the

wall section which is not in�uenced by the step. This pressure can by approximation also
taken constant and can be calculated by a usage Prandtl-Meyer theory as was shown in

table 7.2. A proper determination of the term
xs+4xs´
xp

pdx is therefore important to be able

to determine L1 and L2. Incorporating both constant pressures we can write:

(L− (xs +4xs))P1 +

xs+4xsˆ

xp

pdx+ xpP2 = L1 ∗ P1 + L2 ∗ P2

whereby :

xs+4xsˆ

xp

pdx =

xsˆ

xp

pdx+

xs+4xsˆ

xs

pdx

Setting the pressure in the term
xś

xp

pdx constant as the stagnation pressure, and setting the

pressure in the term
4xs´
xs

pdx constant as the pressure calculated by Prandtl-Meyer theory,
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yields an underestimate for the size of the separation zone. Therefore this author proposes
the following:

xs+4xsˆ

xp

pdx =

xs+4xs1ˆ

xp

pdx+

xs+4xsˆ

xs+4xs1

pdx = ((xs +4xs1)− xp)P2 + ((4xs −4xs1)P1)

Therefore we can now write

(L− xs +4xs1)P1 + (xs +4xs1)P2 = L1 ∗ P1 + L2 ∗ P2 (7.11)

From equation 7.11 it can be seen that L2 should be taken as

L2 = xs +4xs1 =
R

tan (θ)
+4xs1 (7.12)

In equation (7.12) the term R
tan(θ)

represents the size of the separation zone, and 4xs1 the
distance from the point where the pressure rise due to the step starts, to the separation
point. 4xs1 has been �tted to the data (�gure 7.20) and for a value of 1.6 mm the model
correlates well with the data.
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Figure 7.20: Separation point in pressure pro�le
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Figure 7.20 shows the face pressure over the element. The x coordinate has been nor-
malized by the length of the respective element. As can be seen the L48R25 and L33R17
geometries show a similar behavior. For the L16R08 and L06R03 geometries a clear change
in distribution can be seen.

The separation point is shown including 4xs1 with a value of 1.6 mm. It can be seen that
the points are in the neighborhood of the point where the pressure starts to rise above the
�at plate pressure. For the L06R03 case, it can be observed that almost the entire element
consists of separated �ow since the separation starts after 20% of the element has been
passed.
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Figure 7.21: Length L2

Figure 7.21 shows the data from the separation length, and the model prediction. The
model data has been calculated with a free stream Mach number of 2.04. It can be observed
that the model under-predicts the data. The model data for a Mach number of 1.93 is also
shown. It can be seen that for this Mach number the model follows the data well. Because
the model with Mach 1.93 follows the data well, it is concluded the the di�erence between
the model and the data occur in the calculation of tan (θ), and that 4xs1 is constant with
roughness height for this case. Zukoski [11] shows that 4xs/δ is independent of Mach
number. The hypothesis of this author is therefore that also 4xs1/δ is constant with Mach
number.

To calculate the pressure two approaches where taken.

• The assumption was made that the shock is caused by the separation region, and is
mainly responsible for the pressure rise
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• Empirically correlate the pressure with the roughness geometry

First the shock assumption is treated. This means that the angle of the separated region is
driving for the shock, which on his part drives the pressure rise. The angle of the separated
region is given by:

θ = atan(
R

L2

)

With the Mach-beta-theta relation the angle of the shock can be calculated as a function
of the angle of the separated region, and the Mach number. With standard shock wave
theory the pressure di�erence can be calculated by:

P2

P1

= 1 +
2γ

γ − 1

(
M2

1 sin
2 (β)− 1

)

The results of this implementation yields:
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Figure 7.22: Pressure rise due to shock

Figure 7.22 shows the pressure rise due to the shock as a function of k
δ
. As can be seen

in �gure 7.22 the proposed model overestimates the pressure in the separated region for
large k

δ
. With small k

δ
the model underestimates the pressure rise. The Mach number used

in these calculation is the Mach number at the height of the roughness element. Taking
the free steam Mach number results in a large over prediction. This method still shows
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large di�erences between the data and the model. Therefore another approach is warranted.

Another possibility is to �t a model through the current data which were obtained at Mach
2. The data sets available to the author are the data presented in this report, the data
by by Bogdono� et all [9], which was obtained at Mach 2.92 and the data by Zukoski [11]
obtained at Mach 3.85. Zukoski reports a linear variation with Mach number , N = 1.

P2

Ps
= a ∗MN (7.13)

According to Zukoski the main parameter of in�uence for the geometry is k
δ
. When �tting

this model to the available data it was found that a fourth order polynomial in k
δ
is able

to capture the behavior for di�erent roughness heights. To correctly model the behavior
for di�erent Mach number it was found by �tting that an N value of 0.9 is able to collapse
the data on one line.
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Figure 7.23: Pressure rise forward facing step for N=0.9

Figure 7.23 shows the parameter a for an N value of 0.9. The 4th order polynomial �t is
able to capture the behavior of all data sets. The �t is of the following from,

P2/ps
MN

= a1

(
k

δ

)4

+ a2

(
k

δ

)3

+ a3

(
k

δ

)2

+ a4

(
k

δ

)
+ a5 (7.14)
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With

a1 = −0.062 a2 = 0.301 a3 = −0.59 a4 = 0.64 a5 = 0.56

Given a k
δ
and a Mach number and equation 7.14 the pressure rise on the step can be

determined. With equation (7.9) the size of the separation area can be determined. The
drag on one element can then be determined by equation 7.15.

Felement =

(
P2 −

P1 ∗ L1 + P2 ∗ L2

L1 + L2

)
∗ k = (P2 − P1)

(
1− L2

L1 + L2

)
k (7.15)

Equation 7.15 displays all the variables of in�uence on the pressure drag. In the case that
L1 is zero (separated �ow in the entire element), the equations shows that there should be
no pressure force. This being evidence that the �ow �eld as presented in �gure 7.18 does
not occur in geometries L10R17 and L06R17.
Calculating the separation length by taking a Mach number of 2.04, 4xs of 1.6 mm and
determining the pressure rise by equation 7.14 yields
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Figure 7.24: Pressure forces

Figure 7.24 shows the pressure force coe�cients on the basis of the proposed model, and
the current data. It can be seen that the model over predicts the data by on average 30%.
It can be seen that for smaller k+ the prediction improves. This is due to the separation
model, where the prediction also improves for smaller k+. Evaluating the separation length
at a Mach number of 1.93 reduces the error in the pressure forces to a maximum of 10%.
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7.6.2 Viscous drag

In the previous section the pressure drag was computed. To calculate the total force
on the elements, and to calculate the heating, the viscous force is of importance. To
model the viscous force two modeling strategies will be presented. One is an empirical �t
through the data, and the other is a sand grain roughness approach. The empirical �t is
more accurate and better on the current dataset, but has no theoretical background, while
the sand grain roughness approach does have a theoretical background, and can therefore
more easily be used in di�erent �ows.
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Figure 7.25: Empirical �t viscous shear

In �gure 7.25 an empirical parabolic �t through the data is presented. The friction co-
e�cient is based on the wetted area. As can be seen the parabolic �t follows the data
points, but as was stated no theoretical background is available, so we cannot prove what
the behavior will be with Mach number or for other geometrical shapes. We can make an
hypothesis about what will change in the presented �t though. With di�erent velocities
two phenomena change with the viscous drag. The viscous shear on the parts where there
is attached �ow, and the size of the separation area. The viscous shear varies with a 1/5
power of the Reynolds number, while the region of attached �ow varies linearly. Therefore
the hypothesis of this author is that the presented �t will vary linearly with Mach number.
The other option is to compute the equivalent sand grain roughness, and use this param-
eter. For an equivalent sand grain roughness approach the assumption is made that the
average boundary layer pro�le can be written as:

u+ =
1

κ
ln(

y

keq
) +Brough (7.16)
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With keq denoting the equivalent sand grain roughness and Brough denoting the boundary
layer constant. The values for Brough where presented in section 7.4. For all the computed
pro�les the equivalent sand grain roughness was calculated.
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Figure 7.26: Equivalent sand grain distribution

Figure 7.16 shows the equivalent sand grain roughness distribution over the elements for
the L48R25, L06R03 and the L06R17 geometries. The values have been normalized with
their mean values. Signi�cant variations around the mean value can be seen, which depend
on the size of the roughness elements.
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Figure 7.27: Equivalent sand grain roughness
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Figure 7.27 shows, the mean equivalent sand grain roughnesses for the di�erent con�gu-
rations. The error bars indicate the standard deviation in the data corresponding to the
variations as observed in �gure 7.16. The standard deviations are large with respect to the
mean value. No clear pattern can be distinguished between k+ and the mean value of the
equivalent sand grain roughness keq.

With the mean sand grain roughness the friction coe�cient can be calculated using equation
(7.17) from van Pelt[17] .

1√
ξ

= 2log

(
Re
√
ξ

1 + 0.1 ∗ keq
d
Re
√
ξ

)
(7.17)

In equation 7.17 ξ = 4 ∗Cf , Re is the Reynolds number based on the tunnel diameter, and
d is the tunnel diameter. For the diameter of the tunnel the hydraulic diameter has been
used. The current relation is based on a fully developed pipe �ow. This is not the current
�ow case, but it was shown in [17] that this relations yields good results. Computing the
friction yields the results as can be seen in �gure 7.28.
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Figure 7.28: Wall friction equivalent sand grain roughness

Figure 7.28 shows the friction coe�cients based on the data, and the equivalent sand grain
roughness. For the �at plate case usage of an equivalent sand grain roughness model is
unlogical, since the roughness is zero. For the other rough data points the over prediction
of the model is due to the separation zones. For this approach, a boundary layer model
was �tted to the data. In this model the intrinsic assumption is that all the wetted area
contributes to the friction. In th current case there are separated �ow areas which by
approximation do not contribute to the friction. Therefore we de�ne a friction coe�cient
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which is compensated for the separated zones:

Cfsep = Cfmodel ∗
Lw − Lsep

Lw
(7.18)

With Lw denoting the wetted length of the geometry, Lsep is the total length of separated
�ow taken from the separation model presented in equation (7.9), Cfmodel the original Cf
from the model, and Cfsep the corrected friction coe�cient.
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Figure 7.29: Corrected Friction coe�cient

Figure 7.29 shows the corrected heat friction coe�cients. It can be seen that the di�erences
between the model and the data are smaller then in �gure 7.28. For all the points the errors
are in the order of 20 %. It can be observed that for the lowest two data points the model
under predicts the data, while for the highest two data points, the model over predicts the
data.
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7.6.3 Heat transfer

The results of the previous section were obtained with an adiabatic wall condition.
Therefore there is no heat transfer from the wall to the �ow, or vice versa. To understand
how the heat transfer is a�ected by the roughness elements, a number of numerical
simulations where done with a heated and cooled wall. For the heat transfer Newton's law
of heat transfer will be used, as was done in section 7.2. The adiabatic wall temperature
was taken from the numerical simulations done with adiabatic wall condition. Figure 7.30
shows the heat transfer coe�cient of the L48R25 geometry. The heat transfer coe�cient
has been normalized by the mean �at plate heat transfer coe�cient h0.
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Figure 7.30: L48R25 Heat transfer coe�cient

Figure 7.30 shows the heat transfer coe�cient of the L48R25 geometry. The normalization
has been done on the basis of the results obtained from the �at plate simulation. Two
zones can be seen, a �at plate region with heat transfer coe�cients around 1, and a
separated region where the heat transfer coe�cient is lower. It can be seen that the
separation point is di�erent in the heated and cooled case, which is due to di�erences in
the boundary layer thickness.
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Figure 7.31: L06R03 heat transfer properties

Figure 7.31 shows the heat transfer coe�cient for the L06R03 geometry. It can be seen
that the heat transfer coe�cients for the cooled case are larger than in the heated case.
Furthermore it can be observed that the behavior is di�erent from that in �gure 7.30 in
which a clear section of �at plate behavior was seen, before the heat transfer properties
'feel' the in�uence of the step. In the current case no such section can be seen.
For these cases it can be observed that the overall heat transfer is dominated by the
attached �ow regions, which behave similar as �at plate �ow. Therefore it is assumed to
be justi�ed to model the heat transfer by a Reynolds analogy approach, see chapter 2. The
Prandtl number is based on the reference temperature, which is calculated by

T ∗

Te
= 1 + 0.0032 ∗M + 0.58 ∗

(
Tw
Te
− 1

)
(7.19)

In equation 7.19 is taken from Anderson [25], T ∗ is the reference temperature.
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Figure 7.32: Heat transfer coe�cient prediction L48R25

Figure 7.32 shows the heat transfer coe�cient of the L48R25 case compared to the model.
A moving average has been applied to incorporate the stagnation point heat transfer into
the mean level. For this model the friction coe�cient was taken from the equivalent
sand grain roughness analysis. The friction coe�cient was subsequently transformed via
a Reynolds analogy into a heat transfer coe�cient. For the friction coe�cient the original
friction coe�cient as derived from the equivalent sand grain roughness was taken and not
the prediction corrected for separation. The underlying assumption made here is that the
average heat transfer coe�cient on the �at plate section represents the average over the
entire plate.

As was discussed for the L06R03 geometry there is no �at plate �ow in the element, and
therefore this method does will not yield satisfactory results.
Therefore a di�erent approach is taken, by coupling the heat transfer to the total drag
coe�cient.
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Figure 7.33: Heating control volume

Figure 7.33 shows the control volume drawn around any element by connecting the tops.
Any force applicable to the walls in the x direction is balanced by shear force in �ow.

MSc. Thesis Hilbert van Pelt



136 Analysis

E�ectively this states that the total drag coe�cient can be driving for the heat transfer.
A shear layer is similar to a boundary layer in the sense that it reduces the velocity above
the shear layer to a value below it. It is therefore deemed allowed to calculate a heat
transfer via the Reynolds analogy based on the shear force in this shear layer. It was
found that using the total drag coe�cient for this calculation, yields an over prediction,
using half of the friction coe�cient and transforming this by a Reynolds analogy to a heat
transfer coe�cient yields good agreement with the data.
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Figure 7.34: Heat transfer prediction L06R03 geometry

Figure 7.34 shows the heat transfer predictions and heat transfer values for the L06R03
geometry. Again a moving average has been applied to incorporate the stagnation points
heat transfers. The heated values again exceed the cooled value.

Table 7.3 Shows the integrated values for a comparison between the mean values of the
heat transfer.

Table 7.3: Mean heat transfer values
Geometry h/h0 Data h/h0 Model h/h0 Data h/h0 Model

Heated Heated Cooled Cooled

L48R25 1.03 1.09 0.95 0.73
L06R03 1.23 1.25 1.11 0.81

The heated values compare well between the model and data, the di�erences for the L48R25
geometry are in the order of 5%, while those of the L06R03 geometry are in the order
of 1.6%. For the cooled values the model shows lower values with respect to the data.
Di�erences are 24% and 27% for the L48R25 and L06R03 geometry respectively.
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7.7 High Frequency roughness class

As was presented the plates L10R17 and L06R17 are of a class called the high frequency
geometries. The name refers to the high spatial frequency (short wave length) of the
elements, so that a relatively depth element, with respect to its length, results. Between
the subsequent elements a cavity type �ow occurs. In this section the forces and heat
transfer on this type of plate will be discussed.

7.7.1 Forces

As was shown in section 7.1, the drag forces of the high frequency geometries are dominated
by pressure drag. Viscous drag is negligible as the viscous force is much smaller then the
pressure force. Viscosity is important though when one considers the control volume as
shown in �gure 7.35, It is assumed that the �ow behaves as a perfect cavity �ow.( Region
between elements completely �lled with recirculating �uid).
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Figure 7.35: High frequency geometry control volume

In Figure 7.35 it can be seen that the �ow in the high frequency elements has been modeled
as a perfect cavity �ow. The forces F1 and F2 are dominated by pressure e�ects. The chosen
control volume shows that these pressure forces are balances by a shear stress in the �ow.
To compute the drag on the elements this shear stress τ will be modeled by the method
proposed by McGregor and White [30].

McGregor and White assume that the velocity pro�le above the cavity can be written as
a third order polynomial,

u = a0 + a1y + a2y
2 + a3y

3 (7.20)

In the third order polynomial proposed the four coe�cients needs to be determined in terms
of �ow parameters. The parameters are solved by matching the solutions of equation 7.20
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to the external �ow. The solutions of the coe�cients can then be written as:

a3 = 2uu+(yl−yu)u
′
u

(yl−yu)3

a2 =
−u′u−3(y2l −y2u)a3

2(yl−yu)

a1 = u
′
u − (2yua2 + 3y2

ua3)

a0 = uu − (yua1 + y2
ua2 + y3

ua3)

(7.21)

where uu is given by

uu = u∞

(yu
δ

) 1
n

For the power law a value of n=7 has been assumed for all further implementations, the
prime denotes di�erentiation w.r.t y. The quantities yu and yl are the lower and upper
boundaries of the shear layer given by:

yl = 1.5x
σ

yu = 1.2x
σ

Where x is the running coordinate from the downstream corner of the cavity and σ is the
mixing parameter given by

σ = 12 + 2.758 ∗M

Assuming that the shear in the center of the shear layer is representative for the average
shear of the entire cavity, the drag coe�cient can be written as:

CD =
1

4σ3

ρw
ρ∞

(
a1b

u∞

)2

(7.22)

In equation (7.22) the drag coe�cient of a cavity can be seen, where the subscript w
represents the wall values, ∞ free stream values and b is the width of the cavity.
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The results of the model are shown in Table 7.4.

Table 7.4: Results Cavity drag model
Geometry k+ Data Cf Model Cf

L10R17 558.8 6.526e-3 6.0e-3
R06R17 692.2 5.276e-3 4.9e-3

The di�erences are in the order of 8 %, from which we conclude that the cavity assumptions
works well.

7.7.2 Heat transfer

To determine the heat transfer the same strategy as with the L06R03 geometry will be
used. Figure 7.14 shows the wall pressure of the L16R08 geometry. It can be seen that the
behavior of the pressure of the elements changes. In the �rst element there is plat plate
behavior, while in the last element, this cannot be clearly distinguished. Most elements
due show �at plate behavior, and the boundary layer behavior did not show clear steady
behavior, therefore the L16R08 case should be placed in the same class as the L33R17
and L48R25 geometries due to the unsteadiness. geometry will be followed, making the
assumption that half of the total friction coe�cient is the driving friction for the heat
transfer. Using a Reynolds analogy then yields the heat transfer.
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Figure 7.36: L06R17 Heat transfer prediction

Figure 7.36 shows the heat transfer coe�cient for the L06R17 geometry. Due to the
application of a moving average no stagnation points are visible. At the end of the plate
a stable oscillatory behavior can be observed.
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The numerical values are shown in Table 7.5.

Table 7.5: L06R17 heat transfer coe�cients
Geometry h/h0 Data heated h/h0 Model Heated h/h0 Data cooled h/h0 Model cooled

L06R17 1.04 1.41 0.94 0.97

In the L48R25, and L06R03 geometries the heated model correlated better then the cooled
version. For this geometry a reverse behavior can be seen, the di�erences for the cooled
wall are smaller than for the heated wall. Di�erences are in the order of 26 and 3 % of the
heated and cooled case respectively.
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Chapter 8

Summary and Conclusions

8.1 Introduction

A surface can be aerodynamically smooth, or rough. The roughness of a material can have
a profound in�uence on the �ow and therefore on the drag and on the heat �ux. A reliable
prediction of the e�ects of roughness on the �ow is thus important for aerodynamic design.
Roughness is characterized by a k+ value. For k+ values lower than 5 the roughness has
no in�uence on the �ow and the e�ect of the surface roughness is the same as of a smooth
surface. In the k+ range of 5 < k+ < 70 the in�uence of viscosity becomes apparent on
the �ow behavior. For k+ > 70 viscosity is of no in�uence anymore because the roughness
protrudes into the log region of the boundary layer. When the value of k

δ
exceeds 0.2, the

shape of the individual roughness elements needs to be taken into account.

This study has focused on roughness elements with a speci�c shape that have been ma-
chined into a material. The shape that was used as a baseline for this research is a
combination of two basic shapes: a saw tooth shape and a cavity shape. Therefore the
shapes that where chosen consisted of a �at plate, a saw tooth, a cavity and a saw tooth
combined with a cavity. The saw tooth shapes were further varied in their height, and in
their spatial frequency.
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8.2 Experimental and Numerical set-up

The geometries were investigated with a computational method, Computational Fluid Dy-
namics (CFD), and two experimental methods (Schlieren and Particle Image Velocimery
(PIV)). The experimental approaches aimed at validating the computational results. All
the geometries were investigated at a �ow Mach number of 2.
The CFD investigation was done with the commercial software CFX, and with an equation
set that consisted of the RANS equations. The SST and BSL Reynolds stress turbulence
models were used as turbulence models. The SST model was used for most investigations,
and the BSL model was only used as a reference, to check the Reynolds stresses, that were
also measured with the PIV. The computational domain consisted of the nozzle geometry
and the test section of the �ow facility where the experimental investigations were done.
The geometries of the test plates were positioned in the test section. In the computational
investigations the roughness geometries were incorporated into the wall for simplicity. In
the experimental investigations this was not possible, and therefore the roughness geome-
tries were fabricated onto plates, which were held in place by a front and back insert. For
validation purposes a numerical investigation was done on the exact geometry as placed in
the windtunnel. Schlieren measurements have been made to validate the CFD results, and
to help the understanding of the overall �ow �eld. A set of PIV measurements where taken
for a detailed experimental results. The measurements were performed at four di�erent
zoom levels.

8.3 Validation

The experiments were done in order to validate the CFD results. The validation has been
done extensively on four geometries, since these produce di�erent �ow phenomena. It was
found that on the in�ow plane there is good agreement between the experimental and
the numerical result, obtained on the same geometry. Between the experimental results
and the numerical results obtained on the simpli�ed geometry, where roughens geometries
incorporated in the wall, there were di�erences. Analysis con�rmed that this was due to the
experimental set-up. At the in�ow plane the boundary layer had not fully recovered from
the disturbances generated by the front insert. More downstream reasonable agreement
was obtained between the numerical and experimental results. Also general �ow features
including shocks expansion fans were compared to show that their positions matched.
Velocity pro�les were compared to show the agreement and di�erences between both sets
of results. The displacement thickness and momentum thickness were compared at the
beginning and at the end of the roughness elements to investigate the development of the
boundary layer over the roughness elements.

Only for the geometries with increased spatial frequency a mismatch between the numerical
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solution and the experimental results existed. A possible reason for this mismatch is that
these elements produce such levels of turbulence that the numerical approach cannot handle
this properly. The turbulence model sets a limit on the turbulence production in order to
avoid false turbulence by limitations in the numerical procedures.

8.4 Results & Conclusions

For the measured �ow �eld three types of �ows were found. For the largest forward facing
steps a piece of undisturbed �at plate �ow was observed. When the �ow approaches the
step there is an increase in pressure which is followed by separation. At this point a shock
is produced and the separated region is covered by a shear layer.
At small roughness height the behavior of the separated region is di�erent from the larger
cases. There has been no detailed investigation on the point where the �ow changes between
these two cases. From literature the change between the two cases is at k

δ
= 0.2.

For the geometries with increased spatial frequencies early separation was found. The
separation was caused by the pressure gradient induced by the high angle of the wall with
respect to the mean �ow. In these cases the �ow displays a cavity type behavior. The
cavity �ow caused minor disturbances in the mean �ow. Noteworthy here though is that a
steady simulation has been done. Multiple investigators, for example [8], have shown that
unsteady behavior in a cavity �ow can have large in�uences on the results.

For the forward facing step plus cavity geometry, it was shown that the �ow separates
before the cavity was reached. Then the cavity only sees separated �ow and its in�uence
is minor.
To model the results each class of roughness models was treated di�erently. It was shown
that the large and small roughness class could be studied with the same model for the
drag. The pressure and friction were modeled di�erently. For the pressure a model was
proposed in which the stagnation pressure was modeled by a �t. This �t was able to predict
the behavior for di�erence in Mach number and di�erent roughness heights. The pressure
before the separation point was found to match well with the pressure obtained from a
Prandtl-Meyer expansion wave. For the separation length a function of Mach number and
roughness height was found to work well.

For the heat transfer the large and small roughness class were modeled di�erently. It
was found for the large roughness class that the heat transfer could be modeled quite
well when the average friction of the �at plate sections of the geometry was converted
into a heat transfer coe�cient with a Reynolds analogy. The friction coe�cient can be
calculated with a equivalent sand grain roughness approach.
For the small roughness class no clear �at plate section could be seen and therefore the last
approach did not work. For the small roughness class, half of the total friction coe�cient
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was found to be driving for the total heat �ux.
For the high frequency elements the friction was modeled by assuming a cavity �ow. The
amount of shear in the shear layer was modeled. This agreed well with the found friction
coe�cient. For the heat transfer half of the friction coe�cient was found to be driving for
the heat transfer coe�cient. In appendix B a detailed summery of a number of important
calculated quantities can be found.

In the introduction of this report the following research question was posed:

'Determine the surface drag and heat transfer over a non-smooth wall, where the size of the
non-smooth pro�les ranges from small w.r.t the boundary layer thickness, to in the same
order of magnitude of the boundary layer thickness '.

To answer this question, we have proven that depending on the size and distribution of the
elements a certain �ow type will establish. Large roughness �ow establishes, for roughness
larger than k

δ
= 0.2. Drag increases by a factor of 9-13 depending on the roughness height

have been shown. Heating on the non-adiabatic walls remains within 7 percent of the �at
plate value. Small roughness �ow establishes for roughness smaller then k

δ
= 0.2. Drag

increases have been measured by a factor of 4.7 and heating varies between 7 precent of t
he �at plate value. It can therefore be concluded that any element in the large and in the
small roughness class causes a large increase in drag and heat transfer.

If the length to height ratio of the roughness element is smaller than 10, a cavity type �ow
will set in. Friction increases of 6.1 and 7.5 times the �at plate friction were measured.
Heat transfer variations on the non-adiabatic walls of 14% with respect to �at plate value
have been shown.
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Chapter 9

Discussion & Recommendations

Test methods included CFD, Schlieren and PIV. For the CFD the tested geometries were
included in a nozzle shape, which corresponds to the nozzle used in the test facility. In
further research that includes a nozzle shape an ideal nozzle contour should be used to
avoid unwanted disturbances.

The high frequency plates showed discrepancies between the numerical and experimental
data. Further research on these geometries is needed to achieve good validation between
numerical and experimental results. Other numerical routines (DES, LES) might improve
the match between the numerical and experimental data.

The change in �ow behavior from small to large roughness class has by most researchers
(Jimenez[21]) been de�ned at k

δ
= 0.2. In the present research, however it was shown that

for k
δ
ratio smaller than 0.2 still large element �ow was observed. Therefore a detailed

investigation into this transitional range would be useful.

An important part of the theories presented in the report revolves around the determination
of the size of the separation zone. For a proper pressure evaluation the size of the separation
zone was adjusted by a constant, which for the tested Mach number yielded good results
for all roughness heights. No evaluation of the adjustment good be done at di�erent Mach
numbers since no data was available. Therefore an evaluation of the separation size at
di�erent Mach numbers would yield the data necessary to evaluate the performance of the
separation model at di�erent �ow velocities.

In this report three �ow classes where shown to exist. Another further roughness class
that general exist has not been analyzed in this report, namely material roughness. All
the �ows that have been analyzed were dominated by pressure, while material roughness
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is completely dominated by friction. So in total there are four roughness classes.
To determine if these are all the classed the question has to be posed, 'what is the maximum
height of an element to consider it still as a roughness element, and when does it become an
object in the �ow?'. There is no sharp transition between shapes consisting of roughness
elements or of individual objects, but one can argue that a change in roughness height
should have an in�uence on the �ow. When one observes the shape function which handles
the pressure rise in the large element class (Fig. 7.23), one can see a limiting behavior
for large k

δ
ratio. This means that if the elements have a k

δ
ratio which approaches 1.6 or

larger the elements become so big that there is no more pressure rise with enlargement
of the elements. This means that the size of the elements is so large that the elements
cannot be viewed as a roughness element anymore. Therefore we can argue that with the
enlargement of roughness elements the shape will pass from the material rough class to the
small roughness class to the large roughness class. In the small and large roughness class,
a cavity �ow behavior can occur if the elements are close together.
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Appendix A

Geometries

Figure A.1: Fabricated geometries

Figure A.1 shows all the fabricated geometries which have been tested with PIV. From the
L48R25 to the L03R02 geometry a decrease in roughness height can be seen. The Cavity
and L33R17C geometries show a di�erent geometry. The L10R17 and L06R17 geometries
show an increase in spatial frequency.
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Appendix B

Numerical Results

Table B.1 shows a summary of a number of important quantities calculated in this report.
The top table shows the all the geometries simulated with CFD, and there drag coe�-
cients. The drag coe�cients have been subdivided in the pressure and viscous part. The
middle table shows the heat �ux and the heat transfer coe�cient for the cooled and heated
cases. The heat transfer coe�cients have been calculated with the local adiabatic wall
temperature, as presented in section 7.2. In the bottom table the adiabatic heat transfer
coe�cients have been calculated. Thereby the friction coe�cients have been transformed
to a heat transfer coe�cients with a Reynolds analogy. The Prandtl number required for
this calculation has been calculated for the wall temperature on the basis of Sutherland
law, see White [12]. As discussed in sections 7.6 and 7.7 the driving friction for the L06R03
and L06R17 geometries is half the total drag coe�cient. For the L48R25 and �at plate
geometries this driving friction is the viscous part of the drag coe�cient.
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Model k (mm) L/k k/δ Roughness Cf 10−3 Cf 10−3 Cf 10−3

class total viscous pressure

Flat plate 0 - - - 0.9 1.60 -0.70
L48R25 2.45 19.8 0.46 Large 9.05 0.85 8.19
L33R17 1.65 19.9 0.31 Large 7.82 0.83 6.99
L16R08 0.83 19.8 0.16 Large 6.32 0.72 5.60
L06R03 0.33 19.8 0.06 Small 4.28 0.50 3.78
Cavity 1.65 19.9 0.31 Cavity 1.72 1.49 0.23

L33R17C 3.21 19.9 0.60 Large 8.02 0.83 7.19

L10R17 1.65 6.05 0.31 Cavity 6.53 -0.09 6.54
L06R17 1.64 3.2 0.30 Cavity 5.27 -0.10 5.38

Model Q̇heated Q̇Cooled hheated hcooled
hheated

hheatedflat

hcooled
hcooledflat

(w) 104 (w) 104

Flat plate 1.28 -1.84 470.22 657.67 1 1
L48R25 1.35 -1.90 469.04 616.46 1 0.93
L06R03 1.33 1.82 476.27 609.95 1.01 0.93
L06R17 1.59 -2.07 489.30 569.74 1.04 0.86

Model hheated hcooled
Adiabatic Adiabatic

Flat plate 437.30 410.11
L48R25 516.38 484.28
L06R03 518.61 545.45
L06R17 716.14 671.62

Table B.1: Numerical results, friction (top) and heating (middle and bottom)
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Appendix C

Linearized �ow equation with Fourier wall

modeling

This report on roughness highlights the main problem of modeling �ow over a rough surface.
For this report experiments (CFD, PIV) had to be done to describe the behavior of the
�ow in relation to the roughness. Presently no method exists that is able to analytically
describe the properties of the �ow over an arbitrary-rough surface. This author aimed
at searching for such a method by starting with a paper by Inger [14]. In this paper
a set of linearized perturbation equations of the �ow with harmonic wall modeling are
derived. With a harmonic function both the wall amplitude and shape can be varied, but
no complicated shapes can be used. To improve this, this author proposes to model the
wall not with a single harmonic function, but with a Fourier series. In theory this would
yield the possibility to solve the �ow over more complicated surfaces, of any arbitrary rough
walled shape. The goal of the section is to derive a set of perturbation equations in the
same manner as Inger, but with improved wall modeling. All the terms in the naiver-stokes
equation will be treated, and resulting equations will be tested.

Starting at the same point as Inger the mean �ow is idealized in a �rst approximation as
a plane parallel shear �ow in the x direction. The wall is modeled as

y (x) =
N−1∑
k=1

[akcos (kω0x) + bksin (kω0x)] (C.1)

With equation (C.1) and constants ak, bk and ω0 set di�erently per desired wall shape.

The �ow properties will be expanded by a mean value and a small perturbation, resulting
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in

u = u0 (y) + Eũ (y) v = Eṽ (y) p = p∞ + Ep̃ (y) ρ = ρ0 + Eρ̃ (y) T = T0 + ET̃ (y)
(C.2)

As can be seen in equation (C.2) the �ow quantities are expanded as a mean quantity

(u0 p∞ ρ0 T0) and a perturbation term
(
ũ ṽ p̃ ρ̃ T̃

)
, E denotes the harmonic variation of the

perturbation term, with

E = eiω0x (C.3)

The choice for this harmonic perturbation term was made because it was assumed that
higher-order perturbation terms would die out, and only �rst-order perturbations would
sustain. Taking a single harmonic for the �ow perturbation, will still mean that there is
no restriction on the amount of harmonics used for the description of the wall function.

Since the equations are linearized around a mean value only �rst order perturbation will
be retained.
Since the goal is to derive perturbation equation, mean quantities will be subtracted from
the �nal equation to remain with a set of perturbation equations.
Quasi laminar behavior will also be assumed in the perturbation �eld.

The �rst assumption is made since perturbations are small, therefore products of pertur-
bations are so small they can be neglected. The second assumption is needed for deriving
simpli�ed perturbation equations.With these assumptions given the governing �ow equa-
tions can be derived:

C.1 Continuity equation

The steady compressible continuity equation is given as (C.4), which can be found in White
[12].

∇ · (ρV) = 0 (C.4)

After expanding the formulation the following arises:
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(
∂
∂x
∂
∂y

)
·
(

(ρ0 + Eρ̃) (u0 + Eũ)
(ρ0 + Eρ̃)Eṽ

)
= 0

Expanding this formulation into it's individual terms and retaining only �rst order pertur-
bations yields

(u0ρ̃+ ρ0ũ)
dE

dx
+

(
ṽ
dρ0

dy
+ ρ0

dṽ

dy

)
E = 0

Taking the last terms of this equation together the �nal form of the continuity equation,

(u0ρ̃+ ρ0ũ)
dE
dx

E
+

d

dy
(ṽρ0) = 0 (C.5)

C.2 Momentum equation, x

According to White [12] the x momentum equation in a 2D �ow �eld can be written as
(C.6).

∇ · (ρuV) +
∂p

∂x
=

∂

∂x

(
λ∇ ·V+2µ

∂u

∂x

)
+

∂

∂y

(
µ

(
∂v

∂x
+
∂u

∂y

))
(C.6)

Since there are a number of terms each term will be expanded independently. Expanding
the �rst term yields:

ρu
∂u

∂x
+ ρv

∂u

∂y
= (ρ0 + Eρ̃) (u0 + Eũ)

∂ (u0 + Eũ)

∂x
+ (ρ0 + Eρ̃) (Eṽ)

∂ (u0 + Eũ)

∂y

Working this term out and neglecting all higher order perturbations yields

ρ0u0ũ
dE

dx
+ ρ0ṽE

du0

dy
(C.7)

The pressure term can be expanded as

∂p

∂x
=

∂

∂x
(p∞ + Ep̃) = p̃

dE

dx
(C.8)
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In the �rst term on the right hand side of equation (C.6) λ the bulk viscosity will be
modeled by a stokes hypothesis: λ = −2

3
µ, see white [12] for details.

With this assumption the �rst term on the right hand side becomes:

2
∂

∂x

(
µ

(
−1

3

(
∂u

∂x
+
∂v

∂y

)
+
∂u

∂x

))
= 2

∂

∂x

(
µ

(
2

3

∂u

∂x
− 1

3

∂v

∂y

))

Expanding this term in its mean and perturbation the following is achieved

2∂µ
∂x

(
2
3
∂u
∂x
− 1

3
∂v
∂y

)
+ 2µ

(
2
3
∂2u
∂x2
− 1

3
∂2v
∂x∂y

)
= ..

2Eµ̃
(

2
3
E dũ
dy
− 1

3
E dṽ
dy

)
+ 2 (µ0 + Eµ̃)

(
2
3
ũd

2E
dx2
− 1

3
dE
dx

dṽ
dy

)
Neglecting all terms with higher order perturbations yields the following

4

3
µ0ũ

d2E

dx2
− 2

3
µ0
dE

dx

dṽ

dy
(C.9)

The second term on the right hand side can be expanded in the same manner:

∂

∂y

(
µ

(
∂v

∂x
+
∂u

∂y

))
=

∂

∂y

(
(µ0 + Eµ̃)

(
ṽ
∂E

∂x
+
∂u0

∂y
+ E

∂ũ

∂y

))

Expanding to individual terms and neglecting again the higher order perturbations yields
the following term

∂

∂y

(
µ0ṽ

∂E

∂x
+ µ0

∂u0

∂y
+ µ0E

∂ũ

∂y
+ Eµ̃

∂u0

∂y

)

This term can be rewritten into it's �nal form as

∂

∂y

[
µ0

(
E
∂ũ

∂y
+ ṽ

∂E

∂x

)]
+ E

∂

∂y

(
µ̃
∂u0

∂y

)
+

∂

∂y

(
µ0
∂u0

∂y

)
(C.10)

Hilbert van Pelt M.Sc. Thesis



C.3 Momentum equation, y 159

Combining all the terms of the x momentum equation and dividing by E yields:

ρ0u0ũ
dE
dx

E
+ ρ0ṽ

du0
dy

+ p̃
dE
dx

E
= ...

∂
∂y

[
µ0

(
∂ũ
∂y

+ ṽ
∂E
∂x

E

)]
+ ∂

∂y

(
µ̃∂u0
∂y

)
− 2

3
µ0

(
dE
dx

E
dṽ
dy
− 2ũ

d2E
dx2

E

)
+ 1

E
∂
∂y

(
µ0

∂u0
∂y

) (C.11)

C.3 Momentum equation, y

The y momentum equation in a 2D �ow �eld as given by White [12] can be seen in equation

∇ · (ρuV) +
∂p

∂x
=

∂

∂x

(
µ

(
∂v

∂x
+
∂u

∂y

))
+

∂

∂y

(
λ∇ ·V+2µ

∂v

∂y

)
(C.12)

Each term will now be treated individually.

The �rst term on the left hand side of equation (C.12) can be expanded in the following
manner:

∇ · (ρuV) = ρu
∂v

∂x
+ ρv

∂v

∂y
= (ρ0 + Eρ̃) (u0 + Eũ) ṽ

∂E

∂x
+ (ρ0 + Eρ̃)EṽE

∂ṽ

∂y

Expanding and neglecting all second order perturbations yields the �nal form of this term,
see

ρ0u0ṽ
∂E

∂x
(C.13)

The pressure term can be expanded as shown in equation (C.14)

∂p

∂y
=
∂ (p∞ + Ep̃)

∂y
= E

∂p̃

∂y
(C.14)

The �rst term on the right hand side of equation (C.12) can be expanded in the following
manner:
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∂

∂x

(
µ

(
∂v

∂x
+
∂u

∂y

))
=

∂

∂x

(
(µ0 + Eµ̃)

(
ṽ
∂E

∂x
+
∂u0

∂y
+ E

∂ũ

∂y

))

Expanding to individual terms and neglecting higher order perturbations yields

∂

∂x

(
ṽµ0

∂E

∂x
+ µ0

∂u0

∂y
+ Eµ0

∂ũ

∂y
+ Eµ̃

∂u0

∂y

)

Taking the x derivative of all the terms yields the �nal expression for this term, see equation
(C.15).

ṽµ0
∂2E

∂x2
+ +µ0

dE

dx

∂ũ

∂y
+ µ̃

dE

dx

∂u0

∂y
(C.15)

With the stokes hypothesis the second term on the right hand side in equation (C.12) can
be expanded in the same manner as is done in the x momentum equation.

∂

∂y

(
λ∇ ·V+2µ

∂v

∂y

)
=

∂

∂y

(
−2

3
µ

(
∂u

∂x
+
∂v

∂y

)
+ 2µ

∂v

∂y

)
= 2

∂

∂y

(
µ

(
2

3

∂v

∂y
− 1

3

∂u

∂x

))

Expanding this term into a mean and perturbation term yields

2 ∂
∂y

(
µ0

(
2
3
∂v
∂y
− 1

3
∂u
∂x

))
+ 2E ∂

∂y

(
µ̃
(

2
3
∂v
∂y
− 1

3
∂u
∂x

))
= ...

4
3
∂
∂y

(
µ0

(
E ∂ṽ
∂y
− 1

2
ũ∂E
∂x

))
+ 4

3
E ∂
∂y

(
µ̃
(
E ∂ṽ
∂y
− 1

2
ũ∂E
∂x

))
Neglecting the second term due to second order perturbations yields the �nal form of this
term, see equation (C.16).

4

3

∂

∂y

[
µ0

(
E
∂ṽ

∂y
− 1

2
ũ
∂E

∂x

)]
(C.16)

Combining all terms and dividing by E gives the �nal form of the y momentum equation,
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see equation (C.17).

ρ0u0ṽ
∂E
∂x

E
+E

∂p̃

∂y
=

4

3

∂

∂y

[
µ0

(
∂ṽ

∂y
− 1

2
ũ
∂E
∂x

E

)]
+ µ̃

∂E
∂x

E

∂u0

∂y
+µ0

(
µ0

∂E
∂x

E

∂ũ

∂y
+ ṽ

∂2E
∂x2

E

)
(C.17)

C.4 Energy equation

The energy equation with viscous terms as given by White [12] can be seen in equation
(C.18).

ρ
D
(
CpT + V 2

2

)
Dt

=
∂

∂x

(
k
∂T

∂x

)
+

∂

∂y

(
k
∂T

∂y

)
+
∂ (uτxx)

∂x
+
∂ (uτyx)

∂y
+
∂ (vτxy)

∂x
+
∂ (vτyy)

∂y
(C.18)

In equation (C.18) the shear terms are given by: τxx = λ (∇ ·V) + 2µ∂u
∂x
, τyx = τxy =

µ
(
∂v
∂x

+ ∂u
∂y

)
and τyy = λ (∇ ·V) + 2µ∂v

∂y

Each term will now be expanded individually.

The �rst term on the left hand side, in this case of steady �ow can be expanded as seen in
equation (C.19).

ρ
D
(
CpT + V 2

2

)
Dt

= ρu
∂
(
CpT + V 2

2

)
∂x

+ ρv
∂
(
CpT + V 2

2

)
∂y

(C.19)

The term
(
CpT + V 2

2

)
can be expanded as:

CpT +
V 2

2
= Cp

(
T0 + ET̃

)
+
u2

0 + 2Euoũ

2
= CpT0 +

u2
0

2
+ CpT̃E + Euoũ

With CpT0 +
u20
2
denoting the mean enthalpy H0 and CpT̃ + uoũ denoting the perturbation

enthalpy H̃.
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Expanding the �rst term on the right hand side of equation (C.19) now gives :

ρu
∂
(
CpT + V 2

2

)
∂x

= (ρ0 + Eρ0) (u0 + Eũ)
∂
(
CpT0 +

u20
2

+ CpT̃E + Eu0ũ
)

∂x

Working this the out and neglecting higher order perturbations yields the �rst term of the
energy equation

ρ0u0H̃
dE

dx
(C.20)

Expanding the second term on the right hand side of equation (C.19) yields:

ρv
∂
(
CpT + V 2

2

)
∂y

= (ρ0 + Eρ0) (Eṽ)
∂
(
CpT0 +

u20
2

+ CpT̃E + Eu0ũ
)

∂y

Neglecting again the second order terms and putting all terms together yields the second
term of the energy equation,

ρ0ṽE
dH0

dy
(C.21)

For the right hand side of equation ((C.18)) the thermal conductivity will be approximated
by k = µCp. The proper correlation taken fromWhite [12] is k = 1.45µCp, but the constant
will be omitted for simplicity, and any constant that is missing can be reintroduced as
constants of integration. Now the �rst term on the right hand side can be expanded as:

∂

∂x

(
k
∂T

∂x

)
= (µ0 + Eµ̃)CpT̃

d2E

dx2
≈ µ0CpT̃

d2E

dx2

The second term on the right hand side of equation (C.18) can be expanded in the following
manner:

∂

∂y

(
k
∂T

∂y

)
=

∂

∂y

Cp (µ0 + Eµ̃)
d
(
T0 + ET̃

)
dy

 =
∂

∂y

(
Cpµ0

dT0

dy
+ Cpµ0E

dT̃

dy
+ CpEµ̃

dT0

dy

)
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The next step is to expand all the shear terms that are present in the the energy equation:

∂ (uτxx)

∂x
=
∂
(
u
(
−2

3
µ
(
∂u
∂x

+ ∂v
∂y

)
+ 2µ∂u

∂x

))
∂x

= 2
∂

∂x

(
uµ

(
2

3

∂u

∂x
− 1

3

∂v

∂y

))

Expanding this term and neglecting higher order perturbations yields the �nal form of this
term

4

3
u0µ0ũ

d2E

dx2
− 2

3
u0µ0

dE

dx

dṽ

dy
(C.22)

The second shear term can be expanded as:

∂ (uτyx)

∂y
=

∂

∂y

(
uµ

(
∂v

∂x
+
∂u

∂y

))

Expanding and neglecting higher order perturbations yields the �nal form of this shear
term, see equation (C.23).

d

dy

(
µ0u0ṽ

dE

dx
+ µ0u0

du0

dy
+ µ0u0E

dũ

dy
+ u0µ̃E

du0

dy
+ ũµ0E

du0

dy

)
(C.23)

Expanding the 3th shear term yields:

∂ (vτxy)

∂x
=

∂

∂x

(
vµ

(
∂v

∂x
+
∂u

∂y

))

Expanding this term and neglecting second order perturbations yield the �nal form of the
3th shear term:

ṽµ0
dE

dx

du0

dy
(C.24)

Taking the 4th and �nal shear term and expanding this term yields:
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∂ (vτyy)

∂y
=

∂

∂y

(
v

(
−2

3
µ

(
∂u

∂x
+
∂v

∂y

)
+ 2µ

∂v

∂y

))
= 2

∂

∂y

(
vµ

(
−1

3

∂u

∂x
+

2

3

∂v

∂y

))

Expanding this term and neglecting higher order terms yield the �nal form of this 4th
shear term, see equation (C.25).

−2

3
E
d

dy

(
ṽµ0

du0

dy

)
(C.25)

Collecting terms and dividing by E will yield the �nal version of the energy equation, see
(C.26).

ρ0u0H̃
dE
dx

E
+ ρ0ṽ

dH0

dy
= d

dy

[
µ0

(
dH̃
dy

+
dE
dx

E
u0ṽ
)

+ µ̃dH0

dy

]
+ 1

E
d
dy

(
µ0

dH0

dy

)
+

dE
dx

E
µ0ṽ

du0
dy

−2
3
d
dy

(
ṽµ0

du0
dy

)
+ µ0

dE
dx

E

(
H̃ + 1

3
u0ũ− 2

3

dE
dx
d2E
dx2

u0
dṽ
dy

)
(C.26)

C.5 Perfect gas law

To complete the equations, and to get a solvable system, the energy equation is needed.
In this section the perfect gas law will be expanded as in the foregoing manner.

The perfect gas law as can be found in any normal text book, for example Anderson [26]
can be seen in equation (C.27).

p = ρRT (C.27)

In equation C.27 p the is pressure, ρ the density R the speci�c gas constant and T the
temperature. Expanding equation (C.27) in the same manner as was done in the forgoing
sections, and dividing by the static pressure yields:

1 + E
p̃

p∞
= R

ρ0T0

p∞
+ ERρ̃

T0

p∞
+ ERT̃

ρ0

p∞

Assuming that equation (C.27) is also valid for only the mean parameters we can say :
ρ0T0
p∞

= 1
R
, T0
p∞

= 1
Rρ0

and ρ0
p∞

= 1
RT0

.

Hilbert van Pelt M.Sc. Thesis



C.6 Boundary conditions 165

Combining the foregoing formulations the �nal form of the perfect gas law can be described
as:

p̃

p∞
=

ρ̃

ρ0

+
T̃

T0

(C.28)

The combination of equations (C.4),(C.6),(C.17), (C.26) and (C.28) yields a set of equations
that can be solved.

C.6 Boundary conditions

With the derivation of the di�erential equations, the boundary conditions need to be com-
plemented, to have a solvable set of equations. At the edge of the boundary layer the same
treatment as Inger will be used, 2 boundary conditions will be applied: Perturbations be-
come adiabatic and the pressure �eld involves simple Mach waves for exponential-decaying
signals. See equation (C.29) for the formulations.

H̃ (δ) = 0

dP̃
dy

(δ) = −i (Me2 − 1)
1/2
P̃ (δ)

(C.29)

For the wall three boundary conditions will be applied: v = 0, no �ow through the surface,
no slip condition u (yw) = 0 and a �xed wall temperature for �xed heat �ux condition,
T (yw) = C or µdT

dy
(yw) = C. Making the assumption that the wall pro�les are small small

enough so that one can expand the no-slip condition as a �rst order Taylor series:

u (yw) = u0 (0) + Eũ (0) + yw
du0

dy
(0) + Eyw

dũ

dy
(0)

Making the assumption that u (yw) ≈ u0 (0) and presuming that the perturbation derivative
vanishes on the wall, or (dũ

dy
(0) = 0). The �nal boundary condition can be derived as,

ũ (0) = −yw
E

du0

dy
(0) = −yw

E

τn0

µw0

(C.30)
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In equation (C.30) yw is the wall shape, τn0 , is the wall shear, and µw0 is the viscosity based
on wall temperature.

For the condition of constant wall temperature the assumption of a small wall shape is
made again. Now the wall temperature can be expanded as a �rst order Taylor series:

T (yw) = T0 (0) + ET̃ (0) + yw
dT0

dy
(0) + Eyw

dT̃

dy
(0)

With the assumption that the derivative of the perturbation vanishes against the wall,
T (yw) ≈ T0 (0). The boundary condition of a constant temperature wall can be set-up as

T̃ (0) = −yw
E

dT0

dy
(0)

H̃ (0) = −yw
E

dH0

dy
(0) (C.31)

For the condition where the heat �ux is �xed we have the following:

µ
dT

dy
= c

Expanding this and subtracting main values yields.

µ0
dH̃

dy
+ µ̃

dH0

dy
' 0 (C.32)

With the present formulation the equations can be solved by means of numerical analysis.
However for a better understanding of the physics behind the equations a number of sim-
pli�cations will be made to the di�erential equations, which will make them solvable with
analytical techniques.
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C.7 Viscous solution

To simplify the equations a number of assumptions are necessary. The same assumptions
as Inger [14] has made.

• Viscous dissipation heating e�ects on both the mean and perturbation terms in the
�ows are neglected.

• Viscosity and heat conduction e�ects on the perturbation �eld are restricted to a
thin �frictional sublayer" whose thickness δf is small compared to the boundary layer
thickness

• In the case of turbulent �ow, this frictional sublayer lies within the so-called laminar
sublayer such that the mean velocity and temperature pro�les are approximately
linear.

• The frictional sublayer is small compared to the disturbance wavelength such that
(αδf )

2 � 1.

• The density and viscosity perturbations are neglected

• ρ0µ0 ' constant

With the following compressibility transforms the governing equations can be greatly sim-
pli�ed as,

Y =
ý

0

(
ρ0
ρ0w

)
dy

Ṽ ∗ = ρ0Ṽ
ρ0w

(C.33)

With these compressibility transforms the governing equations can be reduces to the fol-
lowing,

dE
dx

E
ũ+

dṼ ∗

dY
' 0 (C.34)

dE
dx

E
u0ũ+

(
dq0

dY

)
Ṽ ∗ +

dE
dx

E

(
H0

h0w

)
P̃

ρ0w

' ν0w

d2ũ

dY 2
(C.35)
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dE
dx

E
u0H̃ +

(
dH̃0

dY

)
Ṽ ∗ ' ν0w

d2H̃

dY 2
(C.36)

Combining equations (C.34) and (C.35), yields a single equation in Ṽ ∗,

{
ν0w

d2

dY 2
−

dE
dx

E

τN0

µw0

Y

}
d2Ṽ ∗

dY 2
' −

(
dE
dx

E

)2
P̃ (0)

ρ0w

[
dH0/dY (0)

h0w

]
(C.37)

Equation (C.37) is a non-homogeneous Orr-Sommer�eld equation. With equation (C.37) in
combination with the boundary conditions ((C.30) and (C.31) or (C.32)) the basic systems
of equations to solve is determined. The perturbation terms that have to be taken into

account are:
dE
dx

E
and −yw

E
. In the next section equivalences will be made to Ingers results

so that Ingers �nal results are usable.

C.8 Equivalent frequency and amplitude

In Ingers original paper the terms
dE
dx

E
and −yw

E
are expanded in the following matter

dE
dx

E
= iα − yw

E
= iε (C.38)

With E de�ned by equation (C.3)
dE
dx

E
becomes:

dE
dx

E
= ikω0

eiω0x

eiω0x
= iω0

Now we de�ne an equivalent amplitude such that this derivation is compatible with Inger's,
with

αe = ω0 (C.39)

For −yw
E

we obtain
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−yw
E

= −

N−1∑
k=1

akcos(ikωox) + bksin (ikωox)

eiωox

which after a number of steps can be simpli�ed to :

−yw
E

= −
N−1∑
k=1

eiωox (akcosh (kωox) + ibbsinh (kωox))

Comparing this relation with C.38 we can de�ne the equivalent amplitude as:

εe = −1

i

N−1∑
k=1

eiωox (akcosh (kωox) + ibksinh (kωox)) (C.40)

From this point onwards the derivation of Inger can be followed, such that in the end the
change in wall shear and heat transfer can be modeled as

4τ̃ ' 1.37τN0

εeΩp

δf
e

4
3
πi

[
1 + 1.62eπi/3

(
δf
hw0

)
x
dH0

dY
(0)

]
(C.41)

4˜̇qw ' 0.443µw0

dH0

dY
(0)

εe
δf

Ωpe
4
3
πi

[
1 + 5.4

(
δf
hw0

)
dH0

dY
e13π//30

]
(C.42)

Table C.1 gives a description of the variables included in equation C.41 and C.42.
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Table C.1: Variables equations C.41 and C.42
Variables Meaning Parameter group Reference

4τ̃ Change in wall shear

4˜̇qw Change in heat transfer
τN0 Reference wall shear
εe Equivalent amplitude
αe Equivalent frequency

Ωp Stokes number Ωp =
αeδ2f P̃ (0)

εeτN0

δf Size frictional sublayer δf =
(

µ20
ρ0τN0αe

)
hwo wall enthalpy

dH0

dY
(0) change in total wall enthalpy

µw0 Wall viscosity

P̃ (0) Pressure �uctuations p′

γp∞M2 = εαcos(x−βy)
β

[13]

β compressibility correction β =
√
M2 − 1
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C.9 Testing and Conclusions

For testing of the current equations, a forward facing step geometry was chosen. Observing
equation C.41 and C.42 2 groups of variables are responsible for the geometrical variations,
εeΩp
δf

and δf . Both equations C.41 and C.42 show these groups, and therefore either one

can be used to display the behavior. This author has chosen for the wall shear (equation
C.41 ). Three runs where made, one with constant step height, and varying length, one
with constant length and varying height, and one with varying height, at a constant L/R
ratio, where R is the height of the step.

Figure C.1: Height variation at constant length

Fig. C.1 shows the variation in friction coe�cient at a constant element length. Noteworthy
is the linear behavior, that was also observed with the CFD results, Figure 7.2. The friction
coe�cients presented here are approximately half of the friction coe�cients obtained from
CFD.

Figure C.2: Length variation at constant height
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Fig. C.2 shows the friction coe�cients at constant height. Interestingly for small lengths
there is an increase of friction coe�cient, but for larger heights a decrease can again be
noted. This decrease is due to the large in�uence of the spatial frequency on the results.

Figure C.3: Height variation at constant L
R

Fig. C.3 shows the friction coe�cient at constant L
R
. An asymptote for zero roughness

height can be seen. Furthermore again the unphysical behavior of decrease friction for
increasing roughness height.
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Figure C.4: Comparison wavy wall model with analytical results
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Figure C.4 shows a comparison of the CFD data with the 4 height variation geometries.
As can be seen the model shows the inverse behavior of the data. Noteworthy is that the
inverse of the model shows good comparison with the data. The high frequency geometries
have not been shown in the last �gure. In �gure C.2 the same roughness height as these
geometries has been used. It can be noted that the model gives a friction coe�cient in the
neighborhood of 0.02 to 0.04 while the actual friction coe�cients are in the order of 0.005.

Figure C.5: Heat transfer, heated wall

Figure C.5 shows the heat transfer for the heated wall of 412.5 Kelvin. The heat transfer
coe�cients have been normalized with the �at plate heat transfer. As can be seen the
model heat transfers overestimate the data from the CFD. The L06R03 and L48R25 geom-
etry have the smallest di�erence compared to the L06R17 geometry. As with the friction
coe�cient a large overestimation could be seen.

Figure C.6: Heat transfer, cooled wall
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Figure C.6 shows the heat transfer of the cooled case. Again large di�erences are visible
between the data and the model predictions. The L06R17 geometry shows the biggest
di�erence between the model predictions and the data. Noteworthy is that in the data the
L06R17 has the smallest heat transfer followed by the L06R03 and the L48R25 geometry.
The model does produce the order, from smallest to largest heat transfer.

From �gures C.2 and C.3, it can be noted that unphysical behavior appears when the
length of the elements is varied. Both show a decrease in friction coe�cient with increase
in roughness height. Both are due to the large in�uence of the spatial frequency on the
solutions.
For the variation in height at constant length, good results where obtained. The physical
behavior of increasing friction with roughness height was obtained. Also linear behavior
was obtained, the same as was shown by the CFD.

Therefore we can conclude that using Fourier series does yield an increase in modeling
capabilities. The model presented here though does still have a number of shortcomings
that need to be addressed, the in�uence of the spatial frequency, and the results need to
be calibrated with experimental results to yield proper results.
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Appendix D

CFX Run setting

The current settings have been used for all adiabatic runs with the SST Reynolds stress
model.

For the runs done with the BSL model the Option parameter under Turbulence model was
changes to BSL Reynolds stress.

For the runs done with heated and cooled wall the option heat transfer under the location
'platte' has been changed from adiabatic to : Fixed Temperature = 412.5 [K] Option =
Fixed Temperature, or a temperature of 137.5 K for the cooled simulations.

This run of the CFX-13.0 Solver started at 10:30:00 on 05 Jul 2013 by

user hvanpelt on TUD103665 (intel_xeon64.sse2_winnt) using the command:

"C:\Program Files\ANSYS Inc\v130\CFX\bin\perllib\cfx5solve.pl"

-stdout-comms -batch -ccl -

Setting up CFX Solver run ...

+�����������������������+

| |
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| CFX Command Language for Run |

| |

+�����������������������+

LIBRARY:

MATERIAL: Air Ideal Gas

Material Description = Air Ideal Gas (constant Cp)

Material Group = Air Data,Calorically Perfect Ideal Gases

Option = Pure Substance

Thermodynamic State = Gas

PROPERTIES:

Option = General Material

EQUATION OF STATE:

Molar Mass = 28.96 [kg kmol^-1]

Option = Ideal Gas

END

SPECIFIC HEAT CAPACITY:

Option = Value

Speci�c Heat Capacity = 1.0044E+03 [J kg^-1 K^-1]

Speci�c Heat Type = Constant Pressure

END

REFERENCE STATE:

Option = Speci�ed Point
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Reference Pressure = 1 [atm]

Reference Speci�c Enthalpy = 0. [J/kg]

Reference Speci�c Entropy = 0. [J/kg/K]

Reference Temperature = 25 [C]

END

DYNAMIC VISCOSITY:

Option = Sutherlands Formula

Reference Temperature = 0 [C]

Reference Viscosity = 1.716e-5 [Pa s]

Sutherlands Constant = 111 [K]

Temperature Exponent = 0.666

END

THERMAL CONDUCTIVITY:

Option = Sutherlands Formula

Reference Temperature = 0 [C]

Reference Thermal Conductivity = 0.0241 [W m^-1 K^-1]

Sutherlands Constant = 194 [K]

Temperature Exponent = 0.81

END

ABSORPTION COEFFICIENT:

Absorption Coe�cient = 0.01 [m^-1]

Option = Value
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END

SCATTERING COEFFICIENT:

Option = Value

Scattering Coe�cient = 0.0 [m^-1]

END

REFRACTIVE INDEX:

Option = Value

Refractive Index = 1.0 [m m^-1]

END

END

END

END

FLOW: Flow Analysis 1

SOLUTION UNITS:

Angle Units = [rad]

Length Units = [m]

Mass Units = [kg]

Solid Angle Units = [sr]

Temperature Units = [K]

Time Units = [s]

END

ANALYSIS TYPE:
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Option = Steady State

EXTERNAL SOLVER COUPLING:

Option = None

END

END

DOMAIN: Default Domain

Coord Frame = Coord 0

Domain Type = Fluid

Location = FLUID

BOUNDARY: einlaufstrecke

Boundary Type = WALL

Location = EINLAUFSTRECKS

BOUNDARY CONDITIONS:

HEAT TRANSFER:

Option = Adiabatic

END

MASS AND MOMENTUM:

Option = Free Slip Wall

END

END

END

BOUNDARY: inlet
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Boundary Type = INLET

Location = INLET

BOUNDARY CONDITIONS:

FLOW DIRECTION:

Option = Normal to Boundary Condition

END

FLOW REGIME:

Option = Subsonic

END

HEAT TRANSFER:

Option = Total Temperature

Total Temperature = 290 [K]

END

MASS AND MOMENTUM:

Option = Total Pressure

Relative Pressure = 3.2e5 [Pa]

END

TURBULENCE:

Option = Medium Intensity and Eddy Viscosity Ratio

END

END

END
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BOUNDARY: lowerwall

Boundary Type = WALL

Location = LOWERWALL

BOUNDARY CONDITIONS:

HEAT TRANSFER:

Option = Adiabatic

END

MASS AND MOMENTUM:

Option = No Slip Wall

END

WALL ROUGHNESS:

Option = Smooth Wall

END

END

END

BOUNDARY: outlet

Boundary Type = OUTLET

Location = OUTLET

BOUNDARY CONDITIONS:

FLOW REGIME:

Option = Supersonic

END
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END

END

BOUNDARY: rauwheit

Boundary Type = WALL

Location = PLATTE

BOUNDARY CONDITIONS:

HEAT TRANSFER:

Option = Adiabatic

END

MASS AND MOMENTUM:

Option = No Slip Wall

END

WALL ROUGHNESS:

Option = Smooth Wall

END

END

END

BOUNDARY: upperline

Boundary Type = SYMMETRY

Location = UPPERLINE

END

BOUNDARY: wandhinten
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Boundary Type = SYMMETRY

Location = WANDHINTEN

END

BOUNDARY: wandvorne

Boundary Type = SYMMETRY

Location = WANDVORNE

END

DOMAIN MODELS:

BUOYANCY MODEL:

Option = Non Buoyant

END

DOMAIN MOTION:

Option = Stationary

END

MESH DEFORMATION:

Option = None

END

REFERENCE PRESSURE:

Reference Pressure = 0 [atm]

END

END

FLUID DEFINITION: Fluid 1
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Material = Air Ideal Gas

Option = Material Library

MORPHOLOGY:

Option = Continuous Fluid

ENDCFX Run setting

END

FLUID MODELS:

COMBUSTION MODEL:

Option = None

END

HEAT TRANSFER MODEL:

Include Viscous Work Term = On

Option = Total Energy

END

THERMAL RADIATION MODEL:

Option = None

END

TURBULENCE MODEL:

Option = SST

END

TURBULENT HEAT TRANSFER:

TURBULENT FLUX CLOSURE:

Hilbert van Pelt M.Sc. Thesis



185

Option = Eddy Di�usivity

Turbulent Prandtl Number = 0.9

END

END

TURBULENT WALL FUNCTIONS:

High Speed Model = On

Option = Automatic

END

END

END

OUTPUT CONTROL:

RESULTS:

File Compression Level = Default

Option = Standard

END

END

SOLVER CONTROL:

Turbulence Numerics = High Resolution

ADVECTION SCHEME:

Option = High Resolution

END

CONVERGENCE CONTROL:
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Maximum Number of Iterations = 10000

Minimum Number of Iterations = 1

Physical Timescale = 1e-005 [s]

Timescale Control = Physical Timescale

END

CONVERGENCE CRITERIA:

Residual Target = 1e-10

Residual Type = RMS

END

DYNAMIC MODEL CONTROL:

Global Dynamic Model Control = On

END

END

END

COMMAND FILE:

Version = 13.0

Results Version = 13.0

END

SIMULATION CONTROL:

EXECUTION CONTROL:

EXECUTABLE SELECTION:

Double Precision = On
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END

INTERPOLATOR STEP CONTROL:

Runtime Priority = Standard

MEMORY CONTROL:

Memory Allocation Factor = 1.0

END

END

PARALLEL HOST LIBRARY:

HOST DEFINITION: tud103665

Host Architecture String = winnt-amd64

Installation Root = C:\Program Files\ANSYS Inc\v%v\CFX

END

END

PARTITIONER STEP CONTROL:

Multidomain Option = Independent Partitioning

Runtime Priority = Standard

EXECUTABLE SELECTION:

Use Large Problem Partitioner = O�

END

MEMORY CONTROL:

Memory Allocation Factor = 1.0

END
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PARTITIONING TYPE:

MeTiS Type = k-way

Option = MeTiS

Partition Size Rule = Automatic

Partition Weight Factors = 0.50000, 0.50000

END

END

RUN DEFINITION:

Run Mode = Full

Solver Input File = D:\hvanpelt\�at\�atrefsst.def

INITIAL VALUES SPECIFICATION:

INITIAL VALUES CONTROL:

Continue History From = Initial Values 1

Use Mesh From = Solver Input File

END

INITIAL VALUES: Initial Values 1

File Name = D:\hvanpelt\�at\�atrefsst_001.res

Option = Results File

END

END

END

SOLVER STEP CONTROL:
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Runtime Priority = Standard

MEMORY CONTROL:

Memory Allocation Factor = 1.0

END

PARALLEL ENVIRONMENT:

Number of Processes = 2

Start Method = HP MPI Local Parallel

Parallel Host List = tud103665*2

END

END

END

END
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