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Executive summary  
 

This thesis explores how the Dutch government can adopt arti�icial intelligence (AI) responsibly 
in the policy development process, a domain that has received little attention compared to AI use 
in policy execution. The project was conducted in collaboration with the governmental 
organisation. 
 
The thesis identi�ies that while AI holds promise for improving policy quality, ef�iciency, and 
democratic engagement, it also introduces serious risks, such as depoliticisation, bias, loss of 
professional judgment, and declines in public trust. These risks, combined with organisational 
barriers like low AI literacy, limited capacity, and fragmented structures, have led to hesitant 
adoption within ministries. 
 
The thesis uses a constructive design research method. Answering research question by means 
of design. With a design project that uses an design approach based Frame Innovation, Vision in 
Product Design (ViP), and Value Sensitive Design (VSD). Resulting in a prototype tool that is 
evaluated with civil servants. The design balances encouragement and responsibility, aiming to 
stimulate AI curiosity, proposed as a key mechanism for learning and soft AI capacity-building, 
while reinforcing awareness of ethical and procedural boundaries. 
 
Findings show that responsible AI adoption depends not only on technical safeguards but also on 
developing collective AI capacity, trust, and professional judgment. The tool incites re�lection 
rather than prescription, helping users think critically, recognise dilemmas, and connect to 
existing support resources, which anchors quality assurance in the Dutch policy process. 
 
This thesis contributes to bridging the gap between theoretical frameworks of responsible AI 
and practical application in policy preparation.  
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Reading Guide 
Below is an explanation of some important terms and their meaning in this report.  
 
Policy of�icers [Beleidsmedewerkers] = Civil servants responsible for researching, drafting, 
and providing recommendations on public policy. 
 
Policymakers [Beleidsmakers] = Political- and senior civil leadership who make policy 
decisions. 
 
Polity [Staatsbestel] = A system of government. 
 
Institution = Depending on the context, the term refers to formal organisations, as understood 
in common parlance, or to institutions as understood in institutional theory, meaning the formal 
and informal ‘rules of the policy game’ (Hill & Varone, 2021),  
 
 

Declaration of the use of AI  
Because of the nature of the topic of the thesis, I set out to use AI conservatively, taking special 
notice of the secure treatment of sensitive data, and limiting the in�luence of AI on the ideas 
written in this thesis. Below is a list of ways AI was used in this thesis project: 
 
 
Wispher (local) - The recordings of the evaluation sessions are transcribed using Wispher, to 
account for the security of the sensitive information in the recording, the model was run locally. 
 
MarianMT model (local) - The Dutch text is translated to English locally using the MarianMT 
model (Helsinki-NLP, 2021), the model was run locally. 
 
ChatGPT (limited use) - Limited use for: explaining and contextualising novel terms from 
literature during literature research, for my own understanding. Support in writing, for example, 
when struggling to make a sentence make sense, or to �ind a proper term or synonym. And a few 
times for inspiration on how to linguistically stitch together concluding notes in pre-drafts. And 
to contest my use of speci�ic idiosyncratic terms.  
 
Grammarly – Grammarly was used after the removal of sensitive information to correct clear 
writing mistakes. 
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1. Introduction 
In recent years, incidents like the Dutch childcare scandal, which resulted in the destruction of 
the lives of innocent citizens and the resignation of the national government, have put the risks 
of using arti�icial intelligence (AI) in policy execution in the limelight (Peeters & Widlak, 2023). 
The use of arti�icial intelligence systems in the preparation of policy, or ‘AI for policy’ has received 
far less attention (Kuziemski & Misuraca, 2020), but is fundamentally challenging to our 
democratic polity (Bullock, 2019; Newman et al., 2022).  

The recent advancements in machine learning and the development of large language models 
have signi�icantly broadened the scope of conceivable AI involvement in policy development, 
extending far beyond simple automation (Dafoe, 2018; Newman & Mintrom, 2023). At the same 
time, it is clear that the use of AI brings with it signi�icant risks. To make responsible adoption of 
AI possible, ministries need practical and accessible guidelines for policy preparation 
professionals (Zuiderwijk et al., 2021). 

In the wake of the rapid developments of AI, there have been calls for the Dutch government to 
invest in the adoption of AI, for instance, by the Netherlands Scienti�ic Council for Government 
Policy (WRR, 2021). This design project seeks practical insight into the challenges the 
government faces in the adoption of responsible AI for policy.  

 

 

1.1 Problem de�inition 
Due to the novelty of the technologies, the effects of using AI in the development of policy are 
uncertain (WRR, 2021). What is certain is that AI affects the processes it is introduced into; AI is 
non-neutral (Janssen et al., 2022; Kuhn, 1970; Stinson, 2022). By using a non-human intelligent 
advisor, the policymaking process is fundamentally altered. Risking the depoliticisation of policy 
preparation leads society to drift based on unpolitical technocratic inertia. Another risk is the 
technocratic weaponisation of AI, when AI systems are used to legitimise unsupported policy. 
Prominent barriers hindering the adoption of AI for policy are fragmentation (with and between 
ministries), a lack of insight into AI opportunities, perceived uncertainty, risks involved, required 
effort, a lack of AI literacy, and a lack of AI capacity. The latter, caused by previous divestments in 
technical infrastructure and capabilities. In addition, the government has notorious dif�iculties in 
sourcing technical systems . Adoption is further hampered by a lack of processual perspective, 
ethical dilemmas that stretch beyond legality, and a lack of empirical validation within 
government. Worries about general risks of the use of AI, in combination with technical, 
organisational and political barriers, have resulted in limited adoption of AI systems in the 
process of policy development. Some of these barriers are exacerbated by a lack of a clear 
consensus on what constitutes “responsible AI for policy”, and how it can be achieved in practice. 

This is consistent with other countries where we see limited adoption in government, like 
Canada (Madan & Ashok, 2024), and AI for policy, highlighting reluctance, which is in sharp 
contrast to the public sector. 

 

This thesis, and the design project that is part of it, are motivated by the combined needs from 
practice, in the form of the governmental organisation, and by gaps in academic literature. The 
main gap in the literature this project intends to contribute to the dissolution of is in the lack of 
translation of theoretical insights to the development of practical application, policy preparation 
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practice (Zuiderwijk et al., 2021). Another gap exists around fundamental questions speci�ic to 
the use of AI systems in the policy preparation phase. And there is a need for the development of 
tools that take the unique value logic of public organisations into account (Fatima et al., 2022). 

 

The governmental organisation is presented with vast opportunities to use AI in the policy 
preparation stage, but it is under-prepared for the adoption of these novel technologies . In part 
because she lacks standards and guidance on the responsible, safe, and effective use of AI. While 
the governmental organisation, as an organisation, is aware of the general risks involved in the 
use of AI, the average policy of�icial has little insight into these risks. 

Fundamental risks like depoliticisation as a result of AI adoption are largely overlooked and 
require practical translation to be put on the agenda. Given that when AI for policy 
implementation is done irresponsibly, citizens and democratic institutions will be harmed 
because of it inadvertently, in return, hampering further adoption. Furthermore, governmental 
policy on the use of AI is highly restrictive, and the expertise and capabilities needed for 
responsible AI implementation are dif�icult to �ind within the organisation . Making it dif�icult for 
individual policy of�icers and the organisation as a whole to learn how to use AI responsibly. This 
suggests that the  governmental organisation needs guidelines and a practical tool to support the 
responsible use of AI by policy preparation professionals.  

 Informed by existing frameworks and insights from international organisations such as the 
Recommendation of the Council for Agile Regulatory Governance to Harness Innovation (OECD, 
2021), the AI Impact Assessment (AIIA) (ECP, 2018), and relevant academic literature like the 
circular value-based assessment framework developed by Yurrita et al. (2022), and the model of 
Features contributing to contestable (Alfrink et al., 2022, p. 629), AI �ive loops model for the 
systemic integration of contestability in AI-based policy execution (Alfrink et al., 2023). 

 
 

1.2 Design Project 
This thesis takes a constructive design research approach (Koskinen, 2011), using the 
construction of a design prototype, in the context of a design project for a governmental 
orgnisation, as a means of creating knowledge.  
 
Design Assignment 
Based on the initial de�inition of the design challenge for the governmental organisation, the 
design assignment at the start of the project was the following: Design a set of guidelines and a 
prototype tool for assisting professionals within Dutch ministries in the ethical and effective 
utilisation of AI in the policy preparation stage. The tool should �it the existing organisational 
environment and resonate with the practical experiences of these professionals, ensuring they can 
capture the bene�its of AI while effectively mitigating associated risks. 
 
Figure 1 shows an initial map of the design challenge associated with this design assignment. 
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Research questions 
The main research question (RQ 0) is derived in accordance with the design assignment. The two 
subsidiary research questions (RQ1 & RQ 2) are established based on the initial mapping of the 
design problem. Answering these subsidiary research questions is needed to answer the main 
research question. The research questions are: 

RQ 0: How can we design practical tools to guide the use of AI in the governmental policy 
development process? 

RQ 1: What does responsible use of AI entail in policy preparation? 

RQ 2: How should a tool for policy preparation professionals be designed to effectively incorporate 
advice? 

Figure 1. Initial mapping of the design challenge 
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The design approach (see Figure 3) for 
the project is based on three theoretical 
design approaches: Frame Innovation 
(Dorst, 2015b), Vision in Product 
Design (ViP) (Hekkert & van Dijk, 
2011) and Value Sensitive Design (VSD) 
(Friedman & Hendry, 2019). These 
approaches together cover the wider 
�ield of challenges that were to be 
expected throughout the project. 
Adding Value Sensitive Design due to 
the large role values play in the design 
challenge at hand. 
  

1.4 Relevance and 
Contributions 
The original design assignment 
includes a reference to a set of 
guidelines and a prototype. Because the 
desk research in the project resulted in 
�inding existing ones, including one 
speci�ically developed for the Dutch 
government (Meijer & Ruijer, 2021), 
reducing the need for a novel set 
produced as part of this project. The 
project's focus their for shifted to 
mechanisms to realise responsible AI in 
practice, which is a distinct and 
complex problem of its own.  

The design project resulted in a 
prototype that was tested with 
participants from the governmental organisation. 

The evaluation results support the notion that there is a tension between the values and needs 
of leadership and the organisation, and those of users, the policy of�icers and others involved in 
policy development. Political leadership and upper management are mostly concerned with 
avoiding risks and ensuring proper regulation before the use of AI. Policy professionals, on the 
other hand, only see themselves responsibly implementing AI when they are taken by the hand 
and supported through all steps of the process. Not necessarily because they disagree with the 
ideal of broad AI literacy and full accountability, but because they experience a misalignment 
between that ideal and the reality of their work. 

The prototype is able to incite curiosity in users and, at the same time, provoke hesitation. Some 
users become interested and want to explore AI’s potential in their own practice. Others are 
more cautious, especially when the risks are made prominent, and the responsibility for 
implementation remains unclear. This difference in effect, between motivation and restraint, 
re�lects the core design principle of the tool, to balance encouragement with responsibility. This 

Figure 2. Overview of the design process. 
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expectation is in line with the general goal as expressed by the governmental organisation and 
the intended role of the Policy Compass. The experience of a slightly restrictive or tempering 
effect might be a necessary condition for inviting users to explore critically, instead of rushing 
into adoption. Finding tension between what is desirable from a responsible AI perspective and 
user preference. 

This thesis contributes to the existing literature by responding to the call for empirical, situated 
work in the context of AI in public governance (Zuiderwijk et al., 2021). It aims to help close the 
gap between theoretical insights and practical application in policy preparation practice. There 
is limited testing or validation of responsible AI tools in situ, especially in the early phases of 
policy development. This design project explores what happens when you introduce a tool in 
that space. A key contribution is the idea of AI curiosity as a precursor to AI capability. The 
prototype does not aim to teach everything at once, but to prompt questions, dialogue, and 
individual motivation, as a basis for distributed capacity-building. This connects to earlier work 
on strategic alignment (van Noordt & Tangi, 2023), but shifts the focus to soft capabilities, 
including user engagement and re�lective decision-making. The design re�lects a practical 
response to the gap around responsible AI in the preparatory phase of policy, where 
implementation questions and institutional effects are still underexplored. The �indings suggest 
that tools like this can help bridge the gap between central AI strategies and day-to-day policy 
work, not by providing answers, but by creating space to think, ask, and discuss. 

 
 
 

1.5 Structure of the Report 
This thesis is structured as follows: Firstly, Chapter 2 provides the background on responsible AI 
for policy based on literature. Discussing AI and government, AI for policy, responsible AI, and 
curiosity. Next, situating the design challenge, Chapter 3 gives an overview of the design context. 
Including an exploration of systems involved in policy development in Dutch democracy, looking 
at Dutch governments' relation with AI, and mapping the people and organisations in the design 
context. Subsequently, moving to the design project: method, design approach, design process, 
�inal design prototype, evaluation and results are discussed in Chapters 4, 5, and 6. Finally, the 
thesis re�lects on the �indings and the overall design process, presents a synthesis including 
proposed framework sketches, and relates these back to the literature in chapter 7. 
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2. Background 
This chapter discusses the theoretical and empirical background based on the academic 
literature. Positioning this thesis and providing the theoretical foundation for the design context 
and the design project, including the resulting proposed prototype design. These are discussed 
in the subsequent chapters.  

The chapter is structured as follows: starting with a discussion of the AI and government. 
Followed by a more elaborate exploration of AI for policy, discussing its use cases, bene�its, risks 
and barriers to adoption. The next section looks at responsible AI, �irst by framing the concept 
theoretically, before discussing a variety of different proposed approaches. The �inal section 
introduces curiosity, which takes a key role in the proposed prototype design. The large sections 
on AI for policy and responsible AI include a ‘Conclusion’ subsection that synthesises the key 
�indings and relates them to the design project, forming the theoretical building block of the 
design. 

 

 

2.1 AI and Government 
Governments have a dual role in the adoption of Arti�icial intelligence in society. Firstly, they 
need to develop rules and regulations to protect society against damage from irresponsible or 
outright dangerous uses of the technologies (Cath et al., 2017; Kuziemski & Misuraca, 2020). 
Secondly, governments can stimulate the development of the technologies, for instance, in the 
form of investments in the required education or infrastructure, or through the provision of 
direct investment and subsidies (Guenduez & Mettler, 2023), and public-private collaboration 
with the sector. Engendering the private sector to develop AI activities, -knowledge and -
infrastructure (van Noordt et al., 2023), to capture economic growth and other societal bene�its, 
and to stay competitive in the �ierce global competition for AI dominance (Guenduez & Mettler, 
2023; Satariano & Mozur, 2024). 

In addition to regulating and facilitating AI in society, governments themselves can use AI. The 
development and utilisation of AI in the public sector has lagged behind that in the private 
sector, as has attention for AI in government and academia (Desouza et al., 2020). However, in 
recent years, the �ield has grown substantially on the coattails of rapid developments around AI 
in the public sector, and the publication of governmental AI policy documents (van Noordt, 
2023). AI is seeing increasing use in governments, and academia has theorised many more use 
cases for the public sector (Madan & Ashok, 2023; Wirtz et al., 2019; Zuiderwijk et al., 2021).  

Continuing, this section discusses the de�inition of AI, based on an exploration of de�initions used 
in academic and government-related practice. And giving an overview of the use cases of AI in 
government. 

 

2.1.1 De�inition of AI 
Many different de�initions of arti�icial intelligence are used in academia and practice. In general, 
the term refers to a variety of “intelligent” computational technologies. Herein, the meaning 
ascribed to the term intelligent varies among �ields and is continually evolving.  
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AI de�initions have historically been characterised by terms relating to human- or rational 
thinking and actions (Russell & Norvig, 2010). An example of humanlike intelligence framing is 
found in UNESCO's (2021) de�inition, referencing technologies with “a capacity to learn and to 
perform cognitive tasks” (p. 10). Other de�initional approaches focus on the technical 
characteristics, for example, the de�inition by Campion et al. (2022) that prescribes “utilizing ML 
and big administrative data” (p. 2). Studying policymakers- and academic AI de�initions, Krafft et 
al. (2020) found a tendency of policy documents to favour human-thinking or behaviour 
characteristics, whereas AI researchers used more technical speci�ication-heavy de�initions. The 
rigidity of the discriminatory principles of a de�inition can vary equally. De�initions used in 
regulation and law have to be rigidly discriminatory to be enforceable (Krafft et al., 2020). 
De�initions used by designers can be more open, to allow for greater conceptual �lexibility and 
the creation of novel insights and designs. For instance, using metaphors to conceptualise a 
design problem around public AI (Alfrink et al., 2024), adding a great degree of conceptual 
framing without de�ining. 

Constructing rigid de�initions of AI is made challenging by the rapid developments of AI 
technologies. Anticipatory de�initions in regulatory practice are increasingly agile (OECD, 2021), 
and technology-neutral (European Parliament, 2023; European Union, 2024). Moving away from 
de�initions based on listed technologies and focusing on a system’s functions, intentions, or 
outcomes. Making the regulations more adaptive in the face of developments (Mul & Werkhorst, 
2020).  

This report follows the de�inition of the Organisation for Economic Co-operation and 
Development (OECD, 2024), as it aligns well with the understanding of AI in academic discourse 
and policy-facing practice (Krafft et al., 2020). A selection of recent AI de�initions in 
governmental contexts, including the OECD (2024) The de�inition can be found in Table 1. 

Table 1. Selection of de�initions of AI in governmental contexts 

  

Source De�inition 
(UNESCO, 2021, p. 10) “AI systems are information-processing technologies that 

integrate models and algorithms that produce a   capacity   to   
learn   and   to   perform   cognitive   tasks   leading   to   
outcomes   such   as   prediction   and    decision-making    in    
material    and    virtual    environments.” 

(Campion et al., 2022, p. 2) “…an operational de�inition of AI in the public sector as a set 
of technologies, solutions, and processes designed to augment 
policy makers’ decision making by utilizing ML and big 
administrative data.” 

Article 3 (1) of the EU AI Act  
 

“‘AI system’ means a machine-based system that is designed to 
operate with varying levels of autonomy and that may exhibit 
adaptiveness after deployment, and that, for explicit or 
implicit objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, 
recommendations, or decisions that can in�luence physical or 
virtual environments;” 

OECD, 2024 An AI system is a machine-based system that, for explicit or 
implicit objectives, infers, from the input it receives, how to 
generate outputs such as predictions, content, 
recommendations, or decisions that can in�luence physical or 
virtual environments. Different AI systems vary in their levels 
of autonomy and adaptiveness after deployment. 
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2.1.2 AI in Government  
Within government, AI can be used to support the delivery of public services, internal 
management, and policy-making (van Noordt & Misuraca, 2022). The use of AI for the delivery of 
public services can lead to better information provision, more understandable information for 
the public, and innovative services, for instance, through personalisation. Improving how citizens 
experience services (Zuiderwijk et al., 2021). Internal management use cases are often focused 
on making operations more ef�icient, but they can also contribute to increased transparency and 
consistent decision-making (van Noordt & Misuraca, 2022). 

Compared to the private sector, governments face a more complex set of challenges in the 
adoption of AI. Governments deal with a broad network of stakeholders satis�ied by a variety of 
different types of value, far beyond the �inancial, as governmental AI is held to a strict standard 
of advancing the public good (Cath et al., 2017).  Another difference with the private sector is the 
power of the state, which increases the potential damage that can be done as a result of the 
irresponsible use of AI (Peeters & Widlak, 2023). This contributes to the need for governments 
to implement high levels of transparency and accountability (Desouza et al., 2020). Additionally,  
governments are highly scrutinised, for instance, by the media (Desouza et al., 2020), who 
amplify mistakes or harm resulting from governmental use of AI to greater proportions than 
those in the private sector. This leads to a greater impact on the trust of citizens in the 
government (Margetts & Dorobantu, 2019).   

Continuing, in the following section, the use of AI in the policy development process, or AI for 
policy, is explored in detail. 

 

 

2.2 AI for Policy 
In this thesis, ‘policy’ is used to refer to both policy goals, what the government wants to happen, 
and policy instruments, the measures devised to achieve the policy goal (Linder & Peters, 1989), 
for example, government programs and legislation. The term ‘AI for policy’, proposed by this 
thesis, refers to the use of AI in the policy development process. This use of AI for policy is the 
most recent evolution in greater trend towards evidence based policy making, where “factual” 
evidence in de development op policy theories as a basis for policy (Sanderson, 2009), for 
instance, using big data (McNeely & Hahm, 2014), improving policy quality by reducing 
arbitrariness and increasing the certainty of analyses and projected effects of policy (Vydra & 
Klievink, 2019). At least in theory, views critical of this paradigm are discussed in the subsection 
on responsible AI. AI can be used in processes throughout the policy cycle, for example, by aiding 
rapid detection of problems in society to advance agenda-setting. And improved policy making 
through better predicting policy effects. Monitoring and evaluation of policy and its 
implementation. And increase citizen participation in the policy process (Valle-Cruz et al., 2020; 
van Noordt & Misuraca, 2022). 

The term ‘AI for policy’ is not widely used in the related �ield, but it is a useful term that 
succinctly captures the underlying concept. It is in line with terms used in the literature on 
governmental AI, for example, “AI for policy making” (van Noordt & Misuraca, 2022, p. 5), 
describing a similar concept. And it uses a similar structure and logic as the terms “analysis for 
policy” and  “analysis of policy” used in the adjacent �ield of policy analysis (Hill & Varone, 2021, 
p. 5).  
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AI for policy can be distinguished from other concepts that relate AI to policy. Like ‘AI policy’, ‘AI 
in policy’ and ‘AI for the execution of policy’. For an overview of these concepts, including a 
description, see Table 1. 

 

 

AI for policy is a small subset of both the use of AI in practice (van Noordt & Misuraca, 2022) and 
of the academic discourse on governmental AI. Limited work on AI in policy preparation exists. 
AI for policy is more often discussed as a part of governmental AI at large (e.g. van Noordt & 
Misuraca, 2022; Zuiderwijk et al., 2021). Furthermore, literature on AI for policy is in large part 
explorative, lacking empirical validation . This is due to the lack of adoption  and the dif�iculty of 
studying the policy process due to its complexity , among other reasons. This means that the 
characteristics and dynamics of AI for policy are poorly studied, and have to be extrapolated 
from work on related subjects and practices.. 

 

2.2.1 Technologies for AI for Policy 
As discussed in the subsection on de�initions of AI, the exact bounds of what technologies count 
as AI are somewhat opaque and contested. More concrete are the technologies discussed in the 
context of AI for policy. 

The current attention for AI in popular culture is fuelled by the rapid advancements in generative 
AI and the resulting increased commodi�ication of AI. However, these models are complex and 
only applicable to a small subsection of AI for policy use cases. Many AI technologies that can be 
used in AI for policy are much simpler, narrow AI technologies (Samoili et al., 2020). Which can 
be more differentiated (Dwivedi et al., 2021), tailored to �it speci�ic use cases and context. This is 
re�lected in Zuiderwijk et al.'s (2021) summary of technologies that fall within the scope of the 
governmental de�initions of AI: 

“Approaches and technologies that comprise an AI system may include, but are not 
limited to: machine learning, including supervised and unsupervised learning (Smola & 
Vishwanathan, 2008; UNESCO, 2020); Arti�icial Neural Networks (Krenker, Bester, & Kos, 
2011); fuzzy logic (Klir & Yuan, 1995; Yen & Langari, 1999); case-based reasoning 
(Cort ́es & Sanchez-Marre, 1999); natural language processing (Liddy, 2001); cognitive 
mapping (Eden, 1988; Golledge, 1999); multi-agent systems (Ferber & Weiss, 1999); 
machine reasoning (Bottou, 2014), including planning, predictive analytics, knowledge 
representation and reasoning, search, scheduling, and optimization; and, �inally, cyber-
physical systems (Baheti & Gill, 2011; Lee, 2008; Radanliev, De Roure, Van Kleek, Santos, 
& Ani, 2020), including internet-of-things and robotics, computer vision, human-

AI & policy relation Description 
AI for policy  The use of AI in the development process of policy. 
AI policy Laws, regulations, strategies, and public programs on the 

development, implementation and use of AI. 
AI in policy Provisions on AI in non-AI-related policy. For example, the 

inclusion of a legal basis for the use of AI in the enforcement of 
policy. 

AI for the execution of policy The use of AI to execute policy, for example, for the automation 
of service delivery and policy enforcement. 

Table 2. Typological overview of relations between AI and policy 
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computer interfaces, image and facial recognition, speech recognition, virtual assistants, 
and autonomous machines and vehicles.“ ( p. 2) 

A meta-empirical study on European governmental AI projects, by Van Noordt & Misuraca 
(2022), concurs with the relevance of more narrow AI for policy making. Finding many instances 
of the uses of computer vision and identity recognition, predictive analytics and threat 
intelligence, some uses of machine learning/deep learning, natural language processing/ text 
mining/speech analytics, AI-empowered knowledge management and one instance of security 
and threat intelligence.  

In conclusion, the advancements in generative AI have created a lot of buzz for AI. Many other 
AI technologies have (potential) use cases in AI for policy. Generative technologies create novel 
opportunities for the policy development process, and accompanying attention for AI for policy. 
In this, it can potentially serve as a beachhead for the adoption of more situationally 
differentiated, but less glamorous and technically demanding, narrow AI technologies. 

 

2.2.2 Use Cases of AI for Policy 
Policy development is a multifaceted process that consists of a constellation of formalised 
processes and activities, with informal and ad hoc interactions mixed between (Fischer et al., 
2007), carried out by actors inside, working for, and around the government (van den Berg et al., 
2015). The variety of processes involved creates many potential avenues for the use of AI. This is 
re�lected in the literature, which theorises and describes use cases ranging from improving the 
ef�iciency of the policy-making process (Zuiderwijk et al., 2021), to solving problems that were 
unsolvable before, for example, the increasingly complex crises society is faced with, such as 
climate change (Coeckelbergh & Sætra, 2023; Februari, 2023).  

A variety of different types of use cases of AI for policy are described in the literature, although 
most are embedded within AI in government typologies (e.g. van Noordt & Misuraca, 2022; 
Zuiderwijk et al., 2021). And not many AI for policy-speci�ic categorisations of use cases are 
used. Valle-Cruz et al. (2020) use the structure of the policy cycle, to categorise AI for policy use 
cases using its phases: agenda-setting, policy formulation and decision-making, implementation, 
and policy evaluation. This categorisation is therefore used in the discussion of use cases that 
follows, with the addition of a category of Throughout the policy-making process (illustrated in 
Figure 4), completing the typology as discussed in the conclusion to this section. 

In the Agenda-setting phase, AI can aid the collection of data, for example, from social media 
(Loukis et al., 2017), and help in analysis by identifying patterns in large and complex data 
(Desouza & Jacob, 2017). This can support faster detection of societal issues (van Noordt & 
Misuraca, 2022), as well as aiding the accuracy of problem identi�ication (Zuiderwijk et al., 
2021), encouraging collaboration and improving legitimacy (Valle-Cruz et al., 2020).  

In the policy formulation phase. AI can assist in the generation and evaluation of policy options 
(Valle-Cruz et al., 2020). For instance, by providing improved forecasting and the simulation of 
policy options (Margetts & Dorobantu, 2019). Additionally, AI is thought to be able to improve 
citizen participation (van Noordt & Misuraca, 2022), by facilitating communication with citizens 
and processing public input during consultations (Zuiderwijk et al., 2021)..  

In the decision-making phase, judgments are in part based on analyses done in the policy 
formulation phase; the increased quality of analyses and simulations in that stage �inds its use 
similarly in the decision-making stage. Supporting decision-making by predicting policy 
outcomes (Valle-Cruz et al., 2020), and aiding the accuracy of decisions (Zuiderwijk et al., 2021). 
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Furthermore, AI could help build trust and accountability by making decisions accessible to the 
public (Valle-Cruz et al., 2020). 

In the implementation phase, AI supports automation, better use of resources, and streamlining 
of processes (Valle-Cruz et al., 2020). Part of the implementation phase is the communication of 
the policy to the general public and other stakeholders; here, AI can support the tailoring of the 
communications (Androutsopoulou et al., 2019), especially for vulnerable groups who encounter 
challenges in understanding the complex language typically used by governments. Furthermore, 
AI can help in the monitoring of the implementation of the novel policy (van Noordt & Misuraca, 
2022), allowing for faster evaluation and adjustment when necessary. 

In the policy evaluation phase, AI opens up new ways to analyse feedback, monitor impact in real-
time (Valle-Cruz et al., 2020). Allowing for the development of more dynamic and responsive 
evaluation approaches, supporting the evaluation of existing and novel policies (van Noordt & 
Misuraca, 2022) and helping identify where action is needed (Zuiderwijk et al., 2021), feeding 
pack to the agenda-setting phase of the policy cycle. 

Some use cases of AI for policy are applicable throughout the policy-making process. This 
includes general applications for administrative streamlining, like improving processes or digital 
coordination (Madan & Ashok, 2023), to reduce administrative burden and increase ef�iciency 
(Zuiderwijk et al., 2021). These use cases are especially relevant given the importance of 
ef�iciency as a motive behind AI projects in the government context at large (Madan & Ashok, 
2022). Ideally, these use cases free up civil servants' time and attention for more substantive 
tasks (Madan & Ashok, 2023), contributing to higher policy quality. 

In conclusion, there is a wide variety of AI use cases that have the potential to improve the 
policy-making process.  For the categorisation of use cases of AI for Policy, the thesis follows 
Valle-Cruz et al. (2020) in using the phases of the policy cycle1: agenda-setting, policy formulation 
and decision-making, implementation, and policy evaluation. This is a useful way to categorise the 
use cases, given the familiarity of people in the policy chain with the policy cycle model, and the 
alignment of the model with practice. However, several general use cases are identi�ied in the 
literature that can provide support 
throughout the policy-making process, 
making this a meaningful addition as a 
separate category. The AI for policy 
typology used by this thesis is illustrated 
in Figure 4.  

Over the phases of the policy process, AI 
for policy can support the collection and 
analysis of data to identify policy issues 
more accurately and faster, allow more 
participation and help in generating and 
evaluating policy options, and aid 
decision-making through improved 
forecasting. As well as supporting the 
implementation of policy by automating 

 
1 In the context of the Dutch government and the Policy Compass, a version of the policy cycle is used that 
includes an additional sixth phase of reorientation after the implementation (KCBR, n.d.; van der Staaij & 
Sneller, 2023). This reorientation phase is a special type of agenda setting, however AI for policy use cases 
for are more connected to the evaluation phase, of which reorientation is an extension. 
 

Figure 3. Types of AI use cases in the policy-cycle 
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processes and improving communication with citizens. In the evaluation, creating capacity for 
real-time monitoring for dynamic feedback. Some use cases have potential use cases throughout 
the entire policy process, such as administrative streamlining and coordination, reducing 
administrative burdens and allowing civil servants to spend more time on substantive tasks. 

That AI has potential responsible use cases in the policy-making process is not overly 
contentious, outside of critical discourses that take issue with AI for policy in principle, as 
discussed in the section on responsible AI. Practically speaking, the main contentions concern 
the extent to which AI can actually improve the policy-making process, and how much of the 
theorised possibilities hold up when faced with technical limitations and the complex nature of 
public administration . 

 

 

2.2.3 Bene�its of AI for Policy 
AI for policy is promised to bring a variety of bene�its. Similar to the use cases to which the 
bene�its are related, the bene�its of AI for policy are enjoyed throughout the policy cycle. And the 
bene�its can continue during the lifetime of the developed policy, where the improved quality 
policy provides public value (van Noordt & Misuraca, 2022). Academic work on bene�its speci�ic 
to AI for policy is limited. Overviews and typologies that include AI for policy bene�its are mostly 
broader, including various forms of AI for government bene�its. For example, Madan & Ashok 
(2023) describe AI in government outcomes grouped around public values and how government 
organisations are structured and operate. Zuiderwijk et al. (2021) outline ef�iciency and 
performance, risk identi�ication and monitoring, economic gains, and improved data and 
information processing. They point to broader bene�its for society, decision-making, engagement 
and interaction, and sustainability. Continuing, this subsection discusses the bene�its of AI for 
policy, structured according to a typology proposed by the me, described in the concluding 
paragraph of this subsection (see Figure 5), namely policy quality bene�its, democratic bene�its, 
and ef�iciency bene�its.  

 

Policy quality bene�its 
The use of AI for policy can bene�it policy quality, both substantively (Zuiderwijk et al., 2021) 
and by improving responsiveness (König & Wenzelburger, 2020). These bene�its result from 
improvements to the various processes of the policy process. Additionally, AI may be able to 
facilitate new ways of doing, to solve problems that were not solvable before, like complex 
challenges such as climate change (Coeckelbergh & Sætra, 2023). AI can support ef�icient 
information handling and higher-quality analysis (Zuiderwijk et al., 2021), bene�iting policy 
quality through improved problem de�inition. For example, in the identi�ication of social 
bottlenecks (van Noordt & Misuraca, 2022). Or, by processing data about opinions and 
behaviour, it provides a better understanding of what citizens think and need (Loukis et al., 
2017) . AI models can aid the development and selection of policy options by improving the 
modelling and forecasting of policy options and new policies (Margetts & Dorobantu, 2019), 
improving policy option formulation and more structured and better informed decision-making , 
and reducing uncertainty and leading to better policy options and decisions (Vydra & Klievink, 
2019). Alongside these bene�its to policy quality due to the substantive advancements, AI for 
policy can aid policy responsiveness by supporting faster problem identi�ication (König & 
Wenzelburger, 2020; van Noordt & Misuraca, 2022) and accelerating development. Allowing 
issues to be addressed quickly, before they escalate.  
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Democratic bene�its 
The democratic bene�its of AI for policy include improvements to democratic values like 
openness, fairness and equity, and bene�its to the functioning of the democratic polity. 
AI can support democratic functions, such as transparency and accountability, by making it 
easier to keep track of decisions and retrieve records (Chen et al., 2023). Openness can be aided 
by helping to make public sector information more widely available or more easily searchable 
(Twizeyimana & Andersson, 2019). AI for policy could also bene�it the democratic nature of 
policy development by supporting increased public participation or co-creation with citizens, by 
facilitating the involvement of large groups of citizens in policy-making (van Noordt, 2023). It 
can improve governments' interaction with citizens.  Altogether, AI can help make policy 
accessible, improve responsiveness, and support transparency, factors that can contribute to 
building and maintaining trust (Madan & Ashok, 2023), as may the improvements in decision-
making (Zuiderwijk et al., 2021). Furthermore, AI for policy can help improve policy from the 
perspective of the rule of law [Rechtstatelijkheid], for instance, by helping to select the most 
appropriate policy instrument, and supporting policy of�icials in understanding the legal context, 
improving policy alignment with existing legal norms like treaties and laws. 

 

Ef�iciency bene�its 
In the literature on the bene�its of AI for policy, ef�iciency takes a less prominent place than in 
discourses about the private sector (Cath et al., 2017). However, ef�iciency is an important 
consideration in policy development , and an important motivation behind AI projects in the 
government context at large (Madan & Ashok, 2022). Among the ef�iciency bene�its are increased 
(labour) productivity, with AI making it easier to gather information and develop policy options 
(Zuiderwijk et al., 2021).  Additionally, administrative and repetitive “boring” work can often be 
taken over by AI . Reducing the man-hours invested and potentially improving the work 
experience of policy of�icers. Ef�iciency bene�its can, in turn, lead to reinvestment of these gains 
into activities that add to policy quality and the democratic nature of the policy development 
process. Organisationally, AI can improve ef�iciency by streamlining internal work�lows (Madan 
& Ashok, 2023). 

In conclusion, AI for policy is expected to bring a wide range of bene�its that span all phases of 
the policy cycle and extend into the lifetime of the policies themselves, where better policies can 
generate greater public value. Because AI for policy-speci�ic frameworks remain limited, this 
thesis uses an original categorisation. Based on a synthesis of the bene�its described in the 
literature. Derived by �iltering for AI for policy use cases and related bene�its, and clustering 
similar types of bene�its, the bene�its can be grouped into the following three categories 
(illustrated in Figure 5): 
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Policy quality bene�its, including improved 
policy development processes and decision-
making, better policy and the resulting 
bene�its to society. 

Democratic bene�its include improvements to 
democratic values like openness, fairness and 
equity. And procedural improvements like 
increased public participation. And 
contributions to the rule of law. 

Ef�iciency bene�its include improved labour 
productivity, reduction of administrative 
tasks and resulting �inancial savings. 

 

 

 

 

2.2.4 Risks of AI for Policy 
The use of AI for policy can propagate a variety of risks. Some of these are inherent to arti�icial 
intelligence, think of risk related to the technical functionality model, which exists independently 
of the application domain or environment. Other risks are unique to AI for policy, related to 
fundamental changes to the institutions and processes of policy development .To allow for 
responsible AI for policy, these risks have to be understood so they can be counteracted for AI to 
be responsible. At the same time, the underutilisation of AI for policy poses its own risks, such as 
the societal costs of missed opportunities and unrealised gains in policy quality and other 
bene�its (Floridi et al., 2018). 

The risks involved in AI for policy are identi�ied in various domains and conceptual levels. Chen 
et al. (2023) describe three types of challenges: societal governance challenges, like 
authoritarian abuses, the replacement of jobs and the disappearance of human discretion, and 
increased power asymmetry; data quality, processing and outcome challenges; and public value 
challenges. Similarly, speci�ied for Generative AI Sætra (2023) describes three levels. On the 
micro level, it affects individuals and relationships through manipulation and cognitive effects. 
On the meso level, it in�luences organisational dynamics, bias, and power relations. On the macro 
level, it impacts democratic processes, institutions, and societal structures. However, no 
typologies speci�ically suited to risks of AI for policy were found.  

Continuing, the risks of AI for policy identi�ied in the literature are discussed according to 
typology presented by me in the conclusion of this subsection (see Error! Reference source not 
found.): Model and user risks, Ethical and societal risks, Liability risks, and System risks. Described 
through their associated underlying types of risks (see Error! Reference source not found.).  

 

2.x.x.x Model and User Risks 
Technical and data risks 

Figure 4. Triad of types of bene�its from AI for policy 



23 
 

Technical risks include a set of risks related to the AI models themselves and associated data. .  
Bias, etc. Robustness . Bias . Importantly, compared to the private sector, the impact of these risks 
can be aggravated by the fast power of the state . 

 The use of AI often implies the use of data, which can result in data security and privacy risks 
(Valle-Cruz et al., 2020). Data can be severely sensitive to the privacy and security of individuals 
and organisations. These risks exist when models and data are not stored securely. Or when 
external or contracted applications are and there is no clear indication whether the data 
uploaded into commonly used AI systems is stored securely. For many systems, this cannot be 
guaranteed . 

 

Human–AI interaction risks  
Other risks arise from the interaction between users and the AI system. Users may not fully 
understand the capabilities of a system, or may use it inappropriately. users are often unaware of 
system limitations, while AI systems often lack insight into their own limitations and blind spots  
and provide limited information on them . The outcomes produced by AI models are predictions 
with an associated con�idence level; if these are not presented to users, they are likely to 
misinterpret them. Especially when outputs are presented with a de�initive of con�idence. 
Exemplary of this is generative AI, which can produce hallucinations, generating human-
sounding and seemingly plausible but incorrect information . AI models also often do not work 
fully as intended or expected , creating risks when compounded with overreliance, resulting 
from the human tendency to trust machines . 

Another risk in the Human-AI interaction is that of losing expertise and skills, as reliance on AI 
can lead to their underutilisation and gradual erosion (Sætra, 2023). Furthermore, when AI for 
policy does not lead to tangible harm, it can have questionable effects, by shaping users frame a 
problem, for instance, encouraging a categorically instead of a holistic view, as that is how 
algorithmic systems structure data (Mittelstadt et al., 2016). Compounded, this can have 
transformative effects and create systemic risks. 

 
2.x.x.x Ethical and Societal Risks 
Ethical risk 
In discussions on the risk of AI in government, much focus is on the ethical dimension . Ethical 
risks include risks to privacy, discrimination and fairness in general. 
Ethical risks are often related to other risks. They can result from lower-order risks, like 
technical risks, such as data or model bias, or human AI interaction risks. And often translate into 
outcome risks to data or decision subjects, or for people using the systems. The latter is the case 
for ethical risks for which the responsibility is codi�ied in a legal sense, creating legal liability 
risks. The perception of moral responsibility can also result in political consequences, meaning 
the ethical risk turns into a political risk. 
 
Societal risks 
Societal risks are risks to society resulting from AI for policy. These include risks of bad policy, 
such as discriminatory policies, or policies that are dif�icult to implement, or policies that have 
negative effects on society in general or for certain groups. In both the literature and practice, 
there is much focus on the socio-economic risks of adopting AI, such as job loss, changing roles, 
and the need for retraining, as well as challenges linked to automation, including reduced 
transparency in how systems work and ensuring that implementation respects people’s dignity 
and rights (Madan & Ashok, 2023; Valle-Cruz et al., 2020). Other societal risks that are discussed 
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are related to the large amount of resources like energy used by AI systems and the potential 
consequences this has on the environment . 
 

2.x.x.x Liability Risks 
Liability is an important motivator for servants. In a governmental organisation, key concerns in 
all actions relate to the political risk (Hood, 2011). Liability risks refer to the risk of facing 
consequences when an accountability forum passes judgment (Bovens, 2007). This can occur 
within the organisation itself, for example, when a manager reprimands a policy of�icial. Or 
external, when a judge orders the government to take action or compensate. When the 
accountability for other risks is codi�ied, they can translate into some form of legal risk. In 
government, liability risks extend beyond the legal, as political leadership can be held to account 
by the media and ultimately by parliament, which can judge them liable and remove them from 
of�ice . Internal liability risks thus can result from the distributions of liability risks before 
external accountability forums, such as a judge (legal) or media and parliament (political). 

 
Legal risks  
The use of AI for policy comes with several legal risks. These risks can result from the outcome of 
using AI for policy or from the process in which it is used. Relating to the outcome, AI systems 
themselves cannot be held accountable for their conclusions or �indings, which means the 
responsibility ultimately falls on the user, unless it is delegated to another party . Legal risks in 
the process when AI is used include breaches of privacy and data security. Juridical challenges 
around the use of data are mostly absorbed by the pre-existing legal infrastructure, like the 
GDPR, in the case of (Kulk & van Deursen, 2020). These risks are therefore similar to earlier 
data-use challenges associated with other technologies. The use of AI can also produce 
discriminatory outcomes, for example, based on gender, ethnicity, or background. Such bias may 
put the responsible public authority at risk of legal action if it results in unfair treatment or 
disadvantage . 

Especially with generative AI, there is also a risk of copyright infringement, since the models are 
trained on large amounts of text and imagery. Creating risks of unauthorised use of copyrighted 
material, both by using the model and by reproducing the training data in results created by the 
model . Furthermore, when governments intend to correct mistakes or unfair treatment by 
means of compensation, they risk setting a legal precedent for future cases .  

 
Political risk 
In the literature, risks of AI for policy are mostly viewed from the perspective of harm to public 
value or ethical risks. However, in the context of AI adoption, they additionally need to be 
understood as political risks or risks to political leadership. Political risks arise from the use of 
AI for policy when it is perceived to have done harm, and political agents are held liable. 
Individual actors in political leadership can face political consequences, like removal from of�ice , 
either directly by parliament, or indirectly through a decline of public popularity and support in 
elections. A type of risk related to political risk is that of political liability for the organisation, for 
instance, when parliament requires the compensation of citizens who have been harmed beyond 
what is legally required . 

Conversely, democratic risks can arise from attempts to avoid political risks through the 
obfuscation of political responsibility by the delegation of decision-making responsibilities to AI 
systems (Chen et al., 2023).  
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2.x.x.x System Risks 
Organisational and institutional risks  
The interaction of users with an AI model creates risks of losing expertise and skill. When this is 
compounded at the organisational level, this creates a risk of losing organisational knowledge 
and capability . Other organisational issues related to the development and implementation risks 
of AI for policy include things like cost overruns .  

 
 
Democratic risks  
In the literature, there are various discourses on the risks of AI for policy to the democratic 
system of governance. These have identi�ied risks both to the democratic ethos (normative) and 
to the functioning of the democratic polity (procedural and affective). The former relates to the 
ideal , and the latter to the ways this is achieved in practice, in the dimensions of institutions and 
practices , as well as the emotional dimensions that are equally important in its functioning .  

Part of the discussion on democratic risks of caries over from literature on the larger shift 
towards evidence-based policy-making, in which decisions are supported by scienti�ic research 
and data. Contributing to a trend of management by measurement, where complex social issues, 
such as social cohesion, are addressed through quantitative indicators (Gray & Mcdonald, 2006). 
This development is often linked to the criticised idea that numbers are more objective than 
other types of knowledge (Porter, 1995). Leading to the relevant idea that data and AI systems 
are “objective”, which may discourage critical questions or the expression of opposing views 
(Newman et al., 2022; Porter, 1995). Altogether, creating risks of depoliticisation of the policy 
process, leading to increasingly technocratic policy-making (Kitchin, 2016; Newman et al., 2022). 
Although depoliticisation is thought to be a great evolution in the policy development process by 
some, mainly governmental institutions (Flinders & Wood, 2014). Many others, especially in 
academia, point out that policymaking is a political process in the end, in which relying heavily 
on evidence can mask inherent political trade-offs and value judgements (Kitchin, 2016; 
Newman et al., 2022). Which is not diminished by depoliticisation, but only denied (Flinders & 
Wood, 2014). And some question if increasingly collecting and centralising evidence can lead to 
better policy at all (Cairney, 2022).  

The use of AI for policy brings with it a shift of powers, as the use of AI in the policy process 
implies a change in the procedural policy tools (Bali et al., 2021) and a renegotiation of 
institutions in the policy chain. For one, the adoption of AI-based systems changes the allocation 
of discretion in government (van Noordt, 2023), reducing the ability of policy of�icers to apply 
complex and context-dependent professional judgements, as decision-making authorities shift, 
at least in part, from public servants to the AI system (Bullock, 2019; Liu & Dijk, 2022). Even if 
people make the �inal call, their decision will be shaped by the advice or output of the system or 
its in�luence on the process, for example, by changing how a subject is framed. 

AI systems are not neutral technical systems that deal in facts based on raw data, for they are 
human-made (Lampo et al., 2018; Winner, 1980). Even data is never truly neutral (Desouza & 
Jacob, 2017). Someone has decided to collect certain data, and to do so, that person has made 
decisions on what to include and what not, or, for example, because a certain group has more 
access to the technology used for data collection and gets overrepresented (Rampton, 2014, as 
cited in Desouza & Jacob, 2017). Meaning data can be distorted and prejudiced. Some argue that 
the selection of evidence is never fully neutral and that data can be used selectively to steer 
policy in a particular direction. In the development of AI models, decisions re�lect the aims and 
assumptions of those who engineer them, decisions about he (training) data that is used, the 
structure of a model, its �ine-tuning, and so on. This risks embedding and codifying the interests 
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of those in power within the system, reducing the potential for renegotiation of these institutions 
through democratic debate . This is aggrieved by the government’s limited ability to alter or 
replace systems, leading to path dependence, risking further depoliticisation . 

 

The shift of powers extends to the balance between the separated powers of government.  
Creating risks to the rule of law. At the same time, the use of AI in policy formulation introduces 
questions about transparency, shared responsibility, and the risk of presenting political choices 
as neutral outputs. Over-reliance on automated suggestions may limit space for political 
judgment (Valle-Cruz et al., 2020). Another risk to the power dynamics of democratic policy-
making is the potential for increasing reliance of governments on a small pool of large tech 
companies capable of developing advanced AI models (Gray Widder et al., 2023), which risks 
leaving less room for democratic governance over said large tech companies.  

 

Importantly, the risks of AI for policy to the functioning of the democratic system go beyond 
these more theoretical risks related to the democratic ethos and procedural legitimacy. 
Compounded, the risks described before can interfere with the affective dimension of democracy, 
which is crucial to the functioning of the democratic polity and society. Potentially compromising 
the feeling of democratic legitimacy and leading to a decline in trust in government (Levi & 
Stoker, 2000), resulting from other AI-related risks or from the perception of such risks (Brown 
et al., 2019). 

 
In conclusion, the use of AI for policy brings with it a variety of risks. To understand the 
relationship between the different types of risks of AI for policy, this thesis proposes the Model of 
the layers of risks in AI for policy, see Figure 7. The model highlights how the different types of 
risks build on other risks, speci�ic to the context of AI for policy. Highlighting how higher-order 
risks are related to, include or build on lower-order risks. The layers are not too dissimilar to an 
approach using micro, meso and macro levels, like Sætra (2023) model of AI dangers. But 
separates the ethical and societal risks from liability risks in what is effectively a meso-level. The 
model includes the following types of risks: 

The risks involved in AI for policy 
can be categorised in four types: 
Model and user risks, Ethical and 
societal risks, Liability risks, and 
System risks. Their relationship in 
modelled in �igure x. With Ethical 
and Societal risks at the centre, 
upstream Model and user risks, 
and downstream Liability risks. 
And System risk as resulting meta 

risk. 
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-  ‘Technical and data risks’ result from the technical makeup of AI models and the data that is 
used. Including, for example, risks like bias, lack of robustness, and breaches of data security.  
- ‘Human-AI interaction risks’ arise from the interaction of people with AI systems. For 
example, users may not fully understand a system’s capabilities or limitations and may rely 
on it too much.  
- ‘Ethical risks’ are risks to ethical values. For example, privacy violations, unfair treatment, 
and discrimination. Misuse and malicious manipulation add another layer of concern with a 
large ethical dimension. 
- ‘Societal risks’ are risks of the negative impact of AI for policy and the resulting policy on 
society. For instance, from an unsuitable or discriminatory policy. And environmental risks, 
as a result of AI systems' signi�icant energy and resource uptake. 
- ‘Legal risks’ arise as AI systems cannot be held accountable; legal responsibility remains 
with their users or the institutions that deploy them. For example, risks of legal liability for 
breaches of privacy, biased or discriminatory outcomes, and copyright issues.  
- ‘Political risks’ are risks of political consequences for political leadership or institutions 
when they are held liable for 
harm or the perception thereof, 
resulting from AI for policy. 
- ‘Organisational and 
institutional risks’ are risks to 
the functioning of the 
organisation and institutions, 
for instance, the gradual 
erosion of skills and knowledge 
due to reliance on AI. Or risks 
like cost overruns of 
development projects. 
- ‘Democratic risks’ are risks to 
the ideals and functioning of 
the democratic polity. Risking 
depoliticising policy 
development. And resulting, 
risks to trust in government 
and the affective dimension of 
democratic legitimacy. 

 

Risks relevant to policy of�icers 
Looking at the consequential risks resulting from AI for policy, relevant to actors in the policy 
chain, three distinct types of risk can be identi�ied. Typology of consequential risk speci�ic to AI 
for policy: 

- Risks to policy quality and society are risks of delivering poor quality policy, and the 
resulting negative effects on society or individuals. Also, including risks related to AI for 
policy application in development and deployment, such as risks to privacy when 
personal data is used. Resulting from risks related to the model, data and AI human 
interaction. 

- Risk to government - Risk of liability, of agents and institution(s), for (perceived) delivery 
of bad policy. This includes legal and political risk, reduced trust in government (the 
institution) 

Figure 5. Model of the layers of risks in AI for policy 
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- Risk to democracy and rule of law – Higher order risk, to democratic ethos and rule of law, 
through a deterioration of the policy creation system, including the policy chain, national 
governance system and democratic polity at large. 

Of these, risk to policy quality and society and risk to government are directly and especially 
relevant to policy of�icers. As they connect to key considerations of public servants and policy 
of�icers . The Risk to democracy and the rule of law is an important consideration; however, it is 
conceptually further removed from the experiential world of policy of�icers and their practices. 

The risks of AI for policy can occur as multiple types of risks at the same time. For example, a 
biased system is a technological risk, can be a legal risk when it causes harm under the law, and a 
political risk if it can lead to public dissatisfaction. Other risks only emerge when they combine, 
for instance, when a technical �law is reinforced by human overreliance, resulting in the adoption 
of an incorrect AI outcome. 

 

2.2.5 Value Tensions and Dilemmas 
A focus on risks of AI might give the impression that the responsible thing would be to just 
design in de bene�its and remove or neutralise the risks. However, this can only be done to a 
degree. The bene�its and risks of using AI are often connected as balancing forces, resulting in 
value tensions. In the development and implementation of AI, dilemmas have to be resolved by 
means of trade-offs. The importance of these tensions and trade-offs is underscored by the 
development of frameworks and tools facilitating their identi�ication and evaluation (Saxena et 
al., 2021; Yurrita et al., 2022).  

Among these, the circular model of competing 
values of Yurrita et al. (see Error! Reference 
source not found.) is a useful 
conceptualisation of tensions between values. 
And the reality that you can’t optimise for all 
values at the same time. The model places the 
values on a circular continuum, with similar 
values, like Human agency and Human control, 
next to each other, with competing values like 
Fairness and Respect for public interest on the 
opposing side of the circle.  

 
Madan & Ashok (2023) present a categorisation 
of key conceptual tensions and governance 
themes that emerge in the deployment of AI 
systems. Framing the societal and ethical 
concerns relevant to the design and regulation 
of AI:  

- Automation vs. Augmentation, the tension between the concerns around job displacement and 
the potential to enhance human decision-making;  

- Nudging vs. Autonomy, the dilemma between using AI for behavioural steering by the state and 
respecting individual freedom;  

Figure 8. Circular value-based assessment 
framework. Adapted from Yurrita et al., (2022) 
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- Data Accessibility vs. Security and Privacy - Balancing the potential of open data use with privacy 
risks and informed consent;  

- Predictive Accuracy vs. Discrimination, Biases, and Citizen Rights - Tensions between optimising 
AI model performance and protecting citizens from built-in bias and digital inequality;  

- Predictive Accuracy vs. Transparency and Accountability vs gaming the system, the challenge of 
being transparent about how systems work, without enabling misuse or undermining their 
function. 

 

Concluding, bene�its and risks are often interconnected, and at times even represent two sides 
of the same phenomenon. In some cases, risks can be mitigated without compromising the 
corresponding bene�its. More often, trade-offs must be made, sometimes between ethical values 
and practical considerations, and between competing ethical values, as well as among competing 
practical considerations. Awareness and acknowledgement of these tensions is a crucial step 
toward making well-considered and responsible trade-off decisions. 
 

 

2.2.6 Barriers of AI for Policy 
The reluctant adoption of AI for policy and AI in government in general �its with a recurring 
pattern in the adoption of technology in government observation in literature, that the 
availability of novel technologies does not directly translate to their adoption in governmental 
organisations (Madan & Ashok, 2023; Neumann et al., 2022; Selten & Klievink, 2024). Slow 
innovation in government creates the risk of opportunity costs, which has been raised as a 
concern in relation to AI’s public value potential (Floridi et al., 2018).Zuiderwijk et al. (2021) 
categorise these adoption challenges into data challenges, organisational and managerial 
challenges, skills challenges, interpretation challenges, ethical and legitimacy challenges, 
political, legal, and policy challenges, social and societal challenges, and economic challenges, in 
part relating to the risks involved in AI for policy. Some barriers are relatively consistent across 
settings, while others are more technology- or context-speci�ic (Neumann et al., 2022). 

A recurring �inding is that adoption is closely tied to AI capability. Van Noordt & Tangi (2023) 
stress the lack of AI capabilities as a major factor limiting AI adoption in government. Here, AI 
capabilities refer to both technical and non-technical capacities needed to initiate and implement 
AI projects that create public value. Barriers such as lack of literacy, skills, organisational 
alignment, or AI-speci�ic infrastructure directly impact whether AI systems can be adopted, and 
more importantly, whether they can be adopted responsibly. Madan & Ashok (2023) similarly, 
emphasise the importance of internal demand (“pull”) over external technological push in 
driving early-stage adoption. When organisations do not perceive or frame the relevance of AI 
for their own operational context, adoption stalls. Overcoming adoption challenges and building 
responsible AI capacity are not separate efforts, but part of the same (design) challenge. An 
important factor in the AI capacity of a governmental organisation is the AI literacy and skills of 
the staff. This AI-educated workforce is often not present (Sienkiewicz-Małyjurek, 2023; Wirtz et 
al., 2019). Although this is impart due to a general lack of AI-trained personnel in the labour 
market. The need for capacity is also empirically supported by (Selten & Klievink, 2024). The 
concepts of AI capabilities, AI capacity and AI literacy are discussed in more detail in the next 
section on the background on responsible AI. 
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Others point to the recognition of AI’s potential is itself a key step in the innovation process. The 
willingness to innovate with AI depends on both individual initiative and whether the 
organisational culture creates space for it (Kamal, 2006). Recent work has looked at the role 
attitudes, framing, and institutional sensemaking play in AI adoption. Madan & Ashok (2024) 
explore how public administrators interpret the mix of positive and negative signals they receive 
about AI. Suggesting that attitudes developed through institutional sensemaking have a 
signi�icant impact on decisions on AI use. For instance, through internalised bounds on what is 
perceived as possible and appropriate within a  governmental organisation. These boundaries 
can limit actors in their ability to reframe AI in ways relevant to their work. This helps explain 
why initiatives like AI strategies or pilot programmes often struggle to take root. Additionally, 
van Noordt (2023) notes that many government AI strategies focus too narrowly on data-related 
barriers. Neglecting the broader organisational, institutional, and human factors that in�luence 
adoption.  

In conclusion, the barriers to implementing AI for policy go beyond the risks involved. They 
include cultural, organisational, and institutional constraints that shape the very conditions 
under which adoption becomes possible. A design outcome that aims to support the responsible 
adoption of AI for policy will therefore need to directly engage with these constraints. This 
means focusing on organisational and non-technical human elements of AI capacity, including AI 
literacy, institutional awareness, and the ability to recognise and act on relevant opportunities in 
the policy development process. 

As risk avoidance is one of the main drivers of adoption hesitance, the limiting of risk, through 
insight into the risks and a practical translation of said risks into actionable. This both reduces 
the actual risks involved in the innovation and adoption of the novel technologies and, just as 
importantly, gives innovators, managers and political leadership a feeling of control (over the 
risks). Making the existence of guidelines and practical tools that support this is an important 
requirement for the organisational willingness to innovate.  

 

2.2.7 Conclusion: A Balanced Consideration of AI for Policy 
AI for policy, de�ined as “the use of AI in the development of policy”, offers a variety of use cases 
in the phases of the policy cycle, based on complex, generative, and narrow AI technologies. 
These can provide policy quality, democratic and ef�iciency bene�its. But also comes with a 
variety of risks, including risks to policy quality and society, risks to government and risks to 
democracy and rule of law, that are closely related to the experiential world of policy of�icers. 
These risks, together with some additional barriers to adoption, like the investment required for 
AI for policy, result in hesitant adoption of AI for policy. Creating risks of opportunity cost, as 
underutilisation of AI for policy can result in missing out on potential bene�its. In some cases, 
risks can be mitigated to enjoy only the bene�its. Still, more often trade-offs must be made, 
sometimes between ethical values and practical considerations, and sometimes between 
competing ethical values themselves. Highlighting that responsible AI depends on a balanced 
consideration of bene�its, risks and costs. 

 
The cost factors of responsible AI 
To make a balanced consideration of AI for policy, the factors involved need to be translated into 
an isomorphic dimension. Although cost calculations are not perfect for public value accounting 
(Moore, 2014). Costs are a useful conceptual isomorphic dimension to express the various 
factors involved. The resulting cost factors of responsible AI for policy can be found in Figure 7. 
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Figure 6. The cost factors of responsible AI 

 

Decision Rule Model 
To understand the consideration of responsible AI for policy more structurally,  it can be 
constructed as a decision rule based on cost factors, see Figure 8. Now, of course, this does not 
make it easy to decide if the use of AI is responsible. It leaves many factors that need to be 
quanti�ied. This is quite doable for costs like �inancial investment in resources or FTE. But 
valuing risks is more subjective. Furthermore, some risk that they are. On the other side, 
negating existential threats to the nation could be valued to in�inity as well. 

The bene�it of modelling responsibility in this way is that it gives a balanced and relatively 
complete overview of the meta-level considerations that should go into a decision on the use of 
AI in government, to come to responsible use of AI.  

Although the model is expressed in terms of cost as a  metric, the aim of this model is not to 
quantify the productive performance of an AI application in a neoliberal liberal sense, following 
Moore (2014). Rather, attempting to capture the dynamics involved in decision-making about the 
use of AI in AI for policy descriptively. And to allow for the explication of these sometimes 
intangible costs in decision-making about AI. Helping to fairly weigh the values of af�irming or 
denying the implementation of an AI application.  

 

 

Figure 7. Decision rule for responsible AI: expressed in cost factors 
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2.3 Responsible AI  
The term responsible has a threefold meaning, namely: duty, “having the duty of taking care of 
something”; good judgment, “having good judgment and the ability to act correctly and make 
decisions on your own”; and blame, “being the cause of a particular action or situation, esp. a 
harmful or unpleasant one” (Cambridge University Press, n.d.b).  
The duty layer of responsible AI has gotten much attention through a focus of literature on 
ethical AI, or the ethical principles that should guide AI design, implementation and use. The 
methods in these discourses mostly involve technical solutions (Birhane, 2021), ensuring that 
the models have good judgment. Others explore responsible AI through the lens of public value 
creation, which also focuses on the duty layer. The blame layer of responsible AI is explored in 
discussions on governance of AI, accountability and liability. Another aspect of responsible AI is 
the attribution (moral) responsibility, focused on who can be and is made to be responsible, and 
how they can be held responsible (Sattlegger et al., 2022). 

Responsible AI is, importantly, a means to trustworthy governance with AI, to counteract the 
risks of a decline of trust in government . Therefore, trustworthiness provides a strong basis for 
the requirements of responsible AI for policy. Trustworthiness is made up of two elements. “The 
�irst involves a commitment to act in the interests of the truster because of moral values that 
emphasise promise keeping, caring about the truster, incentive compatibility, or some 
combination of all three. When we call someone trustworthy, we often mean only this 
commitment, but there is, in fact, a second dimension, namely competence in the domain over 
which trust is being given. The trustworthy will not betray the trust as a consequence of either 
bad faith or ineptitude.” (Levi & Stoker, 2000, p. 476). The �irst of these dimensions is covered in 
the discourses mentioned before. The second dimension of competence, which is related to part 
of the good judgement layer of responsibility, is re�lected in the discourses on critical approaches 
centred around problematisation and contestation. And in discussion on AI Capabilities and AI 
Capacity, including AI literacy, as organisational prerequisites for responsible AI. 

This section proceeds as follows: First, the relation between responsibility, accountability and 
liability is explored more deeply at a theoretical level, to frame the discourses of responsible AI 
approaches and methods. After, a variety of dominant and critical approaches to responsible AI 
are discussed. Ending with a discussion of organisational AI capabilities, including AI literacy, 
that support responsible AI. 
 
 

2.3.1 Responsibility, Accountability and Liability 
Moral Responsibility  
The duty layer of responsibility can be viewed from the perspective of attribution, looking at 
who is responsible. The attribution of moral responsibility forms the basis for effective or 
operational distribution of responsibility through mechanisms like accountability and liability. 
Literature on moral responsibility is concerned with the degree to which an individual or 
organisation is responsible. Moral responsibility conditions (see �igure x), provide a basis for 
understanding if an agent is in a position to take on the responsibility of developing or using an 
AI system (Sattlegger et al., 2022). 
 
Looking at task responsibility (Sattlegger et al., 2022) a framework for designing for 
responsibility. This approach applies to the whole lifecycle of an AI System. Focusing not only on 
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the system itself but also on its implementation as a social-technical system. Situated in the 
context of political institutions. 

 
Responsibility condition (Sattlegger et al., 2022, p. 218) 
 

Mechanism of Attributed Responsibility: Accountability & Liability 
Effectuating responsible AI by means of the attribution of responsibility requires moving from 
responsibility (normative), through accountability (normative/institutional), to liability (legal). 
In which accountability is related to the good judgment layer of responsibility, and liability with 
the blame layer, when extending the layers of responsibility outside the normative dimension. 

Accountability has a double meaning; it can be conceptualised as a virtue and as a mechanism 
(Bovens, 2010). Accountability as a virtue (Normative), meaning to be inherently open to 
questioning. It is mainly used as an adjective with a positive valency. Accountability as a 
mechanism (Institutional) consists of an institution between an actor and a forum, usually 
hierarchical, in which the forum can question the actor. Making that accountability can support 
transparency and procedural legitimacy. Furthermore, accountability mechanisms ensure 
adherence to the virtuous of accountability (Bovens, 2010), making agents more likely to act 
responsibly. In the case of elected of�icials, political accountability. 

Liability plays an important role in accountability as a mechanism, resulting from the judgment 
of an accountability forum when “the actor may face consequences” (Bovens, 2007, p. 450). 
Although this could be seen as an integral part of accountability as a mechanism (Bovens, 2010), 
it is a distinct concept. The emotional valency with liability in common parlance is negative, as 
the term is usually used in the context of an actor being liable for damages or �ines (Merriam-
Webster, n.d.). However, the conceptual mechanism of liability is itself neutral. If the judgment of 
an accountability forum is positive, the consequences faced by the liable actor may be as well. 
This nuance is important so as not to load accountability and liability overly negatively. And 
avoid undue resistance from the actors involved, like model developers, policy of�icers, managers 
and leadership . 

An example of liability in the democratic political context is political actors like politicians and 
political parties, who can face democratic consequences in elections. And the political system 
that can be judged as a whole, being held accountable for its trustworthiness through a trust 
judgment by the public (Levi & Stoker, 2000), potentially enduring consequences of reduced 
cooperative participation , or populist disruption of the democratic system (Inglehart & Norris, 
2016; Schmidt, 2017), and ultimately revolution (Arendt, 1963/1990). 

 

 

2.3.2 Dominant Approaches to Responsible AI 
The developments in AI for policy and its adoption are an important junction in the evolution of 
the policy development process, one that requires careful composition and continuous, iterative 
correction (Coeckelbergh & Sætra, 2023). The theoretical discussions on responsible AI form an 
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important conceptual basis for responsible AI practice in government. However, they often 
remain far removed from the practical and functional approaches needed in real-world settings 
(Hagendorff, 2020). Approaches and methods to responsible AI aim to bridge this gap. The 
approaches to responsible AI described in the literature differ in their level of abstraction and in 
the perspective they take on what it means to act responsibly. This subsection gives an overview 
of key concepts and approaches to responsible AI that are relevant to the adoption and use of AI 
for policy. 

 

Approaches Based on Technical Solutions 
Technical solutions focus on the improvement of AI systems and their outcomes through better 
system design and high-quality training data. The proper technical functioning of a model is, in a 
real sense, at the centre of responsible AI. Much attention in the scholarship on responsible AI 
has been given to responsibility at the algorithm or AI model level (at the level of the model), of 
the application level (the use of the model). The technical approaches to responsible AI are most 
often guided by ethical principles. Conversely, literature generally focuses on ethical issues that 
could be solved by technical means (Prem, 2023), as technical solutions would be a one-stop 
shop approach to responsible AI. One approach, the FEAS framework by Toreini et al. (2020), 
links trustworthiness of AI systems to the qualities of fairness, explainability, auditability, and 
safety, exploring what technologies can improve these characteristics. However, these technical 
solutions have not always proven to be effective (Gonen & Goldberg, 2019), highlighting that 
there are limits to the responsibility that can be achieved through technical solutions.  
Supporting the notion that the responsibility and trustworthiness of AI go beyond technical 
performance, and should include considerations on human context (König & Wenzelburger, 
2020).  

 

Approaches Based on Ethical Principles 
A large fraction of the discussions on responsible AI are focused on ethical values and principles. 
Many of these principles are derived from the ethics discourses in the medical �ield, which has a 
long history of developing ethical principles, known as ‘principlism’(Prem, 2023). A key example 
of an ethical principles approach is the AI4People framework developed by Floridi et al. (2018), 
which builds on the principles of: bene�icence, non-male�icence, autonomy, justice and 
explicability, derived from bioethics. This framework has strongly in�luenced the European 
Commission’s guidelines on Trustworthy AI High Level Expert Group on Arti�icial Intelligence 
(HLEGAI, 2019), and later the OECD’s guidelines (2024), according to Floridi & Cowls (2019). 
Resulting in these ethical values becoming a focus central to many approaches to responsible AI 
(Prem, 2023).  

Some authors reject the idea that ethical principles should function as the foundation for 
responsible AI. Arguing that ethical discussions mostly remain in academia and that the values 
discussed are inherently con�licting or too high-level and abstract to inform practical, technical, 
or organisational actions (Munn, 2023), which is supported by the fact that technical 
communities tend to see them as peripheral additions to technical consideration (Hagendorff, 
2020). Arguing for problematisation that is less smooth, with more inherent focus on the 
complexity and situated nature of responsibility in AI, or AI justice (Birhane, 2021).  
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Approaches to Trade-offs 
Dealing with value tensions and making trade-offs is often unavoidable in the development, 
implementation and use of AI for policy. Some have proposed responsible AI approaches centred 
on making these explicit. The ADMAPS framework of public sector algorithmic decision-making 
by Saxena et al. (2021) puts a focus on dealing with the interdependencies and trade-offs 
between algorithmic decision-making and bureaucratic processes, and human discretion. 
Arguing for the use of algorithmic systems as part of a holistic assessment as a means to improve 
decision-making. Similarly, Yurrita et al. (2022) proposes an approach for assessing algorithmic 
systems with explicit attention to the competing nature of (ethical) values. Developed for the 
development of the model application or assessment before deployment. Looking to 
problematize competing values and negotiate balanced trade-offs together with a wide, 
pluriform network of stakeholders. 

 

Responsibility Structures 
In answering the questions around responsibility in the sense of attribution of responsibility, 
some have proposed public AI governance frameworks (Wirtz et al., 2020). These approaches to 
responsible AI focus on the attribution of responsibility around AI systems. These responsibility 
structures aim to make explicitly clear who is accountable for certain parts of the process, from 
development to use, and to make sure this accountability is supported by real institutional 
mechanisms instead of remaining an abstract ethical idea. Building on the notion that ethical 
guidelines are not enough, risking becoming an empty “checkbox” if they are not backed by 
actual enforcement (Hagendorff, 2020). And, Mittelstadt et al. (2016) stress that traceability, the 
ability to follow who made which decision during the design and use of AI, is key for ensuring 
that people can be held accountable. 

A relevant example of this type of approach is the work by Sattlegger & Bharosa (2024), who 
propose an ethical risk responsibility model based on the three lines of defence approach. 
Attributing responsibility across the levels: strategic oversight, operational compliance, and 
independent re�lection, making the task responsibility explicit. Arguing that unclear divisions of 
responsibility, such as who carries out or reviews algorithmic impact assessments, can weaken 
both moral and political accountability. 

 

2.3.3 Critical Approaches to Responsible AI 
Agonistic Problematisation  
To reduce the risks of over-reliance on AI systems and to move beyond responsible AI through 
technical solutionism (Birhane, 2021), there is a need for formal procedures and informal 
conditions that encourage critical re�lection and reintroduce political debate into the policy-
making process . Building on Mouffe's (1993)conception of pluriform politicisation as a means to 
counter the autocratic tendencies of increasing technocracy, one way to do this is by introducing 
the problematisation of AI for policy throughout its lifecycle. 
 
Problematisation, as conceptualised by Foucault (1997), involves more than pointing out issues; 
it focuses on creating the conditions for critical responses to emerge by de�ining the frames and 
boundaries that shape how problems are interpreted and what kinds of responses can be 
developed. It engages with the problematic, the underlying conditions and assumptions that 
determine how issues are understood and acted upon. In doing so, problematisation opens up 
space for disagreement, debate, and alternative perspectives. 
Problematisation can occur at various levels: individually, through re�lection (Schön, 1983), 
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between internal stakeholders such as colleagues and internal experts, and externally through 
engagement with supervisory authorities, oversight bodies, civic organisations, or public 
participation. 
 
Agonistic democratic mechanisms can be used to create this kind of space for critical 
engagement. The concept of agonistic democracy is proposed by Mouffe (1999) as an alternative 
to deliberative models, focusing on pluralism and sustained disagreement as a healthy aspect of 
democracy. Prioritising support for the development and the expression of competing views over 
consensus. Mouffe distinguishes between antagonism, where opponents are treated as enemies, 
and agonism, where they are recognised as legitimate adversaries. The aim is to transform 
antagonism into productive disagreement that sustains democratic engagement. 
Research on agonistic design has shown how institutions can be shaped around principles such 
as contestation, interdependence, and openness to uncertainty (Lowndes & Paxton, 2018). 
Including collaborations with civic groups to uncover the political assumptions embedded in 
data-driven urban systems (Bunders & Varró, 2019). Contestability is central to this approach; it 
is not merely about allowing disagreement but actively designing for it. These designs are 
provisional, recognising that no solution is �inal, and treating ongoing disagreement and change 
as vital elements of democratic vitality (Lowndes & Paxton, 2018). 

 

Contestation  
Contestation by decision subjects is an important element in reducing the risks that come with 
AI-based decision-making. Research on the depoliticisation of democracies highlights the need to 
embed direct forms of contestation within representative systems to address the shortcomings 
of depoliticised governance (Pettit, 2004). The goal of contestation is to strengthen democratic 
control and support the common good by creating ways for citizens to take part in decisions 
beyond casting a vote. This helps ensure that a wider range of interests and perspectives are 
heard and considered. 

In the context of AI in government, contestation mainly refers to giving people the opportunity to 
question or challenge decisions made by algorithmic systems (Alfrink et al., 2022, 2023). While 
democratic control is a de�ining characteristic of democracy in theory, exercised by citizens over 
the state, in practice, this control is limited. Direct forms of democracy are dif�icult to apply at 
scale, which leads to a reliance on representative models. These come with their own problems, 
such as political leaders prioritising re-election or party interests over broader public concerns 
(Pettit, 2004). 

 

Metaphor of agonistic arena (Alfrink et al., 2024) 

 

2.3.4 Organisational Capacity for Responsible AI 
In addition to approaches and methods to responsible AI organisations need to create the 
necessary conditions to follow up on these, to adapt, extend to their speci�ics and contest. 
Building the competence dimension that is the basis of the good judgment layer of responsibility. 
These competences include AI capability and AI capacity, and AI literacy.  

AI Capability and AI Capacity 
Part of the risk of AI implementation comes from poor AI systems, technical and data facilities, 
and organisational incapability . One of the key factors in the successful and responsible 
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adoption of AI is the presence of suf�icient capabilities . Making AI capabilities are needed to 
enable adoption, but still, more is needed to adopt AI responsibly. Meaning that, in addition to 
the presence of a speci�ic skill or resource, its scale and the ability to utilise it matter. Moral 
responsibility and trustworthiness both require the ability to act. This means proper capabilities 
and capacity have to be present for responsible AI. AI capacities can be separated into: hard 
capabilities, which consist of the technical capabilities like data, ICT infrastructure and AI 
models. And soft capabilities, the human and organisational capabilities required to develop, 
implement and use AI responsibly and effectively, such as organisational processes, human skills, 
like leadership, collaboration, and AI literacy. 

A term that has been used in a similar context is AI capability . Mikalef & Gupta (2021) de�ine AI 
capability as “the ability of a �irm to select, orchestrate, and leverage its AI-speci�ic resources” (p. 
4). They propose a categorisation of organisational resources that make up arti�icial intelligence 
capability. Tangible resources consist of data, technology, and basic resources. Human resources 
refers to technical and business skills. Intangible resources include inter-departmental 
coordination, organisational change capacity, and risk proclivity. This is consistent with van 
Noordt (2023), who �inds a distinction between the capabilities needed to develop AI systems 
and the capabilities needed for the implementation, while both are needed for the effective 
implementation of the technologies and delivering value. Mikalef et al. (2022) further explore 
the importance of the human and intangible AI capability factors, noting that innovation culture 
within the organisation positively correlates with AI capacity. 
 
However, for the organisational ability to adopt AI, resulting from the combination of hard and 
soft capabilities, the term AI capacity is better �itted. The term capacity is used for a similar 
concept in the TOE framework , which Madan & Ashok base their framework for AI adoption. 
“4.2.1.4. Absorptive capacity. A global theme of absorptive capacity emerged across all the TOE 
contexts. In the context of AI adoption, absorptive capacity is manifested through a strong path 
dependency on existing infrastructure developed through previous e-government innovations, 
collaborations between organisations, and a network of external technical specialists…” (Madan 
& Ashok, 2023, p. 7).  
 

AI Literacy 
A concept that is related to AI capabilities is AI literacy, the ability to understand the technology 
and contextualise information about an AI system (Ng et al., 2021). This is important for one's 
ability to use AI responsibly. Ng et al. (2021) describe AI literacy as made up of four connected 
domains. The �irst is knowing and understanding AI, which includes basic functions and how to 
use AI applications. The second is using and applying AI, where the focus is on working with AI 
knowledge and concepts in different situations. The third domain is evaluating and creating AI, 
which focuses on higher-order thinking skills such as evaluating, predicting, or designing with 
AI. Finally, AI ethics addresses human-centred considerations, including fairness, accountability, 
transparency, and safety. Together, these domains offer a comprehensive framework for 
understanding what it means to be AI literate in practice. 

AI literacy is a requirement for conversations about the responsible use of AI . General AI literacy 
also helps to facilitate the communicative processes between diverse stakeholders required for 
negotiating clashing values (Yurrita et al., 2022) as increased AI literacy opens up more possible 
means for communicating about an AI system. When AI literacy is widespread, the use of AI for 
policy and the (ethical) questions that arise from it can be discussed between more people and 
with people closer in the organisation. There are loads of concerns policy of�icers would not be 
willing to step towards an expert with, but you would very much be willing to spar about with a 
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colleague at the coffee machine. Lowering the barrier and likely increasing the ability to deal 
with arising challenges. The spread of a base level of AI literacy, combined with guidance, would 
allow minor or local challenges to be dealt with throughout the organisation. This makes AI 
literacy an important form of AI capacity, especially when it comes to responsibly incorporating 
AI. 

 

2.3.5 Conclusion: Towards collective soft AI capacity for constructive 
problematisation 
A variety of approaches to responsible AI are described in the literature. Including approaches 
centred on technical solutions, ethical frameworks, responsibility structures and critical, 
re�lective practices like problematisation and contestation.  
 
In designing responsible AI for policy, there is an inherent tension between building 
responsibility top-down, through formal rules, controls, and paternalistic safeguards, or bottom-
up, through internal re�lection, problematisation, and open contestation. 
Ultimately, the ability to realise responsible AI depends on AI capacity in the organisation. If the 
needed capacities are not in place, organisations cannot take on responsibility in the sense of 
Sattlegger et al. (2022). The development of soft AI capabilities, such as AI literacy and re�lexive 
competence, is crucial for creating the conditions in which responsibility can be enacted. These 
capabilities enable stakeholders to communicate across disciplines, question assumptions, and 
challenge the design, implementation, and use of AI systems. The policy quality governance 
system has only limited in�luence on technical or “hard” capabilities, but it can play a key role in 
the development and utilisation of soft capacities, through guidance, support and education. The 
question of how to achieve widespread AI literacy remains open; this thesis and its design 
proposal suggest AI curiosity as a possible mechanism. 
 
Building on this synthesis, the proposed Model of Responsible AI Use (see Error! Reference 
source not found.) is a sketch of a framework for a balanced critical approach to responsible AI 
for policy, placing awareness and problematisation at its centre. Relating the opportunities and 
the risks in responsible AI for policy, the need to mitigate or limit risk as much as possible while 
making trade-offs, by means of the requirements and mechanisms of awareness and 
problematisation centre. It recognises that addressing the dilemmas surrounding AI for policy is 
about creating the structures and cultures that allow for informed, ethical, and adaptive 
responses. 

 
Model of Responsible AI Centred on Awareness and Problematisation  
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Figure 8. Model of responsible AI use with awareness and problematisation at it centre 

 

2.4 Curiosity 
Curiosity is the eager wish to learn about something (Cambridge University Press, n.d.a). While 
external circumstantial forces might motivate people to seek information that might help them 
deal with the challenges at hand. Pressure stands in the way of true curiosity, because as 
Kashdan & Silvia (2009) state: “When we are curious, we are doing things for their own sake, and 
we are not being controlled by internal or external pressures concerning what we should or 
should not do.”(p. 368). Similarity, Golman & Loewenstein (2018) argue that anxiety is an 
antagonist of curiosity in the drive for information, leading to information avoidance rather than 
acquisition. 

Empirical research by Kang et al. (2009) 
shows the relation between the level of 
knowledge about a subject and curiosity is 
related (Figure 13). Curiosity increases 
when people get to know a bit about a 
subject, before decreasing when they get to 
know a lot about the topic. Who conclude, 
“The fact that curiosity increases with 
uncertainty (up to a point) suggests that a 
small amount of knowledge can pique 
curiosity and prime the hunger for 
knowledge”(p. 972).  

They also demonstrate that curiosity has 
an impact on neurological activation in a 
variety of distinct brain regions, as well as 
resulting in a physiological effect in pupil 
dilation. This supports that curiosity 
impacts neurological circuits related to motivation involved in valuing and anticipating primary 
rewards, like those from food and sex, which are activated by curiosity for information, showing 
that novel information is valued similarly (Oudeyer et al., 2016). Pointing to underlying neural 
mechanisms that explain why the level of curiosity corresponds with increased memory and 
learning, as demonstrated by Kang et al. (2009).  

In conclusion, curiosity has the potential the make people proactively seek information and 
gather knowledge. A small amount of knowledge can engender further exploration, seeking 

Figure 9. Distribution of curiosity ratings as a function of 
con�idence. Adapted from (Kang et al., 2009). 
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more.  With that, it can potentially act as a mechanism to enable the development of AI literacy 
and soft AI capacities. However, pressure or anxiety hinders the development of curiosity.  
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3. Design context   
This chapter discusses the context of the design project. Including the Dutch democratic system, 
the  governmental organisation and the wider related �ield. With extra attention for the direct 
context of the design challenge, consisting of the policy quality system and the Policy Compass. 
Furthermore, the context of me as a designer within the organisation is explained. 
The description of the design context builds on the conceptual framing from the background and 
is based on desk research and the insights from early design activities, like interviews and 
observations. The method and design approach are further discussed in Chapter 4. 
 

3.1 Policy Development in Dutch Democracy 
The system that creates policy is important in the context of responsible AI for policy. This 
system is explored with a broad introduction to the Dutch democratic polity. After, the chapter 
zooms in towards the ministerial sectors responsible for policy quality, the direct context of the 
design project.  
 

3.1.1 From Vote to Policy and Law 
In a democracy, the process of policy development starts with a vote by the people2. In the 
Netherlands, politicians for the House of Representatives [Tweede Kamer] are elected through a 
system of direct national proportional representation, using open party lists (Jacobs, 2018). The 
Senate [Eerste Kamer] is elected indirectly through the provincial assembly elections. The 
government is granted democratic legitimacy by the parliament [Staten-General], which 
scrutinises the government through the right to information, co-legislation, voting on laws, and 
can ultimately send home the government by means of a motion of no-con�idence.  

 

3.1.1.1 The policy cycle 
The main organisational system in the design environment is the ministerial policy cycle (van 
der Staaij & Sneller, 2023). The policy cycle, as used in the Dutch national government, consists 
of the following phases: 

1. Agenda setting is the phase where the political (and departmental) priorities for policy are 
de�ined.  

2. Policy preparation is the phase where policy of�icers explore the problem, the intended goal, 
the possible policy options,  including the type of policy instrument, and their consequences are 
explored. The Policy Compass is one of the tools used in this phase to support well-reasoned 
choices. 

3. Decision-making is the phase where a decision is made about the developed policy, either 
explicitly or implicitly (by not continuing progression). In the case of Laws, this includes 
parliamentary approval, otherwise through implementation of the policy by the government, as 
well as informing parliament. 

4. Implementation and execution, if an af�irmative decision is made, the policy enters the phase 
where it is put into practice. The novel policy is also monitored here. 

 
2 If not practically, in spirit and by democratic legitimation. 
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5. Evaluation is the phase where the implemented policy is analysed, looking at the real effect 
and impact of the policy.  

6. Reorientation, based on the evaluation, a decision is made to continue, adjust, or stop the 
policy altogether.  

 

3.1.2 Policy Governance System  
The policy governance system is responsible for setting rules and procedures for policy 
development, ensuring that policy is legally sound, consistent, and well-aligned. 

 

3.1.3 Policy Quality 
Policy of�icers are tasked with preparing a high-quality policy proposal through a rigorous 
process. However, in practice, policy development often takes place under pressure resulting 
from limited time and capacity, as well as political expectations on the content and form of policy. 
Making it dif�icult to carry out a careful and considerate process, reducing the quality of the 
process and policy proposal. 

To support the quality of the policy development process, the use of the Policy Compass has been 
made a requirement (Ministerie van Financiën, 2021). This tool helps structure the process and 
ensures that core tenets of good policy-making are used in the development of each policy 
proposal. On the one hand, it helps standardise the process from the top down. On the other 
hand, it can be used by policy of�icers to push back against pressure when there isn’t enough 
time or space for proper preparation . In this way, it can support policy quality from the bottom 
up. The role of the policy compass is further discussed in the following subsection. The Policy 
Compass will be explored further in the following section. 

Additionally, internal quality checks are an important part of ensuring policy quality. The legal 
quality review [Toets op wetgevingskwaliteit] is used to test whether proposals meet priority 
requirements (Dekker, 2021). These include: Human scale [menselijke maat], does the policy 
leave room to take individual situations into account? Doability [doenvermogen], is the policy 
realistic for people to follow or understand? Feasibility [uitvoerbaarheid], has the proposal been 
developed together with the implementing organisations, and can they carry it out? These 
checks help make sure that proposals are not only legally sound but workable and socially aware 
as well. 

 

3.1.4 The Policy Compass 
The Policy Compass is the tool that supports policy of�icers of�icer structure their policy 
development process, as well as helping to re�lect on key steps to ensure an improvement of the 
policy quality. Promoting good practices across the government and making policy development 
more consistent. The design proposed in the design project of this thesis is intended to explore 
how the topics of AI can �ind a place in, or be related to, the Policy Compass. That means the 
design needs to align with how the Policy Compass works, how it is used, and how it is 
positioned within the policy quality system. Making it a key reference artefact in the direct 
context of the design challenge.  
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The Policy Compass is developed 
as a replacement for the older 
Integrated Framework for Policy 
and Regulation Assessment (IAK)  
(Haag, 2010). Following renewed 
attention for the IAK and policy 
quality after the child bene�its 
scandal, and OECD 
recommendations to make better 
use of the IAK, especially to check 
if policies are actually feasible and 
executable in practice . With the 
Policy Compass, the government 
aims to improve the usability and 
uptake of the IAK, by updating the 
content, reorganising the 
structure, and offering a more 
user-friendly website and support 
tool (Kamerstuk 35925-VI-124). 
Hereto, the Policy Compass is 
continually updated and improved 
by several groups that work 
together. See the formal 
organisational structure of the 
Policy Compass in Figure 16. 

The Policy Compass is available in 
different formats. There’s an 
interactive website version, see 
Figure 13, and a form version, 
which can be used depending on 
how and when it is used in the 
policy process.  

Figure 10. Formal organisational structure of the policy Compass, 
based on Koppenjan et al. (2024, p. 22) 
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Figure 11. The Policy Compass (Beleidskompas | Kenniscentrum voor Beleid en Regelgeving, n.d.) 

The main mechanism the Policy Compass design uses is guiding questions, supporting policy 
of�icers to re�lect on the steps they need to take in their policy development process. Figure 14 
shows a section of the Dutch Policy Compass, containing guiding questions designed to identify 
and engage stakeholders during the policy process.  

 
Figure 12. Section of the form version of the Policy Compass (Formats | Kenniscentrum voor Beleid en 
Regelgeving, n.d.) 

 

 

Conclusion: Preserve Procedural Legitimacy and Enhance Policy Quality 
The policy process is supported and supervised by a network of governance structures that 
safeguard legal and policy quality. 
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Policy quality can come under pressure as the development often happens under pressure, for 
instance, from political expectations. The Policy Compass is devised to give guidance to policy 
of�icers through re�lection, structure, and quality checks. Supporting good policy development 
practices. 
Preserving procedural legitimacy, therefore, depends on maintaining the integrity of these 
institutional checks and re�lective tools while allowing enough space for professional judgment. 
The Policy Compass embodies this balance, linking formal quality requirements with re�lective 
practice to uphold the democratic ethos and improve the substantive and procedural quality of 
policy development. 

The promotion of AI as a standalone goal does not �it the role of the Policy Compass nor DWJZ, 
whose role is to support the development to increase policy quality. It should rather be aligned 
with responsible use for the bene�it of policy quality. 

 

 

3.2 Dutch Government and AI 
This section outlines the Dutch government’s current approach to AI, with a focus on the context 
relevant to AI for policy. It includes recommendations made to the government, the 
government's stated intentions and commitments, the degree to which AI is currently being 
explored and used, the related government capabilities, and actors involved in the government 
AI ecosystem. 

A proposed design has to align with government policy and its trajectory. Policies and formal 
commitments (for example, to parliament) are the basis for a justi�ication of the development 
and implementation of a new approach. At the same time, the proposed design and thesis may 
recommend something that stretches- or goes against standing policy, which comes with solid 
argumentation. For instance, by building on prior recommendations made to the government or 
intentions expressed by the government.  

 

3.2.1 Recommendations, Intentions and Commitments 
Important advice given to the government regarding AI it the 2021 report by the Netherlands 
Scienti�ic Council for Government Policy (WRR). In it, the WRR argues that the government needs 
to stop treating AI only as something that happens “out there” in society and make it an explicit 
goal in its own work, to learning how to apply AI. “The transition we advocate does not mean 
that the government should start proclaiming the truth about AI to society. However, it will have 
to work on learning about AI in its own actions, and therefore make evaluating AI and re�lecting 
on the intentions with AI an integral part of its functioning across the board.” (WRR, 2021, p. 
405) In its of�icial response to the report (Kamerbrief met kabinetsreactie op WRR-rapport 
‘Opgave AI’), the cabinet acknowledged this recommendation. But the tone was somewhat 
cautious, and the actions described were limited. While the WRR called for a structural shift in 
how government relates to AI, the response mostly con�irmed support without really showing 
much urgency. 
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3.2.2 Government Policy and Applicable Law 
Governments' internal AI policy and the use of AI for policy endure far greater scrutiny than the 
public sector (Desouza et al., 2020). This is re�lected in the Dutch context. Policy of�icers working 
with AI are bound by the law and government policy. The law sets out the minimum 
requirements by de�ining what is legally allowed or required. Whereas policy tends to be more 
cautious, setting rules to avoid both legal and political risks. For the development of this policy, 
the government collects input from advisory bodies and organisations in civil society, such as the 
Dutch Data Protection Authority (AP).  

Key legal frameworks in the context include: the General Data Protection Regulation (GDPR), 
which relates to privacy and data protection; and the EU AI Act, which introduces requirements 
for AI applications based on the level of risk posed by AI systems. Sometimes existing 
frameworks in other legal areas apply as well, such as intellectual property, sector-speci�ic 
regulation, or fundamental rights, under the Dutch Constitution and the European Convention on 
Human Rights (ECHR).  

More detailed guidance on the limits of AI use in the government is provided government’s 
policy. Especially in areas where the interpretation of how the existing legal frameworks apply to 
novel technology is still developing. For example, regarding the use of generative AI 
(Rijksoverheid, 2024).  

 

3.2.3 AI for Policy in the Government 
Currently, the development and use of AI for policy in the Dutch government is mostly limited to 
experiments and pilots. In relatively small-scale projects, focus on supporting internal processes, 
rather than automating steps in policy development. Some ministries experiment with the 
development and use of generative AI, like internal information retrieval. Additionally, some 
commercial solutions with limited capabilities are being used on a small scale. These 
applications are still in early phases and often limited to exploratory environments run by 
innovation labs or internal working groups.  

 

3.2.4 Barriers to adoption in the Government 
In the Dutch context, insights from the interviews and other �ieldwork activities in the design 
project point to barriers like fragmentation of efforts and capabilities within and between 
ministries, lack of insight into AI opportunities, perceived uncertainty and effort, and challenges 
in AI literacy and capacity. These capability barriers are in part linked to historical divestments 
in technical infrastructure or procurement challenges within government. There is also a lack of 
empirical validation, ethical dilemmas that go beyond legality (IBDS), and an absence of 
processual or policy cycle perspectives. Mirroring barriers described in the literature. The 
following are key insights on the barriers to responsible adoption of AI for policy of the 
government.  

Political risk - The additional risk is political risk beyond legal liability. And the risk of setting a 
legal precedent by being gratuitous to one party once. Even when things are within the legal 
limits, it can still be a political scandal. This can be seen in the case of the duo fraud, where the 
political reaction of a full admission of fault does not match the concerns raised by the algorithm 
audit about the algorithm assumptions not being statistically signi�icant. 
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Disjointed efforts - In government, there are many groups and projects concerned with the 
experimentation and regulation of AI (for policy). However, these groups do not work together 
well, if they even know of each other’s existence. And as is common in government, they all have 
their own priorities and goals. This makes it incredibly dif�icult to �ind the right resources and 
expertise for anyone. 

Lack of AI capacities - Although the conditions and capacities are varied between ministries, the 
lack of capacities needed for the responsible adoption of AI is lacking or underdeveloped. In 
modern history, the government has outsourced a lot of the technical capacities needed for AI 
implementation.  

 

3.2.5 Tools for Responsible Data, Algorithms and AI 
In and around the Dutch government, several tools and frameworks have been developed that 
can support the responsible development and implementation of AI, algorithms and data. These 
tools available to government employees and teams are the following: 

- Impact Assessment for Human Rights and Algorithms (IAMA), created for the Ministry of 
the Interior, this tool helps teams think through whether and how to use algorithms in a 
way that connects ethical concerns to legal and policy frameworks.  
 

- Fundamental Rights and Algorithms Impact Assessment (FRAIA), created for the Ministry 
of the Interior, is an impact assessment tool that is similar to the IAMA, but with a greater 
focus on risks to fundamental rights.   
 

- AI Impact Assessment (AIIA), developed by the Ministry of Infrastructure and Water 
Management, the tool supports re�lection on the use of AI in public projects. It supports 
transparency and accountability by recording decisions made during development in AI 
projects. 
 

- Data Protection Impact Assessment (DPIA), developed by the Ministry of the Interior, this 
tool helps assess privacy risks and the suf�iciency of (existing) safeguards. Its use is a 
requirement when personal data is involved.  
 

- Toolbox for Ethical Innovation, from the Ministry of the Interior, gives civil servants and 
public organisations a starting point for using new technologies in a way that re�lects 
public values. Hereto, the toolbox builds on the Code for Good Digital Public Governance 
[Code Goed Digitaal Openbaar Bestuur] (CODIO). 
 

- Code for Good Digital Public Governance (CODIO) was developed in 2021 for the Ministry 
of the Interior in collaboration with Utrecht University. CODIO is based on an earlier code 
for good public governance from 2009 and introduces a value-based approach to 
digitalisation in public administration. The code and its principles are broad enough to 
apply to data and algorithmic systems, including AI. It is built around three main 
principles of: democracy, the rule of law and administrative power. Under democracy, the 
code highlights participation through citizen involvement, inclusivity, transparency, and 
collaboration. And societal value, which includes broader societal values such as 
sustainability, harm prevention, and collective interest. The rule of law relates to 
procedural fairness and human rights. This includes values like non-discrimination, 
explainability, user-friendliness, and the ability to contest decisions, as well as privacy, 
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autonomy, and human dignity. Administrative power focuses on governance quality and 
responsibility, including adaptability, risk awareness, integrity, accountability, and human 
oversight. In total, the code includes around thirty values, grouped into seven categories. 
Each value comes with a short description and a practical example.  
 

Concluding, although the available tools for responsible AI provide useful entry points for 
working with algorithms and data are large and complex. They are developed as comprehensive 
approaches that require a lot of time and attention to work through. Aimed at larger 
development and implementation projects, with the manpower and time to match. Making them 
unsuited for use by less demanding users, like individual policy of�icers requiring guidance on 
the responsible use of existing systems. 

 

3.2.6 Conclusion: Tools for the Few 
The Dutch government’s approach to AI is still developing. On one side, the WRR has advised the 
government to start learning how AI can be used in its own work, to develop the required 
capacities. While others, like the state advocate and the AP, have advised acting with more 
caution and restraint. This leads to relatively restrictive governmental AI policy. 
 
The use of AI in the Dutch government is mostly limited to small-scale pilots and experiments 
that support internal processes rather than the development of policy.   
Insights from the �ield work, including the interviews, highlight barriers such as fragmentation of 
AI efforts within and between ministries, limited insight into the opportunities of AI for policy,  
limited AI literacy and capacity, and political risks.  
 
A range of tools for responsible AI development and implementation exists, but these are large 
and complex. This leads to a high barrier to entry for policy professionals engaging with 
responsible AI. Echoing the concerns in literature, ethical principle-driven approaches are too 
high-level and abstract to inform practical, technical, or organisational decisions and actions 
(Hagendorff, 2020; Munn, 2023). Especially individual policy of�icers or teams. Meaning that a 
tool has to have a low barrier of entry to be inclusive of the needs of a broader audience, and to 
attract wide use. 
 
 

 

3.3 People and organisations in the Design Context 
This subsection �irst describes the actors (people and organisations) in the design challenge 
context. First, sketching the contextual terrain and the types of groups of actors, including a 
context map. Followed by an overview of the actors with a brief description of their position and 
function in the context.  

 

3.3.1 Stakeholder Mapping of the Field 
The contextual focus of this project is on policy of�icers as the main user group. To design 
something that works, it needs to �it with how they work and with the wider environment they 
operate in. That means understanding internal dynamics, political leadership, legal structures, 
and expectations from the public and civil society. To this end, the stakeholders in the wider �ield 



49 
 

of the design problem are mapped. The map is based on the �ields Inside national government, 
National government adjacent, and Outside of (national) government. Another axis to differentiate 
actors in the context is the distance to the design challenge, based on how involved they are. 
Both within and outside the government, different actors vary in their distance (in in�luence, 
interaction, etc.) from the design challenge of responsible AI in policy preparation. For the 
resulting context map, see Figure 15. Continuing, the mapped actors are discussed per �ield in 
the following sub-sections. 

 

Figure 13. Stakeholder map of actors in the design context 

 

3.3.2 Actors in National Government 
The main people and institutions in the application domain are those involved in the policy 
preparation process. Among them are policy of�icers and their leadership. They are responsible 
for delivering policy in a way that is legally sound, politically viable, and publicly legitimate. 
Their main interest is developing policy that works, that builds trust, and that can be 
implemented . Secondary interests may include political positioning, visibility, and maintaining 
or gaining in�luence (Claessen et al., 2021). Political leadership is also part of this policy 
development chain and has the �inal say in government policy, especially regarding internal 



50 
 

policy. Of course, dedicated organisational AI structures such as AI sectors and AI team are 
important stakeholders in the development or governance of AI Within the national government 
there an additional group of facilitating actors, these are actors who aren’t part of the policy 
chain, but are involved in the data systems or required capabilities within the organisation, 
Think for instance of human resources- and IT departments.  

National government 
Policy development chain 

- Policy of�icers - are the direct users of the design. They carry out policy preparation work, 
often under pressure, within complex systems of rules, expectations, and time 
constraints. 
 

- Civil service leadership - plays a key role in whether the design gets used. They put things 
on the agenda, approve internal processes, and make sure the necessary structures are in 
place. 
 

- Political leadership - including ministers and state secretaries, have the formal say over 
the policy direction of the ministry, within the limits set by parliament and the courts. 

Note: More insights about these direct stakeholders of AI for policy and the future design, 
collected during the �ield work of the design project, are described in the ‘Emergent themes’ 
subsection in the proposed design chapter.  

 

Organisational AI structures 

- AI sectors and teams – multiple ministries have sectors or teams in their organisation 
that are dedicated to working on AI and related subjects. They have a lot of relevant 
knowledge and expertise. 

 

Facilitating actors 

- Technical and implementation actors - including ICT teams, datalabs, and service 
organisations. 
 

- Innovation and digital staff - across ministries and implementing organisations, there are 
directorates and staff dedicated to innovation, which can be a supportive force in 
enabling innovation and new ways of working around responsible AI for policy.  
 

- Government-wide networks and working groups - interdepartmental networks and 
working groups within the national government. 
 

- Netherlands Bureau for Economic Policy Analysis (CPB), Netherlands Institute for Social 
Research (SCP), Netherlands Environmental Assessment Agency (PBL), Research and 
Documentation Centre (WODC), National Institute for Public Health and the Environment 
(RIVM) - are independent advisory bodies that are organisationally part of ministries. 
These institutions advise the government with advice in a variety of �ields (e.g. ECP, 
2018). Furthermore, they have much experience with data and modelling that inform the 
policy process.  
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- Algorithm register - led by the Ministry of the Interior, the register allows government 
organisations to publish which algorithms they use and how they work. Re�lecting a 
broader move toward accountability around data, algorithms and AI within the 
government. 

 

National government and adjacent actors 
The government works together with actors like co-legislators and other governing bodies. And 
Governmental organisations for international collaboration. 

National 

- Parliamentarians and political parties have a direct say in what gets prioritised. In the 
Dutch context, most political leaders within ministries come from political parties and 
remain tied to their agendas (Otjes & Louwerse, 2018). In addition to approving laws 
proposed by the government, parliamentarians are co-legislators, with the constitutional 
right to propose legislation3. Furthermore, their work is informed by the internal policy 
preparation within ministries (van der Staaij & Sneller, 2023) 
 

- Lower co-governments - like provinces and municipalities that are organised in the IPO 
and VNG. Use the tools and insights created at the national level. Reverse, they often have 
more freedom to experiment with innovation. Lessons learned on the local level can be 
valuable at the national level. 
 

International  

- European Union (EU) and European Commission (EC), responsible for the development of 
European regulation, European Union-wide AI, regulations with the EU AI Act, and other 
applicable legal frameworks like the General Data Protection Regulation (GDPR). 
 

- Organisation for Economic Co-operation and Development (OECD) is an international 
collaboration organisation, hosting a variety of expert groups on subjects related to AI. 
As well as providing recommendations (OECD, 2024). 

 

3.3.3 Independent Advisory Bodies and State Advocate  
Legal and other advice and expertise are, in part, organised internally. But for complex or 
independent advice, requested and unrequested, the government relies on independent advisory 
bodies and knowledge institutions. For complex legal questions, external legal expertise is 
contracted at the State Advocate [landsadvocaat]. 

- The Advisory Division of the Council of State (Afdeling advisering van de Raad van State) is 
a constitutional, independent council to the government, that reviews major policy and 
legislative proposals to provide an opinion before they are submitted to parliament. 
When proposals involve new technology, they are mainly concerned with questions 
about legal certainty, enforceability, and whether the policy respects fundamental rights 
(Raad van State, 2021). 
 

 
3 Grondwet, Art. 82.3 
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- The Scienti�ic Council for Government Policy (WRR) gives strategic advice on long-term 
policy issues. Their report, Mission AI [Opgave AI], adviced the government to consider 
learning about AI a key priority, and warns against over-reliance on technical systems 
and stresses the importance of human dignity in public AI use (WRR, 2021).  
 

- The Dutch Data Protection Authority (AP) monitors how personal data is handled and has 
previously warned about the risks of using algorithms that aren’t transparent or fair. In 
the case of SyRI, the AP was one of the organisations that raised concerns about the lack 
of explainability and legal safeguards. The system was eventually ruled to be unlawful 
(Autoriteit Persoonsgegevens, 2024). 
 

- Court of Audit [Algemene Rekenkamer] are tasked with analysing the functioning of public 
systems, in addition to monitoring if money is being spent responsibly. They have 
published several reports warning of risks in digitalisation, pointing to how systems 
sometimes do not deliver what was promised.. 
 

- Netherlands Institute for Human Rights (CRM) focuses on equality and fairness in 
automated systems. Have raised concerns about algorithmic discrimination and 
emphasised the need for transparency and the right to an explanation. 
 

- The State Advocate is a legal �irm contracted by the state. They represent the state in 
court cases, and can be requested to provide advice on complex legal questions. For 
example, to provide analysis and recommendations for the government’s policy, like 
advice on the legal risks involved in the use of generative AI. 

 

Knowledge institutions 

- Netherlands Organisation for Applied Scienti�ic Research (TNO) works with ministries on 
the technical and ethical evaluation of AI systems. They support questions around 
explainability, robustness, and legal compliance.   
 

- Rathenau Institute researches how technology affects democracy and public values. Calls 
for stronger democratic control over digital systems,  
 

- Universities and universities of applied sciences like the TU Delft and the University of 
Utrecht have great academic expertise in relevant �ields. They can provide or be 
contracted for academic research, and can be invited to share expert knowledge and 
re�lection. Furthermore, technical universities develop leading-edge technical expertise. 
 

 

3.3.4 Citizens, Civic Society and the Private Sector 
Citizens and the private sector are not necessarily directly implicated in the design challenge; 
they play a key role in shaping what is seen as legitimate, fair, and acceptable in the public 
domain. Companies in the private sector can be important partners in the development and 
implementation of technical systems. 

Non-governmental organisations 
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- Algorithm Audit is an independent non-pro�it that offers algorithm audits and advice. 
They work mostly with public organisations and help build knowledge on responsible AI 
use. An example is their audit of DUO’s risk pro�iling system, which found an 
overrepresentation of certain groups and led to concrete recommendations for fairer 
design and implementation.  
 

- Interest groups and civil society organisations represent social and political viewpoints 
that shape how policy is received. Representing public values or offering critical 
perspectives. Think of organisations like Waag Futurelab, and the Open State Foundation, 
which advocate for ethical and participatory approaches to public technology. While 
these groups operate outside of the central government, they are involved in shaping 
public debate and collaborating.  

 

Citizens and the Private Sector 

- Citizens are the people affected by the policy. They play a vital role in the democratic 
polity by engaging and complying with the government. Their trust in government is 
shaped by whether the policy works, whether they feel heard, and whether decisions are 
seen as fair (Schakel, 2021). 
 

- Private and corporate actors are needed to build AI capabilities and applications. 
Furthermore, they have a signi�icant in�luence on the political and policy agenda 
(Schakel, 2021), especially in the context of the Dutch polder model of consensus-building 
between government and industry (Schreuder, 2001) .  

 

3.3.5. Conclusion: Missing Pathways to a Fragmented AI Landscape 
In and around government, there is a wide and diverse network of actors involved in developing 
AI capabilities and AI capacity at large. This includes colleagues with experience in AI or data, 
innovation advisors, or staff working in digital teams or datalabs within executive agencies. 
There are several organisations outside of the ministerial structure that play a role in shaping 
how technologies like AI and data systems are used in the Dutch government. These 
organisations do not make policy, but their advice, audits, and tools in�luence what is seen as 
legally sound, socially responsible, and politically acceptable. Together, they form what’s often 
called a quadruple helix, a collaboration between government, research, the private sector, and 
society (Carayannis & Campbell, 2012; Bharosa & Janssen, n.d.). Each of these groups can play a 
different role in the responsible adoption of AI for policy. Some focus on legal checks, others on 
ethics, technical support, or policy re�lection. All needed for success. 
Together, these organisations, formal and informal, institutional and civic, help set the 
boundaries for how AI is used in the public sector. They in�luence not only what is legally 
possible, but also what is seen as legitimate and responsible. These actors in�luence what is 
(seen as) possible, necessary, or risky. Their involvement may not be visible in day-to-day policy 
work, but they help de�ine the broader conditions under which AI enters public administration. 

The challenge is that this network is fragmented. Knowledge, tools, and people are spread out 
across different teams and organisations, making it dif�icult to know where to go or who to 
involve. Especially to policy of�icers unfamiliar with the �ield. In practice, most policy of�icers 
start by asking people within their own organisation.  
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4. Proposed design 
A design process is inherently nonlinear (Roozenburg & Cross, 1991), and includes many micro 
iterations and activities. Still, this section aims to describe the process, focusing on the main 
activities and insights.  The chapter sets out with the design approach of the project. Followed by 
the results derived from the �ieldwork and design activities, namely the principles, which form 
the basis for the proposed design. Finally, the proposed design is discussed with  a description of 
the prototype and rationale. 

 

 

4.1 Methods: Constructive Design Research 
The thesis aims use a design project to help answering the research question. This approach is 
called research through design (Frayling, 1993; Zimmerman & Forlizzi, 2008). However, this 
term is somewhat underdetermined, as it is used to refer to differing concepts by its varying 
proponents. More speci�ically, the form of research through design used in this thesis is based on 
the practices of constructive design research as described by Koskinen (2011).  

Constructive design research is a method that uses the construction of a design (in most cases, a 
prototype) as a means of creating knowledge (Koskinen, 2011). The �ieldwork of constructive 
design research doesn't need to produce generalisable knowledge. It helps answer the secondary 
research question (RQ 1: What does responsible use of AI entail in policy preparation? And, RQ 2: 
How should a tool for policy preparation professionals be designed to effectively incorporate 
advice?) that take on a role as design question in the design project, to inform the design of a 
prototype. The prototype is a materialisation of a theoretical hypothesis. The prototype design is 
evaluated through evaluation sessions with participants from the design context. Forming the 
basis for answering the main research question of this thesis (RQ 0: How can we design practical 
tools to guide the use of AI in the governmental policy development process?). Adding to 
knowledge in this �ield by focusing on the unique case at hand (Koskinen, 2011). The method of 
the evaluation session is discussed in Chapter 5. Evaluation.  

 

 

4.2 Design approach  
There is an ever-growing variety of design approaches, tailored to different types of design 
challenges. This subsection �irst discusses the considerations that should be taken into account 
in the selection of an approach. Next, the type of design problem of the current design project is 
discussed. Followed by a description of the selected approaches, including rationale and a 
description of how they come together as one approach for the project. Ending with an overview 
of the design process, including its phases and methods. 

 

4.2.1 Considerations in Design Approach Selection  
Multiple factors have to be considered in the selection of the design approach for a project. First, 
the nature of the design challenge is an important consideration (Dorst, 2004; Roozenburg & 
Cross, 1991). For example, designing the ergonomics of an of�ice chair requires a different 
approach than designing the interaction between a user and a smart voice assistant helping 
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vulnerable citizens �ile their taxes. Additionally, the designer's qualities and experience with 
approaches are important factors that need to be taken into account (Roozenburg & Cross, 
1991). The character of the design challenge of this design project is described in the following 
subsection. How this, and the designer's qualities and experience of me, are taken into account in 
the selection of the methods is described in the following subsections about the project's design 
approach and methods.  

 

4.2.2 Nature of the Design Problem 
The design challenge in this thesis project, enabling responsible use of AI for policy, is a 
“wicked” problem (Buchanan, 1992; Churchman, 1967; Rittel & Webber, 1973). As it is situated 
around rapidly developing technology in an open, dynamic and complex context (Howlett & 
Ramesh, 2023) of government, which has a great societal impact. This context includes a large 
number of stakeholders, with contradicting interests, making the design problem especially 
“open, complex, and dynamic” (Dorst, 2015b, p. 15), centres around paradoxes and value 
tensions. A dynamic and opaque problem and context, like the one faced here, makes ex ante 
scripting of process and result impracticable. Necessitate that problem, approach, and solution 
co-evolve throughout the project.  
 
 

4.2.3 Selected Approach(es) 
To allow for the co-evolution of design challenge, design approach and solution, the design 
approach for the project is based on three theoretical design approaches: Frame Innovation 
(Dorst, 2015b), Vision in Product Design (ViP) (Hekkert & van Dijk, 2011) and Value Sensitive 
Design (VSD) (Friedman & Hendry, 2019). These approaches together cover the wider �ield of 
challenges that were to be expected throughout the project. In the selection of the approaches, I 
opted for two approaches with which I have prior design project experience (Frame Innovation 
and ViP). Furthermore, both Frame Innovation and ViP utilise verbal reasoning qualities, which 
is a strength of me as a designer. Adding Value Sensitive Design due to the large role values play 
in the design challenge at hand. The individual approaches are further explored subsections 
below. 
 
Frame Innovation 
The Frame Innovation approach, developed by Dorst (2015a, 2015b), is a method for wicked, 
open-ended, socio-technical challenges. The approach centres around the assertion that design 
challenges with clashing values (a paradox) can often be resolved by viewing the situation from a 
different perspective (reframing). The approach embraces the complexity of the design challenge 
and context. And being open to novel solutions by starting with a desired value, leaving the 
means of achieving it up to the �inal phases of the design process. The method is an anticipation 
of designers moving out of the traditional design �ield to apply themselves to design challenges 
in society at large, where they encounter wicked problems in more complex and networked 
contexts. For the steps of the approach, see Figure 16. 
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Dorst’s design approach is especially �it for “technical communicators” to use their linguistic, 
conceptual cognitive abilities in solving wicked problems according to Weedon (2019). The 
method of Dorst centres around the use of “rhetorical skills” (p.2) to frame wicked problems in a 
new way. (Weedon, 2019). This aligns with my abilities as a designer, which are centred around 
linguistic, conceptual cognitive abilities. and the problem that is the subject of the project. 
Furthermore, I have used the approach before in a project for the same organisation. 

 

Vision in Product Design (VIP) 
Vision in Product design (ViP), developed by Hekkert & Dijk (2011) is a future-focused design 
approach centred on �inding the raison d'être of a design., The Vision in product approach is 
aimed at taking a position by creating a vision “Responsible and authentic that will steer the 
conceptualisation.”. Clarifying what the designer wishes to enable in the future for the people in 
the design environment. Creating a vision as a precursor to de�ining how the design can do this.  

The VIP approach consists of a preparation and a design phase. The preparation phase does not 
apply to the design challenge and approach used in the project; only the design phase is adapted. 
The design phase initially 
focuses on the future 
context. For the steps of 
this phase, see Figure 18. 
Considering what is 
interesting and relevant 
to the design challenge. 
Integrating supporting 
facts and allotted 
personal motives and 
intuition, as well as the 
aims or desires of the 
client or market. A core 
selection of these forms 
the basis for the 
worldview. Statement, the 
position or for the deep 
should the offer, do you 
people to experience. can 
be transformed into a 
desired product Figure 15. 8 steps of the process embedded in the ViP model. Adapted from 

Hekkert & Dijk (2011, p. 133). 

Figure 14. Frame Innovation steps. Adapted from Dorst (2015b). 
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interaction. After which, the product characteristics can be re�ined. 

The approach is less concerned with user involvement early in the design process. “What we take 
issue with is not end-user involvement, but that the insights thus obtained are often rooted in the 
situation the user is in at that moment. Users act in certain ways because of the designed 
environment they are in.” (p.184) 

The method has a strong focus on developing an understanding of the impact and the desired 
interaction (a vision) before starting to design the product itself. Leaving less room for iteration 
of the design itself. The method helps to �ind a position, but relies on the designer to take on the 
position and defend it consistently and convincingly. The approach relies strongly on the 
designer(s) conceptual and abstract thinking, which is a strength of me as a designer. 

The approach used in the project is partly based on the approach described in the book and on 
the approach taught by Paul Hekkert in the ViP elective at the Faculty of Industrial Design 
Engineering of the TU Delft (Hekkert, 2023). 

 

 Value Sensitive Design 
Human values are always re�lected in technologies in some form, and in turn, technologies 
in�luence human values. The Value Sensitive Design (VSD) approach (Friedman & Hendry, 2019) 
foregrounds active engagement with human values in the design process. Creating "creative 
opportunities for technical innovation as well as for improving the human condition." (p.1). 
“Speci�ically, it provides theory, method, and practice to account for human values in a principled 
and systematic manner throughout the technical design process.” (p.34). De�ining human values 
as “what is important to people in their lives, with a focus on ethics and morality.” (p.4) 

The engagement with human values is especially relevant to the intersection of & government 
and AI. The approach is equally of interest to the design process of this project as to those of its 
subject, the development and use of IT in the policy development process. The de�inition of 
human values is open to interpretation as to what is important to the lives of people, and what 
ethical and moral principles the designer should be sensitive to. Here, the VIP method is useful 
as it helps set a vision. Allowing me to take a position based on historical-societal values, 
institutional values, the values of current stakeholders, as well as my of me as a designer. 
Tripartite methodology: conceptual, empirical, and Technical investigations 
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Approach Cohesion 
To make the three theoretical approaches work together as one, 
cohesive design approach, they are chopped up and moulded together 
to the requirements of the design process. As design methods are 
mostly descriptive, they cannot fully account for the nonlinear nature 
of a design process (Roozenburg & Cross, 1991) they function as a 
reference that gets a project. Such adaptation of the steps and 
methods of the approach, to �it the project and the designer’s needs, is 
explicitly embraced by the selected method (Dorst, 2015b, p. 99; 
Friedman & Hendry, 2019, p. 102; Hekkert & van Dijk, 2011, p. 132).  

Frame Innovation is the main methodological grounding of the design 
approach of this project. Additionally, the design problem poses 
philosophical, political, and experiential questions. Questions that 
have no de�initive answers, but rather require a vision. To this end, the 
vision in product design method (ViP) was invoked, in conjunction 
with methods and attention for themes derived from VSD.  

The phases of the Frame Innovation and ViP approach have different 
focal points, but can be massaged to loosely line up. This allows the 
approaches to be used simultaneously, and leaning more heavily on 
one or the other as the design process requires (see Figure 23). The 
VSD approach is less concerned with the structure of the design 
process. It is used as a lens through which the design process as a 
whole is coloured. By focusing on human values throughout the 
process, and by appropriating the methods of design activities in the 
steps of the other approaches. 

 

Additional design methods 
As the approaches are focused on a higher-order conceptual level, they are combined with 
practicable methods of design activities. Additional sources that informed these methods are, 
good old product design structure and methods by Roozenburg & Eekels (2016), the Delft design 
guide (van Boeijen et al., 2013). These methods are greatly in�luenced by a tradition of Human 
Centred Design (HCD) (Giacomin, 2014). As this thesis project is undertaken in the context of an 
MSc in Strategic Product Design, the project is naturally also in�luenced by approaches and 
perspectives from that �ield. By taking a systemic view, and the consideration of systemic 
pressures in the development of the design and strategic implementation recommendations how 
the approaches and methods come together in the project's design approach is visualised in 
Figure 24.  

 

 

Figure 16. Illustration of the use 
of the Frame Innovation and 
Vision in Product design 
methods throughout the project 

https://www.zotero.org/google-docs/?iCBZmV
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4.2.4 Design Process 
Overview 
The design process consists 
of multiple stages (see 
Figure 24, starting from the 
bottom): 

1. Taking a stance, the 
initial stage of de�ining the 
domain of the design 
problem. Here, the design 
challenge is outlined, and 
an initial scope and 
framing of what is relevant 
to the project are de�ined 
through an initial framing.  

2. Building the fundament 
- the second phase is 
concerned with 
understanding what is 
happening and who is 
involved. Creating an 
overview and basic 
understanding of the 
context, on which the later 
stages of the project can 
build. 

3. Unravelling the system 
– the third phase dives 
deeper into processes and 
values in the context and 
the wider �ield, and 
structures the insights to 
understand the system as a 
whole. 

4. Building the future – 
the fourth phase moves 
from understanding and 
framing the problem to 
reframing and ideating 

concepts for the design. Iterating towards the design prototype. 

5. Evaluation – the �ifth and �inal phase is where the prototype is evaluated and new insights are 
used to create recommendations. 

 

Figure 17. Overview of the design process 



60 
 

4.1 Fieldwork 
The �ieldwork performed in the project consisted of participant observation, by engaging in a 
diverse range of meetings and activities in the governmental organisation. And semi-structured 
interviews with experts and stakeholders. As well as attending events and meetings of 
organisations concerned with topics related to algorithms, AI, and digital technology in 
government to engage with the wider �ield. Making up an important part of the �irst 3 phases of 
the design process. Adding to the literature and desk research by providing deep situated 
insights.  

The aim of the �ieldwork was twofold. Firstly, ethnographically informed inquiry (Friedman & 
Hendry, 2019) surfacing meaning, values, behaviours, and informal norms and practices. 
Secondly, gathering contextual information on formal structures, capabilities, systems, 
infrastructure, procedures, and roles. Together, providing a holistic comprehension of the design 
challenge situated in its context. The insights from the �ieldwork contributed to the description 
of the design context in the previous chapter, and the design work described in the following 
sections. 

Role of �ieldwork in the design approach 
The approaches of Frame innovation and sensitive design, �ield work takes a signi�icant role. In 
Frame Innovation �ieldwork is aimed at understanding the context and the discourses shaping 
the design challenge. SVD puts �ieldwork at its core as a way to uncover and engage with the 
values of the stakeholders. In the ViP method, �ieldwork plays a less important role in the initial 
phases of the design process as it aims to detach more from the current constraints. Yet with this 
in mind, the �ieldwork is a great way of collecting factors. 

Attribution of insights from the �ieldwork 
While some insights can be attributed to speci�ic organisations and people, not all can. The 
interviews were conducted under the promise that insights could not be traced back to the 
interviewees to allow them to speak freely. Other insights have been collected through off-the-
record conversations and in non-public meetings and can therefore not be attributed directly.  

Continuing, the following subsections discuss the �ieldwork activities, including a description of 
the methods that were used. It starts with the participant observations, followed by a description 
of the interviews conducted. The section concludes with the synthesis of the �ieldwork �indings 
in the emergent themes. 

 

4.1.1 Participant Observations 
Participant observation (Aktinson & Hammersley, 1998), observation by participating in the 
organisation. During the project, I did internship activities like attending meetings on topics not 
directly related to the topics of this work that have helped gain an understanding of the 
dynamics of policy-making, the function of the Policy Compass as well as its functioning. 

The focus is limited to AI for policy (in the development of policy and laws), as opposed to the 
related subjects of AI in policy (execution), and AI regulations. Mainly aimed at the preparative 
stages of policy development, although evaluation and broader uses of AI within the organisation 
related to policy development could be part of the scope. 
Through the graduation internship at the  governmental organisation, I was able to attend 
meetings. I attended events from organisations in and around the government to gain an 
understanding of the broader �ield. An overview of the meetings participated in during the 
project, including key insights, can be found in Appendix 1. Furthermore, throughout the project, 
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I held countless meetings with company mentors to better understand the needs of the 
organisation, and to gather information based on their expertise on various subjects related to 
the subject.  

Additionally being in the of�ice, listening in to all sorts of conversations has provided countless 
minor insights that add a lot of depth to the understanding of the dynamics within the  
governmental organisation. Examples of these conversations I overheard are colleagues asking 
others for their perspective on a speci�ic detail in their policy proposal, and strategic discussions 
on how to bring a subject into the council of ministers to get it passed without hiccups.  

Visiting events in the �ield 
To gain an understanding of the concerns and developments of organisations in the network of 
the  governmental organisation, I attended events organised by organisations in the �ield 
(illustrated in Figure 25). An overview of the events attended, including key insights, can be 
found in Appendix 2. 

 

4.1.2 Interviews 
Semi-structured interviews were conducted with the use of an interview guide. Mixing 
traditional informational questions with a value-oriented interview approach (Friedman & 
Hendry, 2019). Inquiring interviewees about information and ethnographically informed 
insights. Interviews were conducted with two experts on the developments around AI at the  
governmental organisation, an expert on the development and implementation of the Policy 
Compass, a policy assessor with expertise on privacy and AI law and regulations, and an expert 
on neuropsychology. To get deep information and visions from experts and stakeholders. A list of 
the interviews conducted can be found in Appendix X. 

In addition to these formal interviews, many informal, non-structured interviews were 
conducted throughout the project. The insights from these conversations and the other 
�ieldwork are clustered and integrated into emergent themes. These are discussed in the next 
subsection. 

 

 

4.2. Worldview of Responsible AI for Policy in the Government 
All previous steps of the design project have collected and structured insights, including the 
literature in the background chapter, the design context, including the wider �ield, in the design 
context chapter, �ieldwork and emergent themes sections. These have created some order in the 
context. Following playing around to �ind interrelatedness to develop a worldview, which is a 
prominent step in the approach of (Hekkert, 2023), and is part of the third step of the design 
phase in the ViP approach (Hekkert & van Dijk, 2011). Bringing all insights together, converging 
towards the frames (Frame Innovation) and statement (ViP) that follow this stage. Resulting in 
the following worldview of responsible AI for policy in the government: 

Responsible AI requires ‘a balanced consideration of AI for policy. ' To enable a balanced 
consideration throughout the life cycle of an AI system, at all levels of the organisation, the 
government needs to move towards collective soft AI capacity for constructive problematisation’. 
including AI literacy. Creating the conditions for critical responses and contestation, and 
allowing for the renegotiation of the institutions of the policy cycle, to ‘preserve procedural 
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legitimacy and enhance policy quality’. By going from ‘tools for the few’, to one tool for the many 
that �ills the ‘missing pathways to a fragmented AI landscape’. Using a guidance approach based 
on ‘balancing guardrails and trust in professional judgment’. 

 

4.3 New Frames and a Design Vision 
In the ViP approach, the vision consists of the statement, an interaction, and product qualities. 
These steps can be taken together with Frame Innovation’s frames, futures and transformation 
stages. Both the statement and frame de�ine a new way of seeing the world/the design challenge. 
The interaction qualities and futures are oriented towards the implications of behaviour and 
experience. And the product qualities and transformation move to translate the conceptual into 
tangible design attributes. 

 

4.x.x New Frames for the Design Challenge 
The creation of frames is the pivotal step in the Frame Innovation approach. These ‘frames’ are 
new ways to view the design situation, in a way that reduces the tension between the values of 
stakeholders. Allowing for the development of new solutions. Frames can be expressed in the 
form: “If the problem situation is approached as if it is ... , then ... “ (Dorst, 2015b, p. 78). 

The initial framing problem of the design problem in this project was: we need to give people 
guidance on responsible use of AI for policy, to make sure people act responsibly. Here, the 
problem situation is approached as a regulatory challenge, seeking solutions based on strict 
rules and control. This creates a paradox, as it reduces the engagement and investment of the 
very people who must follow the guidance to realise responsible use of AI for policy in practice. 

Throughout the project, many ways of seeing the problem situation have been explored, for 
example: If responsible AI for policy is approached as a soft capacity challenge, then all 
stakeholders have a valuable role in the solution; and, if we see responsible AI for policy as a 
conversation, responsibility becomes something created together through dialogue, not dictated 
through rules. Leading to the �inal frames: 

 

If we see responsible AI for policy as a shared garden, then all stakeholders have a role in 
tending, nurturing, and sustaining it. 

AND 

If we approach guidance for responsible AI like medical protocols, then users are given enough 
guidance to avoid catastrophic mistakes, while being encouraged to keep thinking for 
themselves, leading to trustworthy professional judgment. 

 

 

4.3.1 Design Vision: AI curiosity  
The future vision materialises the design goals into a concrete desired outcome in the design 
context. Bringing to life an optimal future. It includes a statement with an associated analogy and 
the product qualities derived from the statement. 
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4.4.x.x Statement  
The statement is the step in the ViP approach where the designer takes a position (Hekkert & 
van Dijk, 2011, p. 156). As such, the statement is an expression of what the design should bring 
about in the world. The following is the statement formulated in the project (illustrated with 
Figure 26):  

 

 

 

Creating a tool that inspires AI curiosity by 
lowering the barrier of entry to AI knowledge to 
develop organisation-wide AI literacy. 

As a means to develop the capacity to responsibly 
adopt AI for policy, through a self-learning 
organisation with a broad base for internal and 
external problematisation and contestation. 

 

 

 

 

 

4.4 Construction of the Design 
The previous steps of the design process have focused on gaining an understanding got the effect 
the design should offer, and what sort of experience is an effective means. In the construction of a 
design, these conceptualisations need to be transformed into a concrete prototype design with a 
speci�ied content, structure and form 

 

 

4.4.1 Design Qualities, Mechanisms and Features 
 Brainstorming 
Working backwards from the desired effect, established in the worldview, frames, and statement, 
the experience, product qualities, and design mechanisms were ideated through iterative 
brainstorming. This process created the basis for the elements that make up the design: its form, 
content, and structure. The relation between the elements of the design, the experience, and the 
effect is visualised in Figure 27. 

In the ViP approach, product qualities capture both the product’s personality and its behavioural 
qualities .Discribing what should provoked either by design or evoked through interaction 
(Hekkert & van Dijk, 2011). These qualities are mostly derived from the statement, where they 
are implied in the analogy. 

Figure 18. Girl playing curiously. Adapted 
from (Pixabay, 2014). 
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Additionally, design mechanisms are needed, which set out what the design should do and 
formulate a strategy to do so. These were ideated based on the statement and the frames 
developed earlier, as their metaphors already imply certain mechanisms, as well as on themes 
and factors derived from the literature study and the �ieldwork. 
  

 

 

The statement and associated analogy inform the design and its interaction qualities. However, 
AI curiosity needs to be embedded in a broader design. To explore this, additional metaphors 
were used to develop the functional product qualities. 
 

Functional metaphors 
To further explore the functional interaction the design should ful�il, metaphors were used, see 
Figure 23. Should using AI through the design be like food delivery, “ready to eat”? Or should 
people who want to use AI in the organisation pass an inspection, like at a border crossing? 
These metaphors re�lect varying degrees of paternalism versus freedom, and conservatism 
versus ease of use. 
 
The functional metaphor that best �its the frames and the statement is that of a foundation, 
combined with a coatrack [kapstok], to which all relevant resources can be attached, serving a 
coatrack function [kapstokfunctie]. 
 

Figure 19. The elements of the design, and their relation with its experience and effect 
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Figure 20. Metaphors used in the design process 

 

Design Mechanisms of Curiosity, Trust, and Collective Capacity 
The iterative brainstorming, based on the results of the preceding design steps and the ideation 
of novel functional metaphors, resulted in the following design mechanisms. These mechanisms 
integrate the design qualities and translate the conceptual vision into functional strategies that 
guide the design. 

 

Collective AI capacity 
The smaller a risk mitigation issue or dilemma is, the closer someone would want to �ind an 
answer before overstepping it entirely and hoping for the best. Part of responsible AI, so you can 
talk about minor things with a colleague at the coffee machine. If a degree of AI literacy is 
present throughout the organisation. The central role of the Policy Compass in the policy 
development process (at least in theory) makes it a great place to lay a collective foundation for 
collective AI capacity and, with that, the responsible adoption of AI in the policy development 
process. 

 

 

Figure 21. Groups needed for synergetic AI capacity 
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Inciting AI curiosity 
AI curiosity - a mechanism the design intends to utilise is the mental pathway of curiosity, 
catalysing learning, and moving from passive understanding to acting. This mechanism also 
informs the design qualities of the design. Curiosity is an eager wish to know or learn more 
about something (Cambridge University Press, n.d.a). The design is to inspire a desire to learn 
more about (responsible) AI for policy. To create an artefact that supports the development of AI 
capacity, the ability to adopt AI in the organisation. To facilitate adoption, the capabilities should 
be present throughout the organisation. Engagement with AI, resulting from AI curiosity, can be 
a way to ensure critical thinking about AI use, distribute responsibility, and create resilience, 
limiting the risk of failures. A design element that is already part of the Policy Compass design is 
support questions, questions help users think about the topic at hand concerning their situation. 

 

 

Figure 22. Simple model of the relationship between knowledge and curiosity. 

 
Trust and responsibility  
In line with the need to create enthusiastic AI curiosity while avoiding harm from the use of AI in 
the policy development process, a balance is needed that ensures (enough) risk encapsulation 
while not crushing the inherently curious spirit of policy of�icers. Based on competence and 
trust. A popular example, offering a compelling analogy, is the story of the management book 
“Turn this ship around” (Marquet, 2019) describing how U.S. Navy Captain David Marquet 
transformed one of the worst-performing submarines into one of the best by shifting from a 
command-and-control model to one based on trust and distributed competence. Empowered his 
crew to make decisions within clear boundaries of responsibility and safety, fostering 
engagement, accountability, and professional pride.  

 
 
Uphold standards  
The rules should be made clear to the users. If it is not worth it to use AI responsibly, including 
the additional effort that is required for this, it simply isn’t worth it to use it at all. 

 
Attention for dilemmas 
Not all situations can be captured with a responsible AI policy. And even so, if someone is 
scraping the guardrails put in place to avoid disasters, they sure are not practising responsible 
AI. As the experiences of IBDS highlight, many of their cases ended up being ethical dilemmas 
without codi�ied answers in law or policy. Responsible AI is a result and a process stakeholders 
have to actively part take in. The design has to make users aware that active exploration of 
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dilemmas in the use of AI is needed to use AI responsibly, as well as providing tools they can use 
to this end. 

To allow for the adoption, ministerial staff have to be AI-literate. For example, managers and 
human resources of�icers who have a better understanding of what AI implementation requires 
of them are better able to recruit and develop a workforce that is literate and skilled in AI (Wirtz 
et al., 2019). 

Anchor function  
There is a rapid increase in different organisations creating recommendations, guidelines and 
tools. Furthermore, more AI applications can touch on a lot of areas like data and privacy, for 
which even more registers, tools, and assessments exist. This disjointed nature of the efforts, 
resources, and expertise relevant to the responsible implementation of AI in the policy process 
leads to stacking uncertainty and complexity. It is important to bring together and make 
available all this expertise and support to policy developers open to responsibly implementing 
AI, to make it easier for users to navigate. The design can take on an anchor function [kapstok 
function], redirecting users to the information, tools, and expertise they require. The Policy 
Compass is a natural place for this, as it is central to the policy development process.  

Low barrier to entry  
Because of the diversity of the user groups of the tool, think of the different needs of managers 
and policy of�icers. Add to that the differences think of the differences within these groups in 
their exposure and understanding of AI and technology in general, and all the other factors that 
in�luence their needs for this tool. It is the role of the Policy Compass to speak to all. 

Layering 
To provide user groups with different information and support needs with the right information, 
the design has to be layered in multiple ways. Firstly, by presenting lighter, more positive or 
motivating content at the top, followed by increasingly more complex content and resources  
(illustrated in Figure 26). Secondly, while one of the principal design choices is to make all users 
engage with all fundamental aspects of responsible AI for policy, not all users need to read all the 
information in the different sections. To accommodate the different needs, some information can 
be made available in the collapsible section. Or through linking to external resources. 

 

 

Figure 23. Illustration of the layering of complexity 
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4.4.3 Design Sketches 
Throughout the project, a virtual design concept and some partial sketches were developed. In 
the transformation (Frame innovation) and concept (ViP) these initial ideas and the design 
vision are developed further to materialise a concrete design concept. These design sketches 
were made using the common design methods of individual brainstorming  and HKJ’s. Ideating 
the structure, content, and form of the design (see Figure 28). The resulting prototype design is 
discussed in the coming subsection. 

 

Figure 24. Design ideation brainstorm 
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4.5 Design prototype 
This section �irst sets out how the prototype’s structure, content and form were built up. Before 
diving into the prototype (see Figure 34) itself in the next subsection. 

 

4.5.1 Design of the Prototype 
4.5.1.1 Structure of the prototype 
The main goal of the content order is to 
cater to the different user groups and their 
needs. A leading consideration is that the 
design should make those not as familiar 
with AI (for policy) more curious. This 
necessitates a low barrier of entry, with an 
introduction that highlights the positive 
sides of using AI (the opportunities). 
Following this, the design builds towards 
increasing complexity and completeness, 
including the practical implementation of 
AI, the dilemmas in the use of AI for policy, 
and the risks and robust risk mitigation 
tools.  

 

4.5.1.2 Content of the prototype 
The prototype design consists of four core blocks, with distinct functions in the users' journey. 
From developing initial curiosity to bringing together the resources and support needed for 
larger AI development and implementation projects, catering to a wide group of potential users. 
The four blocks are the following: 

The �irst function: AI for policy is an initial pitch for AI for policy as a policy improvement aid. 
Relating AI for policy to policy quality and craftsmanship. Bringing the bene�its of AI for policy to 
the forefront, with a brief explanation of how AI can help the user in making better policy. To 
engage users' interests and foster curiosity, support questions are included that make people 
think about what AI could mean for them in their practice. The section is aimed at capturing the 
attention of all users. It is made clear and easy to understand, positive, and applicable to almost 
all employees with a function in the policy development cycle. 

The second function: Responsible use of AI for policy aims to help users gain an understanding of 
the practice. Responsible AI for policy. This includes making use of opportunities, dealing with 
dilemmas, and mitigating risks. This block contains the most important. Universal principles and 
insights. Including best practices for opportunities. The dilemmas of using AI for policy, and ways 
to engage them. And the risks of using AI for policy, and how to mitigate them. This includes the 
policy on what you can and cannot do within the Ministries, underpinned by the documents 
related to these policies. 

Function three: Available applications and expertise. This part is allocated to practical steps 
needed for the use of AI in a user's project work�low. Directing users towards available tools and 
expertise, and knowledge needed for successful adoption. Including the allowed AI applications. 

Figure 25. The design prototype 
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Who can help you with the introduction? Of AI applications. And external partners for expertise 
and knowledge, like universities. 

Function four: Tools and tests - the last part of the prototype design includes tools and tests that 
are useful or obligatory. Or the use of AI applications for policy. This part includes tools for 
smaller use cases and big or risky projects. Obligated tests have to be performed before use. As 
well as tools for supporting the exploration of (ethical) dilemmas. 

 
Selection of sources 
The prototype includes multiple references, both sources of the content and for further 
information. For the user, it is important to trust a reference; this can be based on familiarity and 
authority. The included references are from and to familiar institutions like governmental 
agencies, WRR, AP, OECD, EU, etc. These are preferred even when similar or slightly higher-
quality materials on a topic are available elsewhere. 

 

4.5.1.3 Form of the prototype 
Due to time constraints and given the evaluation's main focus on the content and its order, the 
prototype mock-up is made in Word. The prototype includes two collapsible sections in which 
more examples of risks and opportunities can be found, denoted by “Learn more about…”. And in-
text clickable links to resources. 
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4.5.2 The Design Prototype 
The prototype is to be imagined as a sub-page in the Policy Compass. The prototype description 
below is an English version of the original Dutch prototype used during the evaluation sessions. 
The Dutch text is translated to English locally using the MarianMT model (Helsinki-NLP, 2021). 
The original Dutch prototype can be found in Appendix 4. 

 
 
 
 
 
 

The prototype starts with an 
introduction to AI for policy. Explaining 
the relationship between AI for policy 
and policy quality. The support 
question is meant to make users 
connect their practice and needs. 

 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
The introduction to AI for policy is 
followed by an introduction to the 
fundamentals of responsible AI. 
 
 
 

 
 
 
 
 

 
 
 
 
 

Figure 26. Prototype section 1. What is Arti�icial Intelligence 
(AI) for policy? 

Figure 27. Prototype section 2. How do you use AI in a responsible 
way? 
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A summary of the opportunities that 
AI could bring to the policy 
development process. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
By clicking on “Learn more about AI 
for policy’s diverse opportunities”, 
examples of the various bene�its AI 
can bring to the policy development 
process and the resulting policy 
become visible. 
 
 
 
 
 
 
 
 
 
 
 

Figure 28. The opportunities of AI for policy  

Figure 29. Learn more: About opportunities 
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A summary of the risks related 
to using AI in the policy 
process. 
 
 
 
 
 
By clicking on “Learn more 
about AI’s various risks”, 
examples of the various risks 
of using AI in the policy 
process become visible. 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

 
 
A section on making trade-offs 
when faced with (ethical) 
dilemmas. Including 
hyperlinks to resources. 
 
 
 
 
 
 

The second function ends with 
three support questions to 
help users explore their use 
case for an AI application in a 
critical way. 
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A (hypothetical) list of 
procured AI applications, 
including a description of what 
they are used for. 
 
 
 
 
 
 
 
 

 
 
 
A list of internal and external 
parties that can offer support 
and expertise. Including 
hyperlinks to the relevant web 
pages and materials. 
 
 
 

 
 
 

 
 
 
 
A toolbox with hyperlinks to 
tools and reference materials 
for responsible AI in 
government. 
 
 
And the assessment and 
registers that might be 
required for the 
implementation of AI in the 
policy process. 
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5. Evaluation 
5.1 Evaluation goal 
The purpose of the evaluation is to investigate how effective the prototype design is at achieving 
the design goals and observe whether the design mechanisms work as intended. In addition, the 
evaluation was set up to better understand user preferences and elicit recommendations for how 
the design could be improved. 

Evaluation of whether the prototype strikes the right balance between risk avoidance and 
mitigation through rule and guideline enforcement, and warning of the risks. And optimise the 
bene�its of using AI in policy development and the development of AI capacity in the 
organisation through exciting users, and inducing AI curiosity. The balance struck in the 
prototype is used as a starting point against which to react. Both as a vision for the design and 
the effect the prototype is expected to have on the different users and stakeholders, and their 
interaction with AI in their practices. 

The �irst design goal evaluated is providing comprehensive guidance, creating guardrails by 
upholding existing rules, regulations and frameworks, as well as providing available tools 
(completeness, correctness, clarity & actionable). The second design goal is to create AI curiosity 
to facilitate the development of soft AI capacity. 

 

To answer the  

RQ 1: What does responsible use of AI entail in policy preparation? 

RQ 2: How should a tool for policy preparation professionals be designed to effectively incorporate 
advice? 

In oder to anwer the main research question of this thesis: 

RQ 0: How can we design practical tools to guide the use of AI in the governmental policy 
development process? 
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5.2 Evaluation Session Setup 
The evaluation sessions were conducted in person with 
individual participants, in a meeting room at the  
governmental organisation. During the session, the 
participants were �irst asked some questions to gauge 
their familiarity with (responsible) AI and their 
understanding of how it could potentially be of value to 
their work. The participants were provided with the 
prototype on a laptop. To make all participants engage 
with the prototype from the perspective of an end user, 
participants were given a brief case description of a 
policy of�icer, a task a hypothetical user of the design 
would try to perform using the tool. Together with the 
instruction, they should vocalise their thought process. 
Other than that, the participants were given the freedom 
to explore and comment on the prototype in whatever 
way they preferred. The second half of the session 
consisted of a semi-structured interview about their 
experience with the prototype, the �it of the prototype 
with the governmental organisation, and its user groups. 

 

5.3 Main data collected 
Perceived strengths and recommendations 

Throughout the evaluation session, the participants were encouraged to express features they 
appreciated, as well as things they did not like and ideas and recommendations for the 
improvement of the design. A few comments were made on the strengths of the prototype 
design. A large number of comments were elicited relating to improvements to the prototype, to 
make it more effective and �itting with the needs and wants of users. Including comments about 
changes the participants would like to see in the prototype, indicated by wanting elements to be 
removed or changed or by expressing ideas for the inclusion of things or changes to the form of 
the design.  

 

Effectiveness 

In the semi-structured interview, participants were asked what effect they would expect the tool 
to have on themselves and various other user groups, based on experiences in their current and 
previous roles within ministries.  

To gain insight into the prototype's ability to induce AI curiosity, signs of curiosity, like seeking 
additional information by asking questions about the subjects discussed in the prototype, were 
observed during the sessions.  

 

5.3 Participants 
The evaluation sessions were conducted with 9 participants from thegovernmental organisation. 
Participants were recruited through an invitation after the presentation at the organisation and 

Figure 30. Evaluation session structure 
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through personal requests via contacts. Participants additionally included people involved in the 
support of the project.  

Most of the participants were active in the section in which the project was done in 
collaboration, and were therefore not actively involved in the development of policy. The 
background of participants in prior roles was diverse and included many policy-development 
positions. Participants of a committee on the Policy Compass from other ministries were also 
invited, but this did not result in participation. 

 

5.4 Analysis Methods 
Coding of the transcripts 
The recordings of the evaluation sessions are transcribed4. Before thematic analysis is used to 
interpret the evaluation sessions. In the �irst round of coding, descriptive codes were applied to 
utterances that seemed potentially relevant to evaluating the design goals, answering both the 
design question, the evaluation of the existing prototype, and what can be learned more broadly 
by the scienti�ic and professional �ield. These descriptive codes are grouped by the type of 
information they include and what question or evaluation topic they are related to. Within these 
groupings, code categories were developed based on closely related codes. For the 
recommendations, these code groups were developed further into themes that more succinctly 
capture the trends in the underlying codes. 

 

  

 
4 Using Wispher, run the model locally, with responsible AI practices  and data safety in mind. 
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6. Results 
This chapter describes the results from the evaluation sessions of the proposed design prototype 
described in previous chapters. Firstly, an overview of the changes participants would like to see 
in the design [form and function]. This gives more granular insight into the diverging needs and 
wants of the participants and users. The results are presented on how well the prototype 
achieves its design goals of inducing AI curiosity and guiding users to consider the responsible 
use of AI in policy development, and whether this aligns with the needs and desires of 
participants.  

 

 

6.1 Perceived Strengths and Recommendations 
6.1.1 Perceived strengths 
Most participants expressed things they appreciated about the prototype, while some did not 
have anything they liked about the prototype, even when asked directly. Something appreciated 
by a few participants is the prototype support questions, helping users actively think and re�lect. 
One participant expressed that she valued that the prototype linked responsible AI use to 
improved policy quality, as policy quality is a shared value among policy developers.  

 

6.1.2 Recommendation Themes 
The identi�ied improvement themes are accessible, inspiring, and meticulous. Recommending  
how the design should evolve: 

- Accessible: having a low barrier to entry and high ease of use; 
- Inspiring:  being appealing to the user and motivating the user to take action;  
- Meticulous: being comprehensive and precise, and requiring the user to be thorough.  

These themes are related to categories and code groups. see the code tree of the evaluation 
session results in Figure 35. Exemplary comments and descriptions of the codes can be found in 
Appendix 3. In the following sub-sections, the themes and the categories they are built on will be 
explored further. 

 

6.2.2.1 Accessible 
The theme accessible builds on a group of recommendations for making the tool and responsible 
AI practices by means of the tool, easy to approach, understand, and use. This theme is 
connected to the categories supporting and actionable. 

Supporting | includes recommendations relating to support by the tool itself or experts (via the 
tool). Taking the user by the hand and providing tangible aid and assistance to users. Helping 
them get through all the steps of the process. To reduce barriers in the exploration and 
implementation of responsible AI (practices), and utilise and propagate the available expertise in 
the organisation. 
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Actionable | Allowing or enabling the user to take action in exploring or implementing 
responsible AI (practices). For instance, by including concrete steps users should take and less 
theoretical information that is easy to adapt to the needs of users. Or avoiding users having to 
read information that is not relevant to their individual situation. And avoiding users having to 
do further research themselves. 

 

6.2.2.2 Inspiring 
The theme inspiring bundles recommendations relating to functions and qualities that make the 
tool uplifting, energising activating. This theme is connected to the categories appealing, 
motivating and actionable. 

Appealing | includes recommendations related to making the form of the tool appealing as well 
as making its content appeal to users' own interests and positive emotions. (also linked to 
accessibility). The form of the tool should be attractive to the user, and the content should appeal 
to their needs and situation, for instance, through relatable examples and success stories. 

Motivating | includes recommendations related to making the tool drive people to take action, for 
instance, by making the opportunities and bene�its more prominent. Giving users positive energy 
in relation to the topic of responsible AI and its implementation in their practice. Through 
examples and clari�ication of what is in it for them. Appealing to the user's experiences through 
relatable examples, appealing to the user's values and interests, and appealing to look at and use. 

Actionable | see under accessible. 

 

Figure 31. Code tree of the evaluation session results 
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6.2.2.3 Meticulous  
This theme brings together recommendations about the inclusion Recommendations to expect of 
users that they need to understand and do more themselves, or to include more detailed 
information on a broader range of related subjects. As well as critical feedback on the 
terminology used in the prototype, and caution for the importance of using the right language 
and framing. 

Thorough | brings together recommendations that call for a broader inclusion-related content 
and comprehensive explanations, as well as explaining to the user what is and what isn’t 
included and why. Favouring completeness over conciseness. 

Precise | captures codes relating to the scope (what should be included, and precise 
communication about what is included in the scope of the text) and terminology (what terms 
should be used, both regarding accuracy and the tone of the text).  

 

 

6.2 Effectiveness 
6.2.1 Effect Expectation 
The expectations are grouped into �ive categories, ranging from avoiding AI altogether, being 
tempered, neutral, and curious, to being motivated to adopt AI. The majority of participants 
expect that users of the design, as presented in the prototype, would take away a cautious 
attitude towards AI for policy, due to due to the prominent attention to the risks involved in the 
use of AI in the prototype. Some participants expressed that the prototype would make them, or 
policy of�icers, wary about the risks. Making them only interested in using AI when all risks are 
removed by experts and leadership. On the other side of the spectrum, some participants 
expressed that they, or policy of�icers, could get motivated and be open to taking some calculated 
risks in trying to use AI responsibly, even if not fully within the of�icial guidelines. Regarding the 
effect the tool would have on the attitudes of managers noted that the perceived focus on risk 
could make them hesitant, but that the inclusion of the design in the Policy Compass could spark 
curiosity, leading to encouragement of exploration by junior team members, with the effect of 
the design expected to depend greatly on their personality and familiarity with technology. 

 

6.2.2 Inducing Curiosity 
Four of the participants spontaneously offered new to them ways AI could be used in their 
practice during their interaction with the prototype. Notably, these ideas were about their own 
practice, and not related to the task in the hypothetical scenario. 

In these participants, the prototype is effective at inciting curiosity toward AI for policy. Mainly 
through the motivating effect of including application examples and bene�its. Another sign of 
emerging curiosity was participants seeking further information on the topic. Most participants 
asked questions about responsible AI for policy, beyond clari�ication of the contents of the 
prototype.  
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7. Discussion 
This chapter discusses what has been learned from the design and the evaluation of the 
prototype design, and how this contributes to the understanding of designs for guidance on AI 
for policy. 

 

7.1 Discussion of Results  
7.1.1 Discussion of prototype evaluation results  
What Makes a Responsible AI tool Work  
The key �indings from the evaluation session are the recommendations themes that express how 
the participants would like to see the design evolve: 

Accessibility related a low barrier to entry. Participants wanted support, either through the tool 
or from experts via the tool, and suggested making sure users didn’t have to �igure things out on 
their own or do further research elsewhere. 

Inspiring is about making the tool feel energising. That included making the form more appealing 
and using examples that feel relevant to the user’s own situation. Participants wanted the 
bene�its of responsible AI to be more visible and framed in a way that motivates action. 

Meticulous points to something else. It includes recommendations that ask for more detail, more 
explanation, and more precision, in both content and terminology. Participants wanted to know 
what’s in and what’s out, and why. Some comments were about being cautious with language and 
framing, especially in a policy context where tone matters. 

The overlap and duality of the themes and categories and even code groups highlight that there 
are broad tendencies that could feed into meta-narratives on responsible AI for policy and how 
this can be facilitate trough a design for guidance.  Conversely, the themes accessible and 
inspiring clash with the theme meticulous, highlight tensions. These tensions are more explicit at 
the level of categories where, for example, thoroughness and accessibility are directly at odds 
with each other. 

 
Effectiveness of the prototype: Curiosity and Cautiousness 
The results of the prototype evaluation show that the prototype can spark curiosity in some 
users. Four participants spontaneously offered new ways to them ways AI could be used in their 
practice, not tied to the task they were given. Showing participants curiously applying insights 
from the prototype to their own work. In these participants, the prototype appears to motivate a 
form of constructive curiosity, supported by the inclusion of a few relatable AI use cases and 
their potential bene�its. This is supported further by the fact that most participants asked 
questions about responsible AI for policy, inquiring beyond the clari�ication of things in the 
prototype. However, the majority of expectations were that users would take away a cautious 
attitude. Some participants noted that the design could make them or other policy of�icers more 
hesitant about AI because the risks are presented clearly, and the responsibility for 
implementation is not yet settled. 

In that sense, the design does draw attention to responsible use, but in a way that might 
reinforce a “wait and see” attitude, at least in more risk-averse functions or teams. Others said it 
could have the opposite effect, making them or other policy of�icers more open to taking 
calculated risks or trying things out, even if not fully within the of�icial rules.  
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Feedback on the Design Vision 
In addition to the differences in use and effect, participants re�lected on the posture of the 
design, the message it appears to carry. 
Attempting to answer RQ 1: What does responsible use of AI entail in policy preparation? The 
prototype is based on a particular vision of responsible AI, one that aims to weigh risks and 
opportunities and support responsible implementation without prescribing a single path. But 
the results suggest not everyone reads it that way. 

These results are solely based on comments made about the goal that the design should be 
trying to achieve. Some recommendations push the design towards a different vision or are 
indirect critiques of the stance taken in the design. Several participants made comments on the 
posture the tool should take on the spectrum from a progressive stance focused on pushing AI 
implementation to utilise its bene�its, and a conservative stance that focuses on warning of the 
risks and stringent reinforcement of rules and guidelines. These result in �ive categories: 
motivate, catalyse, balance, individual responsibility, and caution. The balanced category 
includes the greatest number of codes. Some participants made separate comments belonging to 
both conservative and progressive categories, leaning towards preferring a more balanced 
stance. This suggests that while the prototype intends to occupy a balanced position, that 
balance might need to be made more explicit or legible to users. 

 

Balancing Encouragement and Restraint 
The conservative effect that participants of the evaluation session expect the design to have is in 
line with the more balanced approach that is based on curiosity and personal responsibility. To 
those who do not become curious enough to be willing to explore and weigh the risks against the 
bene�its, the tool should be discouraging. Opposite, the design should make as many people 
curious enough to invest their effort to explore, and potentially responsibly implement AI. This 
balancing act between thoroughness and the other two themes is also evident in the 
recommendations. 
This effect expectation is in line with the general goal as expressed by the organisation  and is 
consistent with the intended role of the Policy Compass. However, the experience of a restricting 
or tempering effect could hamper the development of AI curiosity. It is therefore important to 
strike a balance between enough security and rule enforcement and a playful lightness in the 
experience of using the tool. 

 

 

7.1.2 Re�lection on Design Principles 
The design vision and design of the prototype are based on a number of principles developed 
through iterative brainstorming and grounded in the literature and �ieldwork. Answering RQ 2: 
How should a tool for policy preparation professionals be designed to effectively incorporate 
advice?, These principles formulate what the design should do and propose a strategy for how to 
do so. The results of the evaluation show how these principles played out in practice and where 
tensions emerged. 
 
AI curiosity 
A mechanism the design intends to utilise is the mental pathway of curiosity catalysing learning, 
and moving from passive understanding to acting. The prototype appears effective at inciting 
curiosity toward AI for policy. Four participants spontaneously offered new to them ways AI 
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could be used in their practice. Notably, these ideas were about their own practice, and not 
related to the task in the hypothetical scenario. Most participants asked questions about 
responsible AI for policy, beyond clari�ication of the contents of the prototype. Engagement with 
AI, resulting from AI curiosity, can be a way to ensure critical thinking about AI use, distribute 
responsibility, and create resilience. 

Trust and responsibility 
A balance is needed that ensures (enough) risk encapsulation while not crushing the inherently 
curious spirit of policy of�icers. The results suggest that the design leans towards caution. Some 
participants expressed that the prototype would make them, or policy of�icers, wary about the 
risks, making them only interested in using AI when all risks are removed by experts and 
leadership. On the other side of the spectrum, some participants expressed that they, or policy 
of�icers, could get motivated and be open to taking some calculated risks in trying to use AI 
responsibly, even if not fully within the of�icial guidelines. 

There are clear links between different ideas about the goal the design should be pursuing and 
the recommendations. A more conservative, cautious approach to responsibility sharing and 
reinforcement of rules and guidelines necessitates more effort and restraint on the end of the 
policy developers and limits the bene�its it might have to them. Contrary to that, the more 
progressive approach that limits responsibility sharing and provides policy developers with 
more bene�its without a lot of effort is favoured by more of these very end-users of the design. 
This is consistent with earlier �indings about Policy Compass, where users feel that it is designed 
from a perspective that is not theirs. 

 
Anchor function 
There is an explosion of different organisations creating recommendations, guidelines and tools. 
This disjointed nature of the efforts, resources, and expertise relevant to the responsible 
implementation of AI in the policy process leads to stacking uncertainty and complexity. 
Participants made recommendations connected to support and terminology, pointing to a need 
for redirection to existing resources and clari�ication of what is and isn’t included. The design 
can take on an anchor function [kapstok function], redirecting users to the information, tools, 
and expertise they require. The Policy Compass is a natural place for this, as it is central to the 
policy development process. 
 

 

7.2 Relation to literature and academic context 
A key gap in the literature is the need to move from theoretical and speculative perspectives to 
more situated and practical exploration (Zuiderwijk et al., 2021). This project aims to do just that 
by testing how a design intervention could support responsible AI in the early stages of policy 
development. The focus on implementation capabilities, particularly human and organisational 
AI capacity, complements the existing emphasis on technical capabilities already being 
developed in the  governmental organisation. This responds directly to the strategic alignment 
gap �lagged by van Noordt and Tangi (2023). A key contribution is the idea of AI curiosity as a 
precursor to AI capability. The prototype does not aim to teach everything at once, but to 
prompt questions, dialogue, and individual motivation, as a basis for distributed capacity-
building. This connects to earlier work on strategic alignment (van Noordt & Tangi, 2023), but 
shifts the focus to soft capabilities, including user engagement and re�lective decision-making. 
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While the literature notes that AI for policy is still relatively underexplored (Van Noordt & 
Misuraca, 2022), the results here suggest that low-threshold tools like the prototype can play a 
catalytic role. Especially generative AI, with its accessibility, can act as a gateway to broader 
forms of engagement. Its presence in the prototype aligns with the observation that generative 
models often serve as the �irst point of contact for policy of�icers, even if they are not the most 
impactful technologies long-term. The prototype aims to use this initial engagement to spark 
curiosity and scaffold further capacity development. 

The design draws on institutional theory, not just in how it re�lects formal procedures and policy, 
but in how it attempts to reshape informal cultural practices. Following Koppenjan and 
Groenewegen (2005), the prototype can be seen as a modest intervention in the larger 
institutional landscape, one that encourages renegotiation of norms, language, and 
responsibilities around AI use in policy-making. 

The feedback on the stance of the design relates to themes from the literature on democratic 
governance and responsible AI. The design balances between motivating action and tempering 
uncritical enthusiasm, a tension re�lected in literature on democratic risk, depoliticisation, and 
technocratic drift (König & Wenzelburger, 2020; Newman et al., 2021). While some participants 
wanted a stronger push toward innovation, others preferred caution and clearer guardrails. This 
re�lects the value tensions described by Madan and Ashok (2023), particularly between 
automation and augmentation, and between transparency and performance. 

Finally, the project reinforces the importance of embedding contestation and agonistic 
mechanisms in responsible AI design (Alfrink et al., 2023; Lowndes & Paxton, 2018). 
Participants' appreciation of support questions and their varied interpretations of the tool’s 
message illustrate the value of leaving space for pluralism and critical engagement. The aim is 
not to arrive at one stable de�inition of responsible AI, but to support a situated, evolving 
understanding that �its the democratic ethos and institutional dynamics of Dutch policy-making. 

 

 

 

7.3 Future work 
Future research 
More research is needed to understand and empirically validate ways in which the use of AI 
systems in policy development can be made responsible, without overburdening policy 
professionals with responsibilities they are unable to ful�il, through lacking the conditions for 
moral responsibility in line with Sattlegger et al., (2022), and in the practical sense, based on the 
experience of practitioners.  

 

8. Concluding remarks 
Navigating the value tension in the use of AI for policy preparation requires the tension to be 
surfaced  
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The frame creation method (Dorst, 2015) is the main methodological grounding, in conjunction with a value sensitive design (Friedman et al., 2002) approach. Additionally, the design problem poses philosophical, political, and experiential questions. Questions that have no definitive answers. To answer these questions, visions need to be developed. To this end, the vision in product design method (ViP) (Hekkert & Dijk, 2011) is invoked together with a roadmapping approach (Kim et al., 2022; Simonse, 2017).
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