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Abstract

In this thesis, research is done on the influence and benefits of an iterative interaction be-
tween a scheduler and its subsystems for an updated scheduler which minimizes to a certain
cost. This is done by providing a case study of a beer brewery. The scheduler is obtained by
using a switching max-plus linear approach. The subsystems will be simulated, estimated and
predicted using the system dynamics of the beer brewing case study. The processes discussed
in the beer brewing process are mashing, brewing and fermentation. The simulation is done
by filling in the system dynamics with addition of noise. The estimation is done by using
an extended Kalman filter, and the predictions are done by filling in the system dynamics
with the estimated states and no addition of noise. The updating of the scheduler is done
by receiving the estimations and predictions of the subsystems and thereafter using model
predictive control on the switching max-plus scheduler, also called model predictive schedul-
ing. The results for the case study are shown as a substantiation of the conclusions drawn.
Ultimately, discussions and further research are given for the reliability of the conclusions and
extensions on the above summarized research.
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Chapter 1

Introduction

Modern day world often offers problems which can be modelled, analyzed and controlled as
discrete event systems, referred to as DES’s. In a significant amount of these DES’s, con-
ventional algebra can only formulate the problem as a non-linear one. A slight subclass of
these non-linear systems can be reframed, under the condition that synchronization but no
concurrency occurs, with the result of becoming linear in the max-plus algebra [1][8]. In ex-
isting literature a broad amount of applications can be found [9], such as max-plus models of
ribosome dynamics during mRNA translation [2], max-plus modelling of manufacturing flow
lines [12] and model predictive scheduling for container terminals [13].

Such max-plus linear systems are useful, since the analysis can be done by using techniques
and properties quite familiar in conventional linear algebra. For instance the eigenvalues,
eigenvectors, Cramer’s Rule and spectral radius [1][8].

A relatively new subclass of these max-plus linear systems, are the switching max-plus lin-
ear systems[16]. This technique gives the opportunity to change between certain modes in
a system, where for each mode a different state-space exists. This results in being able to
change the structure of the system, and therefore adjust the synchronization or order of the
system as will be elaborated later on in this report. Note that for this particular reason
switching max-plus linear systems are a useful extension of max-plus linear systems. A quite
remarkable coincidence is that in some cases, with the right conditions, similarities exist of
these switching max-plus linear systems with well known hybrid systems [17]. Examples of
applications of switching max-plus linear systems are changing recipes in production systems
[14] and gait switching in legged locomotion [10].

(Switching) max-plus linear systems are extensively used for the purpose of scheduling. Nor-
mally, scheduling consists of making timetables for specific jobs or processes. These jobs or
processes need to fulfill certain begin- and endtimes. For instance, in case of a railway net-
work, the trains need to fulfill certain departure- and endtimes of the timetable it is made
for. Most commonly, these schedulers are designed in a hierarchical way. This is illustrated
in figure 1-1, where a scheduler sends certain information about the begin- and endtimes in
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2 Introduction

a hierarchical way from top to bottom.

Scheduler

Figure 1-1: Hierarchical scheduler.

However, switching max-plus linear systems can adjust the timetable by assigning new routes,
new orders, or adjust synchronizations for and between different trains. Continuously opti-
mizing such scheduling problems with a high amount of for instance trains and different
possibilities for the trains to come from place A to place B, can be computationally very hard
though. For this purpose, iterative interaction within a certain time-step is proposed in [15].
In the referred study, the iterative interaction between the schedule- and subsystemlevel is
described via the use of an interface. This interface receives information from both levels as
is illustrated in figure 1-2. The question if this interface works, can already be agreed upon.
Though, the exact processes and problems which are encountered within this interface, are
worthy to look at.

Scheduler

[ Interface ]

Figure 1-2: Iterative scheduler with adaptive behaviour.
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The main scope of this thesis will therefore lie in the working of this iterative process. The
interface is just an illustrative way to explain the problem, but essentially it can be translated
to the research in the iterative manner the scheduler and subsystems communicate. Since a
switching max-plus linear approach is used to model the scheduler, the top-level will work
in the event-domain. The subsystem level however, will work in the (discrete)-time domain.
The main problem will lie in the iterative communication between this event-domain top-level
of the scheduler and the (discrete) time-domain bottom-level of the subsystems. This will be
practically substantiated by the modelling of a case study. For the case study a beer brewery
is proposed, where several processes are obtained as subsystems and the scheduler decides
whether which subsystem should start. Underneath the main problem, several subproblems
can be outlined as well.

The scheduler essentially consists of a switching max-plus framework, where different modes
are assigned to different routes through the resources in which the processes take place in the
case study. The modelling of these routes, as well as the choice for certain nominal process
times in the switching max-plus matrices, must be thought of. Finally, these solution must
be translated to initial begin- and endtimes for the subsystems.

When subsequently arriving at the subsystem-level which received these starting- and end-
times, the subsystem need to start. Though, since real systems are not obtained, simulations
need to be made with deviations in the nominal times for the scheduler to adapt to certain
deviations. These deviations must not be too random, neither to close to the nominal process
time. Considerations need to be made with respect to the process time.

Furthermore, when realizations are made for the simulations of the subsystem, an observer
need to estimate the states of the subsystems. An approach is proposed which serves as an
observer for the simulated subsystems. Afterwards, these estimated states, are used to put in
a prediction model for the subsystems, which can be send thereafter to the scheduler again
for the predicted process times.

Ultimately arriving again at the scheduler level, the predicted and updated process times
are used to come up with an updated schedule, and so on. Actually, the subsystems can be
looked upon as a big observer for the system matrices of the scheduler for the process times
of the subsystems. The update of the scheduler is an important topic. This update can be
considered using an event-based approach, or a time-based approach, as will be elaborated in
this report.

To conclude, the outline of this report is given. First in chapter 2, the top-level of the
schedule is discussed by giving background information with respect to the event-domain.
Scheduling using a switching max-plus approach is considered as well. Afterwards, in chap-
ter 3, the bottom-level is discussed by giving background infromation with respect to the
time-domain. General approaches for the simulations, estimations and predictions of the
subsystems are given. In chapter 4, the case-study is outlined to practically illustrate the
working of the iterative process between the scheduler and the subsystems. In this chapter,
mainly the methods and tools from chapter 2 and 3 are applied to the model of the case study.
Thereafter in chapter 5, the results of these applied methods are given. Finally in chapter
6, conclusions and discussions are given, to summarize this thesis report, and give extensions
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for further research.
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Chapter 2

Background knowledge - Event
domain for the scheduler

In systems which behave like discrete event systems, the system does not behave according to
a certain time index ¢, but rather to an event- cycle- or batchcounter, denoted by the variable
k. To remain consistent, in the whole report, & denotes the event-, cycle- or batchcounter,
where for the discrete time-counter, the variable x is chosen. First the background is given
for the max-plus algebra, whereafter model predictive control for max-plus linear systems
is obtianed for the update of the scheduler. Finally, the scheduler itself is outlined with a
switching max-plus approach.

2-1 Max-plus algebra

2-1-1 Max-plus algebra

In this thesis, the scheduling process will be done by using max-plus algebra. Basically
max-plus algebra consists of the operations maximization and addition, which replace the
conventional operations addition and multiplication. Many of the scheduling problems can
then be recasted linearly in the max-plus format. The following operations can be done in
max-plus algebra [7].
a ® b = max(a,b)
(2-1)
a®c=a+c
For a,b,c € R. = R U —o0, also called the max-plus semi-ring. Note that the inverse of the
@-operator does not exist, namely when having the outcome b when having the maximization
of max(a, b), one can never find a. The only thing known is that a < b. The above equations
can be extended to matrix algebra as:
(A B)ij =a;; Dby = max(aij, bij)
(22
(A® C)ij = B—y ik ® crj = maxp—12,. n(ai + byj)
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6 Background knowledge - Event domain for the scheduler

Furthermore the zero- and one-operator are replaced by respectively ¢ = —oo and e = 0. This
makes sense as will be shown in the following example compared with conventional algebra:

a+0=a
a® e =max(a,—00) =a
(2-3)
a-0=0
a®e=a+-—-00=—00=¢
And for the one-operator the same procedure:
axe=a (2-4)

a®Re=a+0=a

And so on. The matrices belonging to respectively the zero- and identity-matrices, can also be
obtained. For the zero-matrix it holds &;; = € everywhere and for the identity-matrix it holds
(Ep)ij =€ and (Ey)s = 0 for Vi, j. Finally the powers of a matrix are considered. In max-plus
algebra the powers can be represented by the multiplication operator in conventional algebra:

A = 404"V A A0 A% =k A (2-5)

Where A®" = FE,. Following up on the max-plus powers of a matrix, an important operator
is introduced. The Kleene-star product namely, is useful in solving max-plus linear equation.
The Kleene-star product is given by:

A =E, 0 A% gAY 9 A® & ... (2-6)

Ultimately, for the use of optimization in switching max-plus linear systems, max-plus binary
variables are introduced with their adjoint as:

u= {5 (2-7)

0
and
o 0 when u = ¢ (2-8)
€ when ©u =0
In conventional algebra, the max-plus binary variables can be translated as:
ve = (1 —w) (2-9)

Where v is a normal binary variable, such that if v =0, v. = ¢ and if v = 1, v, turns out to
be 0. Later on, we will see this is important to model the max-plus algebra into conventional
solvers.

2-1-2 Max-plus linear systems

Max-plus algebra is mainly used in the sense of recasting non-linear problems when using
conventional algebra into linear problems in max-plus algebra. Many techniques from linear

A.J.M. van Heusden Master of Science Thesis



2-2 Model predictive control 7

algebra can be translated to the max-plus algebra. As well state-space descriptions can be
translated into max-plus algebra. This will result in:

z(k+1)=A®xz(k)® B®u(k)
(2-10)
y(k) = C @ x(k)

In this framework, the variable k£ does not represent time-instances, but is represented as the
batch- job- or cyclecounter. For instance, in a railway network it could represent the k-th
train, or in an industrial plant, it could represent the k-th batch which need to be processes
in the plant. In most of the linear systems in max-plus algebra, the states x(k) represent
time-instances. The A- and B-matrix normally represent processing times or travelling times.
The input u(k) represents the time-instant batch/product k& comes in. This input can be
controllable but does necessarily has to be, it could for instance also be considered as luggages
coming at random time-instances into a bagage handling system. The output of the system
y(k) can be considered as the time-instant the batch k comes out of a system. In the rest of
the report, to avoid misunderstandings with the states of the subsystems, the max-plus state
x(k) is replaced by z(k) such that:

2(k+1)=A® z2(k)® B®u(k)
(2-11)
y(k) = C @ 2(k)

2-1-3 Switching max-plus linear systems

The extended class of max-plus linear systems, is the switching max-plus linear systems. In
this case the matrices can change by assigning them to a certain mode. In every mode, a
different A or B matrix exists. Furthermore the changing of the modes can be done by a
switching rule. The state-space description will look like:

2(k+1) = A"%) @ 2(k) @ BY® @ u(k)

(2-12)
y(k) = C'® @ 2(k)
Where the switching rule can be described for the mode ¢(k) as:

It could be dependant on the previous state, the previous mode, the input u(k) and/or a
control variable v(k) which later on will be elaborated.

2-2 Model predictive control

The method for Model Predictive Control(MPC) is described in [6]. Essentially, it is a control
technique in which a cost function is minimized over a certain horizon for a system with a
specific state-space description. A big advantage of MPC, is the easy addition of several
constraints to the control problem. MPC is widely described in common literature, since the
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8 Background knowledge - Event domain for the scheduler

use can be extended to various types of different systems. The most simple system it can be
used for are linear systems:
z(k+1) = Az(k) + Bu(k)
(2-14)
y(k) = Cz(k)
A certain cost function is added, which can be minimized over certain tunable control vari-
ables. Usually the control variable is described as u(k). Normally, the cost function is divided
for a part which minimizes some cost w.r.t. the output of the system, and some cost which
minimizes w.r.t. the input. This can be described as:

J(k) = Jout(k) + Ain(k) (2-15)

Where A is a scaling factor in which way the attention need to be lied upon respectively
the input or output cost functions. A common output function is one with minimizing the
difference between a certain reference signal which can be seen as a due date or departure
time, where the input usually is minimized on its negative counterpart, which means the
system need to operate with the input as late as possible. In equations this boils down to:

Np—1

Z\ (k+4lk) —r(k+ ) =X D u(k+ j) (2-16)
7j=1

The terms for y(k + j|k) can be found by recursively fill in the state-space description:
y(k+1|k) = Cz(k + 1|k) = CAz(k|k) + CBu(k)

(2-17)
y(k + 2|k) = Cz(k + 2|k) = CA2z(k|k) + CBu(k + 1) + CABu(k)
Such that estimates can be put in vector form as:
y(k + 1]k) u(k) [ C
y(k + 2|k) u(k+1) CA
y(k) = : =H : + : z(k) (2-18)
y(k + Nplk) u(k+ Np—1) |C ANy
With H as: _
CB 0 ... 0
CAB CB ... 0
H= . : . : (2-19)
C’A]‘VP*1 C’AJ'VP*2 . C'B

Now the cost function can be minimized with respect to the tunable control variables u(k), ..., u(k+
N, —1). Addition of constraint can be done by assigning the linear constraint matrices:

Fu(k) + Gy(k) < h(k) (2-20)

Often the control horizon is introduced. Since optimizing over a prediction horizon can be
computationally hard and not adding a lot to the optimal solution, the control inputs are
considered constant after the control horizon with N, < IV, such that:

u(k +j) = u(k + N, —1) for j =N, .., N, —1 (2-21)

A.J.M. van Heusden Master of Science Thesis



2-3 Scheduling with max-plus algebra 9

Ultimately, minimizing the cost function gives a certain control input as optimal input for the
problem. Filling in this control input and repeating all the steps at the next time-instances
k+ 1 up till £+ N, is basically what model predictive control does.

The above format can easily be extended to max-plus algebra. The state-space can be con-

sidered as:
z2(k+1) =A® z(k)® B®u(k)

(2-22)
y(k) = C @ z(k)
Repeating the same steps as above, only now with the max-plus operators gives:
y(k+1]k) u(k) C
. y(k + 2|k) u(k +1) C®A
y(k) = : =H : + : z(k) (2-23)
y(k + Nplk) u(k+ Np—1) C ® A®N»
With the matrix H as:
C®B 0 . 0
CRAR®B C®B . 0
= . ) . . (2-24)
C @ A®Ne—1 C@ A®Ne=2  C®B

From [18], it can be concluded that this model predictive scheduling format, can be easily
formulated in a Mixed-Integer Linear Problem(MILP) framework. This will be elabrated
in chapter 4 of this report. It essentially comes down to rewriting all the é-operators into
seperate maximization constraints with linear terms in them, such that the overal problem
will have a linear cost function, with linear constraints.

2-3 Scheduling with max-plus algebra

The following section summarizes the process of the scheduler framed into max-plus algebra.
The scheduler is contained in the top level of the overall system and is considered to be in the
event-based domain, denoted by event- cycle- or batchcounter k. How this is done, and which
options there are regarding the scheduling process, is discussed in this section. Three options
are proposed for the scheduling with switching max-plus linear systems. These are routing,
ordering and at last synchronization. The 3 processes will be elaborated in this section
with several examples, where afterwards the whole scheduling problem will be outlined. The
following content is described in [18].

2-3-1 Routing
Routing is the process in which each job in a system needs to follow a specific route through
the system. This can be compared for example with a railway network in which the intercity

from Amsterdam to Eindhoven needs to follow another route than the intercity from Arnhem

Master of Science Thesis A.J.M. van Heusden



10 Background knowledge - Event domain for the scheduler

to Groningen. Consider a system of M jobs, then for each job j € {1,..., M}, the job need
to follow a specific set of operations where the operations p; can be done on the resources
R; ={Rj1,..., ijpj} in processing order. The processing times are described by respectively
Tj(k) = {7j1(k), ..., Tjp, (k)}. Now the state z;(k) = [2,1(k)...zjp,(k)]" can be considered
as the starting times of each of the operations of job j. If we consider the processing times
to be always greater than 0, the following inequalities can be obtained for job j:

Zj’m(k‘) > Zj,l(k?) + 751 (2—25)

With [ < m and 7;; > 0 Vj,l. Converting this to a matrix for whole job j, this results in:

zj1(k) € € € zj1(k)
ng(k‘) Tj, 1(]{7) e e Zj,g(k')
: > € Tj2 € gl : (2-26)
Zj,pj (kﬁ) 13 e 3 Tj,pj—l 3 Zj,pj (k})
zj (k) Apeuti zj ()
Or in a simple equation:
2j(k) = Ay (k) (2-27)

Now eventually, there will be a total of M jobs for which each a matrix can be obtained. The
matrix for the routing of the whole set of jobs will look like:

21 (k) Ayt e £ 21(k)
2o (k) £ A2 g ... & 2 (k)
S = ' ' : ®| (2-28)
£
2 (k) £ . & At Mz (k)
—— ——
z(k) Agout z(k)

Note that these equations are all dependant on the cycle k which is not necessarily the case.
In much practical situations, routes from jobs can also be travelled via previous cycles. In the
case routing is dependant on the previous cycle, the routing matrix equation will become:

2(k) > AT @ 2 (k) @ AT @ 2(k — 1) (2-29)

In a production system this is often not necessary since there is only one job per cycle, as k
represents the product/batch counter. Though, alternate routes for the specific job can be
thought of as well. For instance when making a product in a production system, multiple
machines can be used. Or in a railway network, where for each individual train a routing
matrix is build, trains could have different routes from Arnhem to Groningen or Amsterdam
to Eindhoven. Therefore the routing matrices can be different for different routes. In the
general case there will be L alternative routes, then for each of the routes, we can obtain the
matrices A,; with p € {0,1} and [ € {1,...,n} where n; is the total number of alternative
routes.

A.J.M. van Heusden Master of Science Thesis



2-3 Scheduling with max-plus algebra 11

2-3-2 Ordering

Ordering is the process in scheduling where on the same resource, operations can be ordered
respectively after or before each other. This is different from the routing, where in routing
the route is defined for specific routes on different resources, whereas ordering is the process
in which different operations from different jobs are ordered in a specific sequence. As an
example, this can be seen as 2 trains following the same route from Rotterdam to Dordrecht
for instance, but where the order of the 2 trains is changed via a station in between. This
could happen when a faster train is behind a slower train.

In the ordering process, n operations are considered divided over N resources. When still
considering L alternative routes, parametrizations can be done by assigning max-plus binary
variables w(k) for each of the routes. Let P, € B2*™ with 1 € {1,...,L} be a mtrix with
max-plus binary entries where [FP)]; ; = 0 if operation ¢ and operation j are executed on the
same resource and [P]; ; = ¢ if operation ¢ and j are executed on different resources. Then
the following matrix can be obtained:

L
P(w(k)) = Pw(k)® P, (2-30)
=1

Now for the following part, let H (k) be considered as the seperation matrix, where H; ;(k) # ¢
is the seperation time between operation ¢ and j if they may be scheduled on the same resource
and H; j(k) = ¢ if operation i and j can never be scheduled on the same resource. Ultimately
the matrices I', (k) are introduced with 1 = 0,1. These will be order decision matrices with
max-plus binary variables. [I',(k)]; ; = 0 if operation ¢ in cycle k is scheduled after operation
J in cycle k + p and [I',,(k)]; ; = € if operation 7 in cycle k is scheduled before operation j in
cycle k+p. By defining v, (k) as the vector with the stacked column vectors of matrix I'+ u(k)
such that v, (k) = vec(I',(k)), we can use this to obtain the notation I',(k) = I'(y,(k)). Now
adding up all the ordering matrices, one can come up with the following matrices:

AT (w(k), (k) = P(w(k)) © T(vu(k)) © H(k) (2-31)

Ultimately the operation ordering constraints in the system can be formulated by maximiza-
tion such that:

(k) > AF(w(k), v0(k)) ® 2(k) © AT (w(k), 1 (k) @ z(k — 1) (2-32)

2-3-3 Synchronization

Synchronization is the process in which different jobs need to be synchronized with each other
for some kind of reason whatsoever. For instance, in a railway network, this can be seen as
transfers from one train to the other, where these transfers must allow a certain time for
the passengers to get from one train to the other. The train themselves can be observed as
jobs, but a certain synchronization between those trains must occur for people to transfer.
Whereafter the trains can continue doing their job, i.e. following their specific route. In
mathematical representation this can be seen set as the following rule. First we can define a
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12 Background knowledge - Event domain for the scheduler

number of modes for the synchronization [ =1, ..., Lgy,ch, where for every mode we obtain a
system matrix for p =0, 1:

[ gsvneh (k)]s = 0 if operation ¢ in cycle k is to be scheduled behind operation i in cycle k-p
ol 7 € elsewhere
(2-33)
Now the synchroiuzation constraints with respect to the different operations in the system
can be formulated as:

2(k) = AF" " (s0(k)) © 2(k) & AT (31 (k) @ 2(k — 1) (2-34)
Where for i = 0,1 the following can be given:
Lsynch
AP ou() = €D [sulbl © AL (1 (2:35)
=0
su(k) are max-plus binary variables for scheduling the synchronization. [s,(k)]; = 0 has the
meaning that synchronization [ is made and [s,(k)]; = € has the meaning synchronization I

is cancelled.

2-3-4 Qveral scheduler

The overal scheduler has the decision variables w(k), v,(k) and s, (k) for u(k) = 0,1. Stacking
these into one vectorwill give:

(k)
v(k) = WEZ; € Bl (2-36)

Where Ly, represents the total number of scheduling variables. Now we can formulate all the
above information from the previous paragraphs into one equation:

x(k) > Ag(v(k)) @ x(k) @ A1 (v(k)) @ x(k — 1) (2-37)
Where the matrices A, (v(k)) are made by combination of the following matrices:
Au(v(k)) = AP (w(k)) @ A7 (w(k), 7.(k)) © A" (s,,(k))
(2-38)
= @ wik) @ Ap(k)
Now by introducing inputs and reference signals. Inputs can be often seen as starting times
of jobs, and reference signals as lower bounds of certain operations to start. This can be quite
easily be added to the above equation:
2(k) > B(v(k)) ® u(k)
(2-39)
z(k) = r(k)
Such that the overal equation with inputs and reference signals included can be formulated

' z2(k) > Ao(v(k)) ® 2(k) ® A1 (v(k)) @ z(k — 1) @ B(v(k)) @ u(k) @ r(k) (2-40)
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2-3-5 Optimization of the case study

The optimization in a scheduler lies in the fact a cost function need to be minimized with the
above maximization can be put in the optimization as constraint matrices. The outcome of
the optimization will result in the perfect decision variables w(k) and v, (k) for each cycle k.
In the case study, these binary variables are formulated as v(k) and s(k). Since scheduling
problems can become quite complex with respect to the number of decision variable, the case
study in this thesis is provided with a problem only regarding the routing and ordering in a
specific scheduling problem. Such that the constraint matrices can be reformed into:

z(k) > Ao(w(k)) @ z(k) ® A1 (w(k)) ® z(k — 1) @ B(w(k)) ® u(k)

éﬂc Aord,,u,(w(k)a ’)/M(k;)) ® Z(k‘ N ,u) (2—41)

H=Hmin

In the dynamical scheduler, the above equation will be a function of inputs given by the
estimated arrival times of the subsystems. This will be practically explained in the case
study paragraphs.
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Chapter 3

Background knowledge - Time domain
for the subsystems

In this chapter, the main tools and background knowledge is discussed for the understanding
and modelling of the subsystems. The subsystems are modelled in the time-domain. To avoid
misunderstanding, the state will be modelled as x(x) where the state for the event-based
domain is modelled as z(k). As is already mentioned, k stands as the discrete time-counter,
where k stands for the event-counter. First the Euler-method is given, such that not too
complex non-linear continuous time systems can be discretized. Afterwards the Extended
Kalman Filter(EKF) is given as the observer for the subsystem such that the states can be
estimated accordingly. Finally the simulations, estimations and predictions for the subsystems
are discussed with some illustrative figures. The elaboration in the next chapter for the case
study will stick more or less to the same manner namely.

3-1 Euler Method

Essentially the Euler method is the easiest way to come up with a numerical solution to a
differential problem. This method basically consists of the first order Taylor expansion of a
function. First a simple differential equation is considered:

dzéigt) = f(t,y(t)) (3-1)

y(0) =0
The Taylor expansion is given by:

1 1 1
y(t +h) = y(t) + hy/(t) + 5h2y”(t) + gh?’y’”(t) 4o+ mh”y”(t) (3-2)

Where the higher order terms will be less and less involved if the time-step h is taking smaller
to 0. For the Euler method. Only the first 2 terms are used:

y(t+h) =y(t) + hy'(t) (3-3)
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16 Background knowledge - Time domain for the subsystems

Now this can be reframed by using equation 3-1:

y(t+h) =y(t) +hf(ty(t)) (3-4)

Now by setting up the algorithm for finding each next value for y; the numerical solution can
be obtained starting with the initial value yg untill the end time of the time interval in which
one wants to find the numerical solution.

y(k + 1) = y(k) + hf(k,y(k))
y(0) = yo (3-5)

t(k+1) =t(k) + h

3-2 Extended Kalman Filtering

The method for extended Kalman filtering is taken from [4]. Considering a non-linear system
in the form of:
z(k+1) = f(k,z(k)) + H(k, z(k))w(k)
(3-6)
v(k) = g(k, zx) + (k)

Where f(k) and g(k) are vector-valued functions with ranges R"™ and RY, with values 1 < g <
n and H(k,z(k)) a matrix-valued function with range in R™ x RY, such that for each x the
first order partial derivatives of f(k,x,) and g(k,x,) with respect to all the components of
x(k) are continuous. For the noise sequences of w(k) and n(k), we consider zero-mean white
noise processes such that:

E(w(k)w(l)T) = Q(r)d(x,1), E@m(r)n(1)T) = R(x)d(k,1)

E(w(s)n()T) =0, E(w(r)z(0)7) =0, (3-7)

For all k and [. The terms w(x) ~ (0,Q(x)) and n(x) ~ (0, R(k)) stand for the white noise
signals w(k) and 7n(k) having a mean of 0, and covariance matrix of respectively Q(x) and
R(k). By initializing for the estimates, the following is given:

2(0) = E(2(0)), £(1]0) = f(0,2(0)) (3-8)

Now the following algorithm can be obtained for estimating all the states using the measure-
ments v(k) and information about the system dynamics as described above. First initialization
is done by:

P(0]0) = Var(z(0)), z(0) = E(z(0)) (3-9)

Now by increasing the step « all the way to the maximum & in which measurements are ob-
tained, the following algorithm can be obtained to give a minimum-variance unbiased estimate
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of the state up till .

Pk — 1) = [GHE=g (@ (k — 1)]P(s — 1|r = D[GEE=F (3(s — 1)

+H(k—1,2(k —1)Q(k — )H(k — 1,2(k — 1))T

Z(klk—1)=f(k—1,2(k — 1))

Gr) = Pl — 1)[22 (&l — 1))]7 [ 228 (3| — 1)) Pl — 1)[Z28 (3wl — )] + R(w)]

N

P(k|r) = |T = G(r)[F55 (@ (klx — 1)]| P(sls — 1)

I(klr) = 2(klk — 1) + G(k)(v(k) — g(k, Z(k]x — 1)))
(3-10)
The whole derivations of the extended Kalman filter can be found in the prescribed citation
[4].

3-3 Modelling of the subsystems

In the following sections, the main idea behind the simulations, estimations of the simulations,
and the subsequent predictions is given. This is more to illustrate, whereafter in chapter 4,
the state-spaces of the obtained processes are elaborated.

3-3-1 Data gathering and estimations

First of all, in this thesis, no real life systems are obtained and therefore no real life data can
be measured. This means certain realizations need to be made regarding the processes of the
subsystems. In general a subsystem can be described by a non-linear state-space description
as:

(3-11)
Where the dynamics are assumed to be time-invariant, and the output is assumed to have no
feedthrough term. The noise is considered to be additive. Further research could also focus

on integrated noise, but this will not be discussed in this thesis. Furthermore, the noise is
assumed to be zero-mean white noise. The state-space description with additive noise will

look like:
&(t) = f(x(t),u(t)) + w(t)

y(r) = h(z(k)) +v(k)

(3-12)
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18 Background knowledge - Time domain for the subsystems

With mean and covariances as w(t) ~ (0,Q) and v(k) ~ (0, R). The output measurements
y(k) are considered to be discrete, since taking measurements from real systems are in general
discrete. The simulation in computer programmes, can not be done by continuous state-space
models. Therefore a discretization is made, with a small enough step size, such that the orig-
inal continuous model behaves the same as the discrete one. Note that the choice for which
method to use for the discretization of the continuous function, depends on whether the
function is highly non-linear or not. In this thesis, fortunately, the functions are not highly
non-linear and an easy discretization method with a not too small step size will fulfil.

The Euler-discretization method is used, which can be seen as the first order Taylor expansion
as is described in the prelimaries. This will look like:

w(k +1) = z(k) + Ts f(2(x), u(k)) + w(k)
(3-13)
y(k) = h(z(k)) + v(k)

Note that the covariance of the discrete zero-mean white noise signal w(x) changes with the
covariance of the continuous time zero-mean white noise with a factor T2. By making a noise
sequence in MATLAB, one can come up with a realization of the prescribed system dynamics
just by simply making a for-loop and iteratively updating the simulation from z(x) up till
z(k + 1) as can be observed in Appendix B-2-2 and B-2-7.

The subsystems contained in this thesis, are mainly exponential growth function, where a
certain parameter p is subjected to some uncertainties. To explain the method for the esti-
mations, first a very simple 2D-model is proposed|[4], for which a certain parameter need to be
estimated. Afterwards, in the chapters about the case study, this method is translated to the
subsystems from the case study. The subsystems are elaborated with their own state-spaces
in chapter 4. For now, a simple 2D-model is constructed for the explanation of the method.
The following state space description is used, and the problem becomes to estimate all the
states:

zi(k+1)|  |z2(k)z1(K) . 0

za(h+1)] | C22(k) w(r)

(3-14)

To explain this in words, the estimation problem, is to estimate z1(k) and x9(x) which is
subjected to process noise, by only receiving measurements from 1 (x) which are subjected to
measurement noise. To do this, an extended Kalman filter is proposed, where in the previous
section this method is already outlined. The estimator will not be optimal, since the non-
linear model need to be linearized every iteration for the Kalman filter to work. Though as
we will see later in the case study, it works sufficiently well. In the state-space description
above ( is considered as a memory factor, which value is 0 < { < 1. The choice for the values
of the covariance matrices Q and R, as well as the choice for the value of the memory factor
¢ are substantiated in chapter 5.
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3-3-2 Predictions

Essentially the predictions are quite straightforward. By estimating the system its states at
discrete time-instant x for job/batch or cycle k such that the state variables z1(k, k) and
xa(k, k), the states with respect to its own discrete time x but also with respect to a specific
event/cycle/batch k, are within a certain accuracy known, the system dynamics can be filled
in with the expectation of the noise sequences. Since these expectations of the noise sequences
are 0, predictions can be made by just filling in the states iteratively for the next time steps in
the system dynamics without noise, and continue this step up till the end time of the process
or a desired threshold.

The problem with making predictions for the subsystems, is accuracy. The scheduler can
not do anything with predictions which are later on evidently so much off with respect to the
real end time of the process. Clearly, a logical update of the scheduler can not be obtained
with too much "randomness". To explain this, some simulations are shown for one of the sub-
systems. The predictions are made after time x = 5 days but since the x-axis is in "milliDay",
this means x = 5000 mDay. First a low covariance of the process noise is chosen, where later
on a 10 times higher covariance is chosen. Of course the seed for the random processes is
taken the same, such that comparison can be done. This is just an illustrative example, later
on in this report the results will be explained and further elaborated.

100 T T T T T T

8ot xPred 1

xReal

60 | 7~
40 + 1

20 / |

Percentage of sugars created(%)

Past Future

-20 ! * * ! * ‘
0 2000 4000 6000 8000 10000 12000 14000

Time(mDay)

Figure 3-1: Low covariance of the process noise.

As can be seen in figure 3-1, the estimation of the system its states are quite nice up till
x = 5000 mDays. The prediction at time x = 5000 mDays, the blue line, gives also quite a
sufficient prediction with respect to the real data, the red line. Of course, one could argue if
the prediction is only near the red line, because the prediction is made at quite a late stage.
As will be elaborated in the results of the case study, the reliability of the prediction with
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20 Background knowledge - Time domain for the subsystems

respect to the time it is been made on is also an aspect one has to look at. Now if we amplify
the process noise its covariance with a factor 10, the figure 3-2 is obtained.

100

- xPred
’ ' xReal

60 A

40

Percentage of sugars created(%)

Past Future

-20 . * . ; - -
0 2000 4000 6000 8000 10000 12000 14000

Time(mDay)

Figure 3-2: High covariance of the process noise.

Still the estimations up till time x = 5000 mDays are very nice. Though the prediction
after k = 5000 mDays, is already having a much larger off-set from the real obtained trajec-
tory. Of course this is also dependant on the realization of the sequence of the process noise,
but the thing one would observe is that the off-set will become larger if the covariance of
the noise increases. Of course this is logical, but it makes the prediction of the model rather
useless with a too high covariance.

Besides the noise of the covariance matrix on an additional state which describes the behaviour
of certain parameter, the "memory" factor ( also plays a role in making the predictions. In
the following graphs, the covariance is hold constant, but the ( is changed from a factor just
beneath 1, to a factor closer to 0 with respect to the value just beneath 1. In the first case the
memory factor is taken as ¢ = 0.99, the results can be observed in 3-3. The model is made
quite noisy such that the influence of the memory factor can be clearly observed. The estima-
tions of the model are still very nice up till K = 5000 mDays. The prediction could be better,
but is still not useless. For the next figure, the memory factor is descreased to ¢ = 0.95, with
the same process noise, i.e., the seed and covariance are the same for both cases. The results
are shown in 3-4. What can be observed is that the same noise applied to the case { = 0.99 is
blushed out much faster. The overall model therefore becomes significantly less noisy, and as
a result much better predictable. The problem which now occurs, is that the model becomes
too little influenced by the noise. Since the model its data is simulated with these parameters
and covariances as well, this will result in the processes not deviating a lot in the process end
times. Since the goal of this thesis is to update a schedule due to processes of subsystems
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Figure 3-3: The memory factor taken ¢ = 0.99.
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Figure 3-4: The memory factor taken ¢ = 0.95.

deviating, this will give the opposite effect. To conclude, a trade-off has to be made; The
noise must not be too high for the system to be predictable, but the memory factor must
not be too close to 0, since the model as a result does not deviate enough to have signicant
differences in the process end times. Of course, a combination of the 2 could also work out,
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22 Background knowledge - Time domain for the subsystems

increase the noise but let the memory factor also be close to 0. The trade-off between this 2
factors, will be elaborated in the case study chapter of this report. The trade-off is rather a
tunable trial-and-error occasion, than a mathematically derived process.
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Chapter 4

Case study - Methods

In this chapter, the case study is outlined. The case study, a beer brewery, is provided with
several subsystems. The subsystems are elaborated, as well as the scheduler for the begin-
and endtimes of these subsystems. This chapter is mainly used for the elaborations of the
methods described in previous chapters as an application on the case study. The results are
discussed in the next chapter.

4-1 Scheduling

4-1-1 The basic model

In this scheduling problem only routing and ordering in the scheduling problem is considered.
Synchronization between different batches are not of any importance, and therefore not taken
into account. Each of the processes has process time p; with i € {1,...,5} since there are 5
machines. There are 2 machines for mashing, M; and M. 2 machines for brewing, M3 and
My, and 1 machine for the fermentation process, Ms. Since there are multiple machines for
the same processes regarding the mashing and brewing process, 4 possible routes through the
machines can be obtained:

Ml—Mg—M5fOI'£:1

MI—M4—M5fOI‘€:2

MQ—Mg—Mg,fOI‘f:B

M2—M4—M5 for 0 =4
In figure 4-1 the beer brewing factory is schematically illustrated, where the arrows represent
each of the routes which can be followed. As can be seen, each of the routes must go through

machine Ms. Therefore, the ordering process is considered in machine Ms such that if in
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.e I I '
M, M, L
u(k) y(k)
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My M,

Figure 4-1: Schematic diagram of the beer brewing processes.

cycle k the job is very much delayed, the job in cycle k+ 1 can order itself before the job from
cycle k in machine M5. As can be observed in the model hereafter, the transportation time
between the process tanks is neglected, where the transportation time would be insignificant
compared with the process times of the machines. The machines will start working as soon
as possible. The states z;(k) are the starting times of each of the machines i € {1,...,5}.
u(k) represents the time instants a new batch comes in. For the first route the derivations
are made, where for the other routes these derivations follow quite straightforward. The first
route M; — M3 — Ms will look as follows. For machine M; to start, the batch u(k) must
be available and the previous batch need to be finished already, i.e. the previous batch its
starting time with addition of the process time. Translated to equations this gives:

z1(k) = max(u(k), z1(k — 1) + p1) (4-1)
Or equivalently;
a1(k) = 21k — 1) @ p1 & u(k) (4-2)

For the next machine M3 in this specific route, the equations can easily be obtained. It can
only start when the process in the previous machine is done, or when the process of the
previous batch in the same machine is done. Mathematically:

z3(k) = max(z1(k) + p1,23(k — 1) + p3) (4-3)

Or equivalenty:
z3(k) = z3(k — 1) @ p3 @ z1(k) @ p1 (4-4)

And at last for machine M5 the same procedure is done. However, since in machine 5 ordering
can occur, such that jobs from different cycles can pass each other the constraint zs(k) >
z5(k — 1) 4+ ps does not hold anymore. Later on, the derivations for the ordering process
are derived. This derivations are just to illustrate how the model is obtained. For now, the
constraint z5(k) > z5(k — 1) + p5 is left out of the constraint equations.

z5(k) = z3(k) + p3 (4-5)
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Or equivalenty:
z5(k) = z3(k) ® p3 (4-6)

For the other machines, they will not start but be ready at all times since no job is done on
these machines. Therefore a 0 is assigned in the max-plus matrices for the previous cycle k—1.
In the previous cycle, for the cosntraints with respect to the state z5(k), an ¢ is assigned.
The matrix with constraints for the previous cycle is mathematically formulated as A;. The
matrix for all maximizations with respect to the current/same cycle is formulated as Ag. At
last, the matrix for the maximizations with respect to the input is formulated as B. The
above equations can be written in matrix format for mode 1, the route My — M3 — Ms is
assigned to mode 1, as:

z1(k) p1 € € € € z1(k—1) € € € ¢ ¢ z1(k) 0
zo(k) e 0 ¢ € ¢ zo(k —1) E € € € ¢ zo(k) 5
2(k)=|z3(k)| =|e e p3 ¢ e|@|zk—1)|®|p ¢ ¢ e e|®|2k)|® |e
za(k) e € 0 ¢ za(k —1) E € € € ¢ z4(k) 5
z5(k) e ¢ e € z5(k —1) E € p3 € ¢ z5(k) €

—~

Ay (£=1) Ao(t=1) B(¢=1)

(4-7)

Note that in this case, also the matrix A; is chosen to be in mode 1. This is not necessarily
the case. since in the previous batch k — 1 another mode could be active. Therefore, observe
that mode sequences are necessary to obtain all the matrices. The matrices for the 3 other
modes will be:

pPL E € € € €E € € € 0

e 0 ¢ ¢ ¢ € € € € €

Ail=2)=]e e 0 e ¢|,4A(=2)= e e ¢ €|,Bl=2)=|¢e

E € € pg € pL € € € € €

e € € € €] e € € pa €] €]

[0 € e €] (e € € ¢ €] E

E P2 € € E € € € € 0
Ai(l=3)=|ec € p3 € €|, A(l=3)=|c po» ¢ € ¢|,Bl=3)=|¢ (4-8)

e € € 0 ¢ E € € € € €

e € € € €] e € p3 € €] €]

[0 ¢ & ¢ €] B e ¢ €] [€]

E p2 € € € € E € € 0

Ai(l=4)=]e e 0 e €|, A(l=4) = |¢ e € ¢e|,Bl=4)=|e

E € € pg € € p2 € € ¢ €

e € € € €] e € € ps €] €]

By using max-plus binary variables, all the modes can be assigned to a max-plus binary
variable for each individual cycle k being v;(k) = 0 or v;(k) = oo for i € {1,...,4}, since
there are 4 possible routes. Ultimately the system its routing process evolves according to
greater or equal constraints by making the equality signs with respect to maximization equal
to greater or equal constraints:

2(k) > A1(v(k—=1)) ® 2(k — 1) ® Ag(v(k)) @ z(k) ® B(v(k)) ® u(k) (4-9)
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Note that the matrix A(v(k — 1)) is not dependant on v;(k) but on v;(k — 1) since this is
done in the previous cycle in which a mode is chosen by the binary variables. The max-plus
binary variables are assigned such that if one of the binary variables is equal to 0, the others
will be equal to € such that only one route per cycle can be chosen. Translating the different
possible routes v(k) to the binary variables is done by:

Ar(v(k —1)) = By ve(k — 1) ® A1 (€(k — 1))
Ao(v(k)) = By ve(k) @ Ag(£(k)) (4-10)

B(v(k)) = Bi=y ve(k) @ B(L(k))

The above equations are only focussed on the routing of the scheduler. The ordering of
the scheduler is done also by introducing max-plus binary variables. The starting time for
machine M35 is constrained in the routing process by being greater or equal to the endtime of
the previous process for the same job in cycle k by z5(k) > z3(k) + p3. Now new constraints
for the ordering are added, with respect to all the jobs from cycles k, ..., k 4+ N,. This is done
by assigning a max-plus binary variable for each of the combination of jobs/cycles as:

Z5(k +i) Z Z5<k +]) +p5 + Sz‘,j(k +i)
(4-11)
z5(k +1) > z5(k +j) @ ps ® 855 (k + 1)

Where i # j and s; j(k + 1) = 0 if 25(k +4) is scheduled after z5(k + j) and s;;(k+1) = ¢
if z5(k + 4) is scheduler before z5(k + j). As will be later elaborated, a lot of these max-plus
binary variables of different cycles/batches are the conjunct of max-plus binary variables of
other cycles. In other words, if for instance job 1 is scheduled after job 4, then automatically
job 4 is scheduler before job 1. Continuing the step in equation 4-11 for all possible combi-
nations of jobs from different cycles, the constraints are obtained for the ordering process.

By looking closely at the derivations above, only maximizations are obtained. This will
make the states z(k) be chosen above a certain threshold, but not closely to this threshold.
In other words, the states can be chosen arbitrarly above the threshold. Of course, this is
not desired since we want the jobs in every cycle to be finished as fast as possible. This is
done by assigning the constraints to a certain cost function, also described in chapter 2 about
model predictive control. The cost function initially will function to minimize every job as
fast as possible, and maximizing the inputs such that the delivered batches come in as late as
possible but the finished batches are obtained as fast as possible. This is done by assigning
the following cost function.

Np Np
J(k)=>"y(k+3)=> ulk+j) (4-12)
j=0 j=0

The output of the system y(k) is given by the simple max-plus equation:

y(k) = C ® z(k)
(4-13)
y(k) = [E e € € p5} ® z(k)
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Essentially this means the cost function will boil down to:

Np Np
J(k) = (25(k+j) +ps) — Y_ulk+) (4-14)
j=0 7=0

In addition, also scaling factors can be implemented in the cost function for the output
and input. This is done when preferable specific input batches or output batches are of
a higher concern than others. For instance, important customers can never have delayed
jobs. The above problem can be considered as the most basic control problem for model
predictive scheduling. However though, the constraints are all defined in max-plus algebra and
more importantly max-plus binary variables. In the next section, we observe how the above
constraint matrices and cost function are translated to a Mixed-Integer Linear Programming
(MILP) framework. Additional constraints are also added in this framework for the sake of
feasibility. In the sections about results, we will also see how the cost function is adapted to
certain results obtained.

4-1-2 Mixed-integer linear programming

Mixed-Integer linear programming(MILP) problems can simply be seen as problems in the
format:

0. T
ming c” q

s.t.
(4-15)
Ag=1b
Cq<d
Ib<g<ub

Where the constraints can be equalities, inequalities and bounds on the objective ¢, and where
the cost function is a linear function in the vector g. ¢ is a vector containing all variables
contained in the optimization which are integers or just normal numbers. [b and ub are
lower- and upperbounds on the variables in ¢. Note that an integer with lowerbound 0 and
upperbound 1 can be seen as normal binary variable. In the following paragraphs, it is shown
how the case study of the beer brewery is fitted in this framework with the defined constraints
described in the previous section, and additional constraints. It is also shown how constraints
defined in max-plus algebra are translated to constraints in the MILP-framework. First the
cost function is defined, afterwards the constraints with respect to the state are derived, and
at last additional constraints are elaborated.

Cost function

The minimization is the cost function of the problem. In this case the cost function is described
in 4-12. In this problem, the vector ¢ will consist of all the states, the binary variables for
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the routing, the input variables, and the binary variables for the ordering:

(4-16)

u(k + Np)
8077;(16)

LsN,.i(k + Np) ]

Note that for the variables z(k) and v(k) in g, also the variable for cycle k — 1 is considered.
This is done just for possible initialization receiving information from past cycles. In this
study, they are taking into account in the MILP-problem, but will not influence the problem
by taking them equal to 0. Note that each of the states z(k) are vectors of length 5 because
each state has z1(k), ..., z5(k) the states of the 5 machines included. The length of the routing
binary variables v(k) is equal to 4, because each v(k) includes vy (k), ..., v4(k) for each of the
modes/routes per cycle/batch k. The length of the input variables u(k) is 1 for each u(k).
The binary variables with respect to the ordering are a little bit different. As we will see
later on, the binary variables of future cycles are the conjuncts of binary variables in previous
cycles. The length of the vector containing all s; j(k) therefore equals 2221 n. The length of
the total vector therefore equals 5 x (N, +2) +4 x (N, +2)+ (Np+1)+ Zgil n. In this case
study, N, = 7 such that z(k) till z(k + 7) exactly ends at z(8) when starting at k£ = 1. This
can be visualised by an 8 amount batch order. The length of the vector ¢ in the optimization
therefore equals 117 x 1. To give a better overview of the function and matrices, the cost
function can be divided in 4 separate matrices:

T's (4-17)
The cost function from 4-12 can be expressed within the matrix ¢/ by using equation 4-13

such that:

y(k) = C @ 2(k) (4-18)
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Such that the cost function will look like:

min [0 H ... H0 ... Os1 ... £x,[0 ... 0]

(4-19)

With matrix H as:
H=1[0 00 0 1] (4-20)

Such that only z5(k), ..., z5(k + N,) is captured from every state z(k), ..., z(k+ Np). The term
ZN” i ps5 contributes to the value of the cost function, but does not influence the minimization

n=1
since it is considered as a constant value or not a value which can be influenced. Therefore it
can be left out. Later on, we will see that also on the variables v(k), ..., v(k+ N,) a cost can be
added such they switch only if it is necessary to a certain degree. The optimization variables
z(k—1) and v(k—1) are taken into account as some fixed initial values which can be maximized
on, but will not be taken into account in the case-study, i.e. will be taken as 0. Furthermore,
the parameters k are taking as potential scaling factors of the input time-instances. However,
as will be later on substantiated, all input time-instances u(k), ..., u(k + N,) will be taken

equal to 0.

Constraints w.r.t. the routing of the scheduler

The cost function is derived in the MILP-framework. Now the constraints need to be converted
to this framework. The equations for z(k 4+ N,) can be boiled down to z(k) and z(k — 1) by
iteratively using the system dynamics. This is fortunately not necessary because the vector ¢
in the MILP-problem consists of all the states at each event-step k as can be seen in equation
4-16. Next, one derivation is made for the event with respect to its state z(k), where as for
all the other events, these follow directly. For the equations of 4-7 for event-step z(k) the
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following equation can be obtained:

4
(k) > @ (vlk) ® Ao(£(k))) © 2(k)
o(k)=1
4
D (wilk—1)® A6k — 1)) @ 2(k — 1) (4-21)
U(k—1)=1
4
P (ve(k) © B(U(K)) @ u(k)
o(k)=1

Ultimately this is the same as constraining all the maximizations in a greater or equal con-
straint with respect to the state z(k). The following derivations for the constraints are only
made for z(k):

[ ui(k) @ AL =1)® z(k)
va(k) ® Ag(l = 2) ® z(k)
v3(k) @ Ao(¢ = 3) ® z(k)
va(k) ® Ag(£ = 4) ® z(k)
vi(k—1)®@A4(l=1)®z(k-1)
ve(k—1)®@ A1 (0=2)® z(k —1)
2B Z | k= 1) @ A1(0 = 3) @ 2(k — 1) (4-22)
1)4(]{2 — 1) ® Al(é = 4) ® z(k — 1)
vi1(k) @ B(l =1) @ u(k)
va(k) @ B({ = 1) ® u(k)
v3(k) @ B({ = 1) @ u(k)
| wu(k)e@B({l=1)euk) |
Repeating this step for every state z(k) to z(k + Np) and stacking these into one matrix,

one can obtain a big constraint matrix. Since the binary variables are still defined in max-
plus sense, they need to be translated to normal binary variables for the MILP-solver. The
translation is given in the chapter 2 in equation 2-9. Though in this equation, ¢ is defined as
infinity. Since computer programmes often do not like to work with infinite numbers, a very
large number 3 is used instead such that:

B <<0
(4-23)
vg(k) = (1 —v(k))
With each of the maximizations of 4-22 the following can be obtained:
E € € € € z1 (k)]
€ € € € € z9(k)
z(k)> v (k) ® |p1 e e e | @ |z(k)
E € € € ¢ z4(k)
€ € p3 € € 25(k): (4.20)
€
€
=v1(k) ® |p1 + 21(k)
€
p3+2’3(/€)
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Now by replacing the max-plus binary variable v; . (k) by a normal binary variable f(1—v;(k)),
and working out the max-plus operators to conventional algebra, as well as replacing the values
for € by 3, the following equation can be obtained.

B
B
z(k) = |p1+ 21(k) + B — Bui(k)) (4-25)
B
p3 + z3(k) + B — Bui(k)

The inequalities can be reformulated as:

00 0 0 0] [zi(k) 0 B
00 0 0 0 |z(k) 0 B
zk)> (1 0 0 0 0f |z3(k)| + |-B|vi(k)+ |p1+ 5 (4-26)
00 0 0 0 |z(k) 0 B
00 1 0 0] |2k - p3+

Continuing this process for the other modes regarding Ay in the constraint of 4-22, the
following constraints can be added:

00 0 0 0] [za(k) 0 B
00 0 0 0f [2(k) 0 B
z(k)> 10 0 0 0 Of |23(k)|+ | O |wve(k)+ | B
1 00 0 0] |z(k) - p1+ 8
0 0 0 1 0] |2s5(k)] [-8 P4 + 3]
0 0 0 0 0] [z1(k)] [O] N
00 0 0 0f [22(k) 0 B
z(k)> 10 1 0 0 O |zs(k)| + |—B| vs(k)+ |p2+ 8 (4-27)
00 0 0 0f [24(k) 0 B
0 0 1 0 0f [z(k)] [-8] |p3 + B
0 0 0 0 0] [z1(k)] [O] B ]
00 0 0 0f [2k) 0 B
z(k)>10 0 0 0 O |z3(k)| + |0 |va(k)+ | B
01 0 0 0 [2(k) - p2+ 0
0 0 0 1 0] [25(k)] [-8 |pa + B

Now the procedure is done again for the second set of inequalities from 4-22. These constrain
the current state with respect to the matrix previous state by the matrix A;. Again the
derivations are shown for only the first state z(k), where the constraints for the other states
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follow directly. The following inequality can be formulated:

pL € € € € z1(k—1)
e 0 € € ¢ zo(k —1)
2(k) >vie(k—1)®@ |e e p3 € | ® |z3(k—1)
e € € 0 ¢ z4(k —1)
€ € € € € z5(k—1)]
(4-28)
p1+2’1(k—1)+5—,31)1(k’—1)_
2ok — 1)+ 8 — Bur (k — 1)
= p3+z3(k—1)+5—ﬂ1)1(k—1)
aalk— 1)+ 8 — Bur (k- 1)
B — pui(k—1)
Or in another notation:
10 0 0 0] [21(k—1) —p p1+ 0
01 00 0] |zk—1) - B
z(k)> 10 0 1 0 Of |zs(k—=1)| + |[—B|vi(k—=1)+ |ps+ 0 (4-29)
00 0 1 0| |za(k—1) - p
000 0 0] [z5(k—1) -8 B
As for the other modes:
1 0 0 0 0] [a(k—1)] [-5] [p1+ 5]
0 1 0 0 0f [2k-1) -p 154
2(k) > 10 0 1 0 0| |23(k—1)| + |—8|ve(k—1)+ B
0 00 1 0f [z24(E—1) -5 pa+ B
0 0 0 0 0] |z5(k—1)] -5 L B ]
1 0 0 0 0] [21(k—1)] [— ] [ B ]
01 0 0 0] [22k-1) —p p2+
2(k)> 10 0 1 0 Of |23(k—1)| + |—-B|vs(k—1)+ |ps+ (4-30)
000 1 0] |za(k—1) -8 B
0 0 0 0 0] |z5(k—1)] |—5] L B ]
[1 0 0 0 0] [21(k—1)] [—f3] [ B ]
01 0 0 0| |zk-1) - p2+
z(k)> 10 0 1 0 Of |23(k—1)| + |—0|wa(k—1)+ B
00 0 1 0| |zk-1) -8 s+
0 0 0 0 0f [25(k—1)] | —5] . 8

For the last part of 4-22, regarding the constraints for z(k) with respect to the input, the
following derivations can be made:

A.J.M. van Heusden

z(k) > vi (k) ®

® u(k)

MmO & 6O O

u(k) + f — Bu(k)

M M M O

(4-31)
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Or in another notation:

1 —B g
0 0 B
z(k) > [0| w(k)+ | O [vi(k)+ |B (4-32)
0 0 B
0 0 3

1 —B
0 0
z2(k) > |0 w(k)+ | 0 [wva(k)+
0 0
0 0

(4-33)

2
=
Y
o O O = O
£
N
_|_
\
o O OQO
<
w
=
+
XD XD DL; DD D ®

0 0
1 —B
z(k) > |0 w(k)+ | 0 |wva(k)+
0 0
0 0

By setting up the matrices for each event-step k till £ + N, all states z(k) up till z(k + Np)
will be lower bounded for the routing process, i.e. the states must be higher or equal to this
lowerbound. By minimizing these greater or equal constraints due to the cost function, the
overal behaviour of the state z(k) will behave as the optimal max-plus solution w.r.t. the
routing of the prescribed cost function.

Constraints w.r.t. the ordering of the scheduler

In the ordering process of the scheduler, only machine 5 is considered. Since all jobs need to
go through the process of machine 5, all jobs need to be ordered with respect to each other
accordingly. This is different for instance, when looking at one of the other machines, since
not all routes go through a specific machine, only the cycles in which the routes are chosen
to go through the specific machine need to be ordered accordingly. The ordering is modeled
as follows. To start with the first cycle k until cycle k¥ + N,. The ordering with respect to
the processes in machine 5 of the other cycles can be modelled, as is already mentioned, by
the max-plus binary variables s; j(k). This is done by making a relation of the starting time
of process 5 in machine 5 of cycle k with respect to the other cycles. As an example, we take
cycle k and cycle k + 1. We define the order as:

25 (k) > z5(k+ 1) @ ps(k + 1) @ s0.1 (k) (4-34)
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If we choose the job in cycle k + 1 to go before the job in cycle k to go in the process of
machine 5, we choose sg1(k) = 0, because the equation then becomes:

z5(k) 2 z5(k +1) @ ps(k +1) (4-35)

If we choose the job in cycle k£ 4 1 not to go before the job in cycle k to go in machine 5, we
choose sp1 = ¢ since the equation then becomes:

z5(k) > zs(k+ 1) @ps(k+1)®@e=¢ (4-36)

Which means z5(k) > e which is always the case. Though, the above equation only mentions
that z5(k 4+ 1) is not before z5(k), not necessarily that z5(k) is before z5(k + 1) by taking
s0,1(k) = ¢. However, by making that statement, it is clear that this is the case. This is
modelled by setting the binary variable of the maximization of z5(k + 1) with respect to
z5(k) as the conjunct of the binary variable from the maximization of z5(k) with respect to
z5(k + 1). Mathematically formulated:

z5(k+1) > z5(k) @ ps(k) ® s1,0(k + 1) (4-37)

Where s10(k + 1) = 50,1(k). If we now derive all the maximization of z5(k) with respect to
z5(k +1),...,25(k + Np) we obtain:

Z5(/€) > Z5(l€ + 1) ®p5(k‘ + 1) ® 80,1(]{?)
z5(k) > z5(k +2) @ ps(k +2) ® so2(k) (4.38)

z5(k) > z5(k + Np) ® ps(k + Np) @ so,n,, (k)
The same procedure for z5(k + 1) with respect to z5(k) and z5(k + 2), ..., 25(k + Np):

z5(k +1) > 25(k) @ ps(k) @ s10(k +1)
ol 1) 2 25(k - 2) (k4 2) @ 5120k + 1) (4-39)

z5(k +1) > z5(k + Np) @ ps(k + Np) @ s1,n, (k + Np)
Or in general:
z5(k +14) = 25(k + j) @ ps(k + J) @ si5(k + i) (4-40)

For i # j and ¢,j containing values from 0 to N,. The conjunct of the binary variables is
modelled as:

sij(k+1i) = 5;:(k +j) (4-41)
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If we now want to implement the constraint in the MILP-problem, the following can be
concluded. First of all lets have a look at the vector:

(4-42)

The length of the bottom part sg;(k) up till sy, ; is equal to Zgil n instead of Ng since
for each cycle k + 1 up to k + N, there can be made one more conjunct with respect to the
maximizations of the previous cycles. Therefore it boils down to possible new binary variables
as Np+ (Np — 1)+ (N —2)+...+1 :foiln.

To put the constraints in the MILP-framework, we first have to rewrite the constraints.
As an example, lets take equation 4-34. This can be converted to conventional algebra as:

z5(k) 2 z5(k +1) 4+ ps(k + 1) + so,1(k) (4-43)

The max-plus binary variable converted as is done in equation 2-9, followed by rewriting the
equation in the format F'q < b gives the following derivations. The derivations for one of the
constraints for the state z5(k) are given by:

Z5(]€) > 25(k + 1) +p5(k + 1) + ,3(1 — S[)J(k))

z5(k) > 25(k + 1) + ps(k + 1) + B — Bso,1(k) (4-44)
—z5(k) + z5(k + 1) — Bso,1(k) < =B —ps(k + 1)

Forag 14 bordg
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For the constraints for the state z5(k + 1), the first constraint is the conjunct of the binary
variable described in equation 4-44, given by:

Z5(k + 1) > Z5(k) +p5(k) + 5(1 — 8170(]? + 1))

z5(k+1) = z5(k) +ps (k) + 8(1 = (1 = s01(k)))

e5(k+1) > 25(k) + ps(k) + Blso. (k) (4-45)
z5(k) — 25(k + 1) + B(s0,1(k)) < —ps(k)
Fordy ¢4 bordy ¢

Continuing the process of equations 4-38 and 4-39 for all states z3(k) with respect to the
events k, ...,k + N, and replacing the unnecessary binary variables with their conjunct binary
variables from previous cycles as is done in equation 4-45, all constraints with respect to the
ordering process in machine 5 are obtained. Stacking these into one big matrix will give with
appropriate positions with respect to the vector 4-42 gives:

T o2(k—1) ]
z(k)
i o2k + N i !
For 2k + Ny bor
‘dO,l U(k — 1) fio,1
- : v(k) \ :
ordoﬂNp : ordO’Np
FOT"dLO U(k+Np) S bOT‘dl,O (4-46)
' u(k)
_FO"'de,prl_ U(k+Np) _bO'I‘de,prl_
Fora So’i(k;) bord
_SNp,z‘(k =+ Np)_

Additional constraints w.r.t. inputs and binary variables

Now the constraints for the states are obtained, additional constraints need to be added.
This is to prevent infeasible solutions. The binary variables need to be constrained due to
the fact only one mode per event-step k can be chosen. As well, the input time-instances
need to be constrained, since input time-instances in the future cycles can never be less than
the input time-instance from the present cycle. In our case, the input is taken as 0 for all
cycles, however for a general approach these constraints are still added. All these additional
constraints are given below, to begin with constraining the input:

wk+7—-1)<ulk+7)
(4-47)
wk+j—1)—ulk+5)<0
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Such that a inequality matrix can be made:

0 ... 00 ... 01 =1 0 ... 00... 0 v(k) 0
0 00 ... 00 1 —1 ... 0/0... 0 : :

IN

v(k —|— Np) (4-48)

0 ... 00 ... 00 0 ... 1 —=10... 0 u(k) 0

Fy

: by
u(k + Np)
So,i(k‘)

LSN,,i(k + Np).

Furthermore, the max-plus binary variables need to be constrained, such that only one modes
is chosen per event-step k. Fortunately, by translating the max-plus binary variables to nor-
mal binary variables, constraints in the MILP-framework will work as well for constraining
the normal binary variables. Constraining the binary variables with lowerbound 0 and up-
perbound 1, makes them in the MILP-framework behave like binary variables. Thereafter
contraining them with respect to each other as:

’Ul(k) + UQ(k) + Ug(k‘) + ’U4(l€) =1 (4—49)

Now only one mode per event step can be chosen. Continuing this step for alle cycles k will
make the following constraints:

T=[1 11 1

0 ... 0T 0 ... 00 ... 00...0 v(k) 1

0 00 T 0... 000 ... 00... 0 (4-50)

0 ... 00 ... 0 To ... 00...0 u(k) 1

Veq
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Finally note that this last constraint matrix is an equality constraint matrix instead of an
inequality constraint matrix, as is done for the constraint matrices before.

4-1-3 Model predictive scheduling
Statical Scheduler

The statical scheduler can be obtained by just minimizing the initial cost function subjected
to the constraint described in the above paragraphs. With the process times p; for i = 1,..,5
fixed for all cycles k, the outcome will be a sequence of modes which is already determined at
the initial optimization. In other words, no additive information is given to the system, and
all information is already fixed when optimizing.

One thing to notice however, is the sake of a unique solution. Since the system is rather
simple, multiple solutions can come out of the optimization which are all optimal for the
statical scheduler. For the statical scheduler this is not a problem since the schedule is fixed
at the initial time-instance, however for the model predictive scheduler, it is not wanted the
adaptive scheduler switches arbitrarily between optimal sequences of modes, still it needs
to if the benefits are sufficiently high. To avoid the unnecessary switching between optimal
modes, in the cost function the inner product is added between the previous and currently to
be chosen modes:

[ z(k—1) 7

min (0 H ... H|—av(k—1) ... —av(k+ Np)lk1 ... &N, [0 ... O}

Np+1
+ > s
n=1

(4-51)

Where H = [O 0 0 0 1} and a is a small number just above 0. The parameter a is
chosen sufficiently small such that it does not have an influence to the overal cost function,
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but has an influence on unnecessary switching between optimal sequences of modes. Now the
updated scheduler will multiply the previous modes with the modes it tries to find for the new
situation. If the modes are the same, it will have a negative impact on the minimization in
the cost function, and therefore if there are multiple optimal mode sequences, it will remain
with the previous mode sequence. Only when it has a beneficial impact on the cost function,
bigger than the beneficial impact of remaining in the same modes, it changes from mode
sequences.

As can be concluded, the statical scheduler can already give a lot of insight information
about the system, and can be handled as an initial schedule for the dynamical schedulers.
Furthermore, the statical scheduler need to be obtained to compare results with the dynamical
schedulers. All the results will not be discussed in this chapter, but in the next chapter.

Event-based update cycle k

The dynamical scheduler is a schedule which updates by getting new information about some
of its processes. This new information is obtained by receiving the expected ending times of
the extended Kalman filters. In the event-based update, these ending times can be considered
per cycle k. In other words, at each cycle k, the optimization is executed, where the model
predictive scheduler fills in the necessary solutions and continues to the next cycle k + 1,
where new information about the process times p;(k + 1) is obtained.

The information the system receives, can be constructed in the vector p;(k), such that the
process times become variable within every cycle k. Simply reconstructing the constraint
matrices with variable p;(k) in each of the cycles and updating the scheduler will give the
solution. Since the process times only occur in the matrices Ag and A;, the reconstruction
with variable process times per cycle can be translated to these matrices as:

Ao(L(k)) = Ag(L(K), pi(k))
(4-52)
Ar(U(k = 1)) = Ay (C(k = 1), pi(k — 1))

For all k, ...,k + N, and possible modes ¢(k). Reconstructing these into the MILP framework
will put the processing times on the side with all the constants. Taking 4-26 as an example,
the constraint matrices become:

00 0 0 0] [z1(k) 0 B 0
00 0 0 0] |z(k) 0 B 0
2(k)> (1 0 0 0 0] [z3(k)| + |=B|vi(k)+ |B] + |p1(k) (4-53)
00 0 0 0] |z(k) 0 B 0
001 0 0] [25(k) - 5 p3(k)
N—— N N——
F(£=1) G(¢=1) ¢ 0(k),=1

And so on for the rest of the constraint matrices. Now the variable processing times are
implemented, one has to look at how the scheduler is updated when continuing to a next
cycle. In other words, how does the scheduler fix values or choices which are already in the
passed cycles k — 1,....,k — ftmaee The solution lies in the equality constraints of the MILP-
solver. Of course the MILP-vector ¢ from equation 4-42 contains the vectors for the modes
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vi(k). When continuing to the cycle k+ 1, all cycles up till k£ are already chosen and therefore
fixed. For example, if we are in cycle k£ 4+ 1 and in cycle k£ the mode £ = 1 is chosen, the
equality constraints can be updated by addition of:

0 ... 000 F o ... 00 .0 : = by (4-54)

With Fj and by chosen accordingly, since mode 1 is chosen in cycle k:
Fk:[l 00 0], b = 1 (4-55)

Subsequently, continuing this step for the next cycle k41 by optimizing the cost function over
the cycles £+ 1 up till £+ N, gives a new mode sequence, where the mode for cycle k is fixed

as ¢(k) = 1 and therefore v(k) = [1 00 O} T.By receiving the next optimal mode sequence
and constructing the new equality constraint with matrices Fyy1 and by fixes the modes
up till £ 4 1. Now continuing this step for cycles k + 2 up till £ + N, and so on. As we will
see in the next chapter, problems will arise when updating the scheduler with an event-based
update. In the event-based updated scheduler, the information is received from the previous
cycle when entering the current cycle. In other words, for instance when machine 1 in cycle k
happens to have a much larger process time, this information is received in cycle k + 1, such
that the schedule can adapt to this deviation in process time from the previous cycle.

Time-based update discrete time-instant

In the previous paragraph, the model predictive scheduler is updated in the event-based
domain. In this paragraph, the scheduler is assumed to update in the time-based domain. Of
course, this is much harder since the scheduler itself is constructed in the event-based domain.
The translation from the time-domain to the event-domain and vice versa is explained in the
next content. First of all the matrices with respect to the discrete time-index x can be changed

Ao(E(k)) = Ao(t(k), pilk, x)
(4-56)
Ay(E(k — 1)) = Ay (£(k — 1), pi(k — 1, %))

Such that the processing times in cycle k are not only dependant on cycle k£ but also on the
discrete time-counter k. An illustrative example, such that the meaning of p(k, k) becomes
a little bit more clear. For instance, when in the current cycle k, the mode is chosen to be
¢(k) = 1. The initial optimization now finds the starting times for the processes in cycle
k. Since the mode is equal to 1, the machine order will be M1 — M3 — M5. Suppose the
starting time of machine M; in cycle k is equal to 0, i.e. z1(k) = 0 and the initial processing
time is equal to 7 time-units. The estimated end time p;(k, 0) is of course 7 when considering
k = 0. By updating the time-step with 1, such that we are at k = 1 the process pi(k, 1)
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is probably still busy since it is very unlikely it has already finished its job with the initial
process time of py(k,0) = 7. Though, after 1 time-step, new information comes in from the
measurements such that the extended Kalman filter can make a new prediction of the end-
time. Suppose this new end-time is way faster than the 7 time-units, or way slower than the
initial 7 time-units, one could adapt the routing of all the jobs for a faster end time of the
overal cost function for the scheduler.

Another problem which arises, is that a certain mode can change inside the cycle. In the
event-based scheduler which updated with respect to the cycle k, discussed in the previous
paragraph, the updated schedule gives an updated mode change for the whole cycle, such
that per cycle a new mode or the same mode is chosen, and so on to the next cycle. The
mode in the previous cycle is then fixed and can not be changed anymore. In the time-based
update however, it could happen that a certain mode which is already started, could still be
changed in the cycle itself. To visualize this, an example is given. If again in cycle k , mode
¢(k) =1 is chosen, and the starting time of machine 1 will be z;(k) = 0 with processing time
p1(k,0) = 7. Now at the next time-instant x = 1, machine 1 is already active, such that
machine 1 must be contained in the mode for cycle k. Though, machine 3, is not yet started
since it has a starting time z3(k) > z1(k) + p1(k,0). If time continues to k = 1,2, ... it could
happen that the process time of machine 1 in cycle k is much less or much more. The route
is not yet fixed for machine 3, therefore in cycle k the modes can be adjusted with respect to
the machines 3 and 4, namely M} — M3 — M5 or M1 — M4 — Ms5.

The way this is modelled in the model predictive scheduler is as follows. From the initial
schedule the starting times are obtained(x = 0), as well as the modes chosen for each of the
cycles. These starting-times and modes are given as input for the next time-instant « = 1.
If the time-instant is larger than the starting time of a specific process, the process is irre-
versible and considered fixed. To model this, actually the opposite of the approach in the
cyclic update is proposed. Namely, if z;(k) already started due to the fact the time-counter
Kk is passed the starting time of z;(k), one can not conclude a specific mode has been chosen
yet. What can be concluded, is that specific modes are not chosen. In case of z; (k) is started,
it can be concluded that modes 3 and 4 can not be chosen anymore, because mode 3 and 4
start in machine z(k). Mathematically this can be done by adding equality constraints such
that mode 3 and 4 can not be chosen for cycle k:

0 ... 000 F o ... 00 .0 : = by (4-57)

With the zero-values represent appropriate size zero-matrices. Now if we take the the matrices

Fj, and by, as:
0010 0
ﬁb(}OJ’%M (4-58)
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This mean the binary vector v(k) can only, but also must at least and at most, have values 1
for either the position where vi(k) = 1 or va(k) = 1. This is concluded for the reason of the
equality constraint already mentioned previously:

U]_(kﬁ) + Ug(k) + Ug(k) + U4(k?) =1 (4—59)

With this framework continued when machine 3 and 4 are started, namely fixing the modes
which can not be chosen anymore when machine 3 and 4 are started, it automatically chooses
one of the modes per cycle when the machine is done in all machines for a specific cycle.

4-2 Subsystems

In this model, a beer brewing factory is taken as case study. The whole process of beer
brewing is strongly simplified. Essentially, beer brewing consists of a lot of steps, from
filtering or clarification in intermediate steps, to the milling of the grist to starch before the
mashing etc. In this case study, the process is simplified to only 3 processes; Mashing, brewing
and fermentation. The factory features 2 mashing tanks, 2 brewing tanks and 1 fermentation
tank. Each batch need to undergo all 3 processes in consecutive order. State-space models
are obtained, where simulations are made to obtain realizations and data of the processes.
The fictitious different mashing and brewing tanks will also vary in processing times, this
will let the system vary in processing times per route such that optimality can be obtained.
General information about the brewing process of beer can be found in [19]. In the following
subsystems, the discrete time-domain is featured for the state-spaces. Since k is already used
for the event domain, and to avoid confusion, x is used as the discrete time-counter.

4-2-1 Mashing

Mashing is one of the key processes in the beer brewing process. It takes care of the larger
sugar molecules to boil down to smaller fermentable sugar molecules such that in the later
stage, fermentation can start. Modern day, the process of mashing often decides how strong
the beer will get with respect to the alcohol percentage due to the sugars obtained in the
mashing stage. These fermentable sugars are obtained by enzyms, mostly a- and S-amylases.
The process itself is quite complex, due to the fact different enzyms work optimal at different
temperatures, as well that these different enzyms produce different smaller sugars. Also the
enzyms are not controllable, in the sense one can not add or remove the enzyms since the
enzyms themselves are already contained in the malted barley. Moreover, the size and dis-
tribution of the larger sugar moleculs are dependant on the type of malted barley; In other
words, every new batch of malted barley could have different characteristics with respect to
mashing process. The conclusion is that model-predictive methods on the end-time of the
mashing-process are rather complex and often explained by experimental measures. For that
reason, a lot of simplifications and assumptions are made, such that a model is obtained
which is reasonable enough to represent the process of mashing, but still not to complex or
influenced such that predictions are not possible. The information in this paragraph is mainly
discussed in [3].
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The first step in mashing is the gelatinisation of the larger starch molecules. The origi-
nal starch molecules are too large for the enzyms to break them down to smaller fermentable
sugars. Thus, gelatinisation is necessary, which means the larger starch molecules by means
of temperature are breaking down to still large but smaller sugar molecules, this is called
the gelatinisation of the starch. This process is described by a simple first order differential
equation:

45, (1)

dt

Where S,(t) is the amount of total starch, E, the activation energy, R the gas constant, T’
the temperature and k4 a pre-exponential factor. In this thesis, the gelatinisation is assumed
to already have happened, such that the modelling is not of any importance.

= kye~ 7 Sy(t) (4-60)

In the second stage. The gelatinised starch is respectively transformed into dextrins, maltose,
glucose and maltotriose. Thereafter, dextrins can be transformed into maltose, glucose and
maltotriose. Maltose, glucose and maltotriose are considered to be fermentable sugars. The
step from gelatinised starch and dextrins to maltose can be done by both a- and S-amylases
where all the other steps can only be done by a-amylase. In this thesis for the sake of sim-
plicity, it is considered only the process from gelatinised starch to maltose takes place, done
by only a-amylase. The process can be mathematically described as:

dSmal(t)
domalt) _ 4-61
0 T'mal, (4-61)
With:
Tmal,ao = kmalaaSg(t) (4_62)

Where k,,,4; is kinetic factor for the maltose production, a,, is the global activity for the enzym
and Sy(t) the gelatinised starch concentration. Considering the process of gelanitisation is
already done beforehand, we can consider the state-space model as:

Sg<t) _ | 7 "mal,a
[Smal(t) N T'mal,a (4_63)
Replacing Sg(t) and Sy,q(t) by z1(t) and x2(t) we can get the following state-space model.

[g:;l (t)] _ [—kmazaam (t)] (4-64)

€2 (t) kmalaaxl(t)

To make the model more realistic, noise terms are added in the parameter k,,,;. This is done
by assigning an additional state x3(t) to the behaviour of the parameter as ky,q; = ko + x3(t).
This will result in k,,, floating around some value kg. The state space description with noise
can be described as:

x1(t) —aq(ko + x3(t))w1(1) 0
io(t)| = | aalko +x3(t))21(t) | + (0| w(?) (4-65)
i5(t) (a1 1

Such that w(t) is a zero-mean white noise signal with covariance Q(t), ¢ is an damping
coefficient which will be just beneath 1 such that ¢ ~ 1 and T is the sampling time for
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the discretization of the model. The model is not highly non-linear and therefore a simple
Euler discretization can be used to get a well approximation. With the sample time T as the
discrete time-step, the model can be made discrete:

z1(k+1) r1(k) — Ts(aa(ko + 23(kK))z1(K))
zo(k +2)| = |z2(k) + Ts(an(ko + xz3(k))x1(K)) | +
z3(k + 3) Crs(k)

w(k) (4-66)

Ho o

To give more insight to the system w.r.t. the linearizations which need to be done for the
estimations, the following state-space description is obtained:

z1(k+1) x1(k) — Tsankor1 (k) — Tsanxs(k)x1(K) 0
xo(k +2)| = |z2(k) + Tsankox1 (k) + Tsaqzs(k)z1(k) | + | 0 | w(k) (4-67)
x3(k + 3) Cxs(k) T,

The data received from the measurements, can be described by:

z1(kK)
y(k) =10 0] |wa(r)| +v(x) (4-68)
z3(K)

4-2-2 Brewing

Brewing is one of the key processes which gives the beer a bitter taste. The bitter taste
is mainly caused by the hops "Humulus Lupus" which are added. The value of the hops is
mostly determined by the alpha-acids, essential hop oils and polyphenols[11]. In this thesis,
the focus will be on the forming of these alpha-acids, since it is considered they take the most
part in the bitter flavour. Also, the model does not need to be very complex, since the use
of it in the scheduler is more important than the realistic behaviour of the model itself, as is
suggested for all the processes in the subsystems. For this reason, the degredation of iso-acids
is not taken into account. The brewing can be described by a simple first-order differential
equation:

dCal ha»acid(t)
pT = —bbreWCalpha-acidS (t)

(4-69)
dCiso_alil}:ga_aCid ®) = bbrewcalpha—acids (t)

Where the first terms before the equality sign are the rates in which the concentrations of the
alpha-acids and iso-alpha-acids decrease or increase, bp,ew is a reaction rate parameter which
is obtained by taking the Arrhenius equation but considered to be constant, and C,, . . .4
the concentration of the alpha-acids at time ¢. By implementing the same procedure as done
in the mashing tank, an additional state is constructed in which noise is added. By replacing
the rate in which the alpha-acids and iso-alpha-acids increase or decrease by z; and x9, and
the parameter bppew to be chosen as byew = bg + 23(t) the following state-space construction
can be obtained:

i1 (1) —(bo + w3(t))x1(t) 0
io(t)| = | (bo+z3(t))x1(t) | + [0 w(t) (4-70)
s (t) 10 1
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Where w(t) is a zero-mean white noise signal, T the sampling time, and ¢ a factor close to
1 but just beneath it. Now following the same step in the mashing process by taking the
discretizations, one can obtain:

z1(k+1) x1(k) — Tsbox1 (k) — Tsxs(k)x1(K) 0
z2(k+1)| = |z2(k) + Tsboz1 (k) + Tszg(k)x1(k)| + | 0 | w(k) (4-71)
z3(k + 1) Cx3(k) T

Where the output signal is considered to be the level of alpha-acids with the addition of
measurement noise:
z1(k)
y(k) =10 0] |oa(r) | +v(x) (4-72)
z3(k)

4-2-3 Fermentation

The fermentation process is mainly derived from [5], but as for all the other processes of the
subsystems, stronly simplified. Essentially the process of fermentation consists of the sugar
molecules which are already been broken down by the previous processes, are transformed
into ethanol as a result of yeast cells. The paper referred to described 5 responses in the
process of fermentation; biomass response, sugar level response, ethanol level response, di-
acetyl response and ethyl acetate. The 2 latter ones will not be discussed in this thesis, since
they do not influence the response of the first 3, and are just an extra interest in the process
of fermentation. The process of fermentation will not be taken into account in the updated
scheduler, since it is presented as the last process and each of the jobs need to undergo this
process tank. However, it is briefly outlined such that for further research a model for the
fermentation can be used if for instance 2 fermentation tanks are available.

The biomass response, sugar level response and ethanol level response are briefly discussed,
but also in these processes simplifications are made. As has been already mentioned, this
is done because the aim of this thesis will not be the realistic behaviour of the subsystems,
but rather their influence with variable processing times on the scheduler. In the referred
paper the biomass is considered from the inoculum(the initial substrate) which is soluted into
the wort. The inoculum consists of 3 type of yeast cells; Dead yeast cells, active yeast cells
and lag cells. Normally in the process of fermentation, 2 phases are provided. In the first
phase, just after the inoculum is soluted into the wort, the dead yeast cells boil down and
get removed from the solution, as well as the lag yeast cells become active yeast cells with a
specific rate py. In the second phase the dead cells still boil down to get removed, the lag
cells still become active, but in this phase the active cells take place. These active cells in
the second phase can grow, or oppositely die. In this thesis only the second phase is taken
into account. The amount of active cells is taken as a first state with the following dynamics.
The lag cells are taken into account as well as a second state:

WXactl®) — 11 X et (t) — por Xact(t) + 111 X1ag (1)
(4-73)
dX,
ldtg(t) = —MLXlag(t)
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The yeast cells thereafter, will consume the sugar molecules to produce the ethanol in the
beer. This is obtained by the following relation with the yeast cells:

dCs(t) _

sXac 4-74

dt —H +(t) (4-74)

And where the forming of ethanol with respect to the yeast cells is contained in the relation:
dC,(t

C;l; ) = peXqct(t) (4-75)

Normally the rate in which ethanol is created is decreasing with time. This can be modelled
by the addition of an inhibition term. Though, in this thesis, to let the system remain simple,
the inhibition term is neglected. The terms u,, pupr, W, s and pe are described by the
following relations. Some of the values are taken from the referred report, since they are
obtained by experimental data.

20 Cs(t __ 38313
__9501.54 s Cs(t
HL = 6(30'72 T )7 Hs = ]ij)rcs((t)) (4‘76)
Megcs(t)

He = ketCst)
The temperature is taken constant at T' = 283 K such that the values for upr and ur become
constant. The values for iz, kz, sy, ks, fte, and ke are also constant with respect to the

constant temperature:
pwpr = 0.0064, pr = 0.0576

fizy = 0.108, ky =1
(4-77)
5o = 0.4783, ks = 1

eo = 0.2988, k. = 3.4281

Now the state-space model can be obtained. By assigning the variables x1, x2 and x3 and x4
to the the states Xyet, Xijog, Cs and C, the model can be expressed in x as:

n@)] |l (t) - 0.00543: (1) + 0.057625 (1)

(t) —0.057612(t)

i(t)| AT830 478
£3(1) Sty 0O (478)
i 029883 (t

#alt) 3aastras (41 (1)

Since dead yeast cells can be considered dead while they are actually lag cells, zero-mean
white process noise w(t) is added to x2. For the rest of the model, it is assumed that it
behaves without noise. Since yeast is not very nice measurable, the sugar levels are taken as
measurements with zero-mean white measurements noise v(k). This all can be elaborated in
the following state equations:

0-10825(8) 7., (4) — 0.0054a1

a1 (t) Ttaa(t) © (t) + 0.0576x2(t) 0

Bt)| —0.05765(t) 1

az(t)| — 0TS (1) + o w@®) (4-79)
{ 0.29883(

T4(t) W—i—;‘g(t)wl(t 0
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Such that the discrete state space consists of:

21(k) + Ty( L2 0 () — 0.005421 (k) + 0.0576a2(k))

z1(k+1) Ttaa(r) 0
zo(k+1)| x9(k) — T5(0.0576x2(k) N T, w(k)
z3(k+1) z3(K) —Ts([mﬂﬂl(ﬁ)) 0

za(k + 1) z4(r) + To( ey (1)) 0 -

With the measurements as:

8

Y
K
K
K

=

1
2
3
T4

y(x)=[0 0 1 0]

8

(k)
E ; + v(k) (4-81)
(k)

4-3 State estimation of the subsystems

In this paragraph the description of the estimations is done by the use of the state=space
description from the previous section. Essentially, it is quite straightforward using the infor-
mation about the extended Kalman Filter from chapter 3. The realizations of the estimations
will be put into the results paragraph.

4-3-1 Mashing

As is already mentioned before, estimations need to be made from the measured data and
system dynamics, such that processing times can be implemented beforehand. This will lead
to a plausible better dynamical schedule. The discrete time state-space description can be
formulated as:

r1(k+1) z1(k) — Tsagkor1 (k) — Tsagws(k)z1(K) 0
zo(k +2)| = |x2(k) + Tsankor1(k) + Tsagrs(k)x1(k)| + | 0| w(k) (4-82)
z3(k + 3) Cx3(k) Ts

z(k+1) f=z(x)) H(z(k))

The data received from the measurements, can be described by:

x1(K)

y(m):{l 0 0} z2(K) | +v(k) (4-83)
T 1133(/6)
—_————

Where w(k) and v(k) are zero-mean white noise signals respectively with covariances Q(x) and
R(k). For the extended Kalman filter algorithm described in the preliminaries, the following
matrices can be obtained:

1 —Tsanko — Tsands(k —1) 0 —TsaaZi(k —1)

= | Tsanko + Tsans(k — 1) 1 TsaqZ1(k —1) (4-84)
0 0 ¢

Of(@(r — 1))
Ox(k—1)
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0
H(i(k—1k—1)=H= |0 (4-85)
T
9g(2(klx —1))
g () =Cc=1[10 0 (4-86)
9(Z(klk — 1)) = Ci(k|lk — 1) (4-87)

Filling these values into the extended Kalman filter algorithm described in the preliminaries
preliminaries with initial conditions:

1 0 0
POj0)= 0 1 0|, 2(0)=Elx)=]0 (4-88)
0 0 1

4-3-2 Brewing

For the brewing process, the same procedure is done as in the previous paragragh for the esti-
mation of the mashing process. No further elaboration is necessary such that the estimations
can be done by assigning the following equations.

z1(k+1) x1(k) — Tsbox1 (k) — Tsas(k)x1(K) 0
xa(k+2)| = |xa(r) + Tsbox1 (k) + Tsxs(k)z1(k) | + | 0| w(k) (4-89)
333(’€ + 3) §1‘3(/€) Ts
~——
z(k+1) f(z(k)) H(xz(r)
With the measurement equation:
z1(k)
y(k)=[1 0 0] |22(k)| +v(x) (4-90)
——— .I‘g(ﬁ)
c —_———

And with the rest of the necessary terms for the extended Kalman filter as:

A 1 — Tyby — Toig(k — 1) 0 —Tudi(k —1)
Of@r=1) _ " gy Y Tsﬁ:g(z -1 1 Tsﬁzll(n —1) (4-91)
Ox(k — 1) 0 0 ¢

0
H@(k—1s—1)=H=|0 (4-92)

T

9g((k|k — 1))

GRARR T 2)) o(r) =Cc=[1 0 0 (4-93)
9(z(klk — 1)) = Cz(k|k — 1) (4-94)

Filling these values into the extended Kalman filter algorithm described in the preliminaries
preliminaries with initial conditions:

100 100
P(0[0)= 0 1 0|, #0)=E[x]=] 0 (4-95)
00 1 0
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4-3-3 Fermentation

The fermentation process has a slightly different behaviour than the 2 processes before. This
is caused by the growth of the yeast which is the producer of the ethanol molecules. Lets
consider the already obtained discrete time system:

21(k) + Ty( B8 0 () — 0.005421 (k) + 0.0576a2(k))

;El(ﬁ + 1) 1+z4(k) 0
zo(k+1)| z2(k) — Ts(0.0576x2(k)) N T, w(r)
z3(k+1)] — mﬂ@—Tﬁ%ﬁﬁgbﬂ@) 0
za(k +1) 2a(k) + Ts(3mrrsts a1 (1)) 0
(4-96)
With the measurements as:
z1(K)
zo(k
y(x)=[0 0 1 0] ngﬁ; + (k) (4-97)
x4(K)

Now by continouing the same procedure one can obtain the matrices:

Of(#(k —1))

Ox(k — 1)
0.10845(rk—1) 0.10841 (k—1) o 0.10883(k—1)21 (k—1)
(1-0.00347,) + TOEREG) 005767, TSR M0y
0 1 —0.05767% 0 0
0.478323(5—1) 0.47832, (—1)
], PO e o o °
Ts 5 a58T 105 (=) 0 T3 fost 10 (=12 1
(4-98)
And:
0
" T
H#k—1k—-1)=H= 0 (4-99)
0
0 —1
@Q@i—ﬁzczp 0 1 0 (4-100)
(k)
9(Z(klk — 1)) = Ci(k|k — 1) (4-101)

However, in this case study, since the fermentation process is the last process of the simple
system illustrated in 4-1, all jobs need to go through the fermentation process. Since mini-
mizing the cost function over y(k+j) = z5(k+j) +ps(k+j) for j =0, ..., Np, it is essentially
minimizing over x(k + j) since there can nothing be controlled in the process time p(k + 7).
For this reason, the minimization of the cost function does not depend on the variable pro-
cess time in machine 5. For this reason, the whole process and variable end time of the
fermentation tank is not taken into account, and the process is considered to have a constant
process time of ps(k + j) = 1 for j = 0, ..., Np. The elaboration of the state-space, as well
as the elaboration of the use of the extended Kalman filter, are mainly proposed for future
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research in which there are multiple fermentation tanks, and therefore multiple outputs of the
batches. Also note the chosen value for the process noise is arbitrarly, this can be changed
into a parameter varying additional state as is done for the mashing and brewing. However,
in this case study this additional features are not discussed.
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Chapter 5

Case study - Results

In this chapter, the methods discussed in the previous chapter are realized with determined
parameters. The processing times per machine are assigned, and the translation from the
process times of the machines to the state-space descriptions of the subsystems are outlined.
Furthermore, estimations are obtained, in which the predictions subsequently follow. Reli-
ability of the predictions is discussed as well, where afterwards the results for the statical
scheduler, the dynamical updated scheduler with respect to the event-counter k, and the
dynamical updated scheduler with respect to the time-counter x are shown.

5-1 General assumptions and explanations

For the realizations of the subsystems, as well as to conclude anything about the whole model,
several assumptions need to be made, and explanations need to be given beforehand. These
assumptions can lead to the system not behaving according to reality, but since this is a
fictitious case study and the focus is lied more upon the behaviour of the scheduler with
updating processing times rather than the subsystems behave like realistic subsystems, this is
taken for granted. The first assumption which is made regarding the subsystems, has already
been mentioned in previous paragraphs. Namely, the last process of fermentation, will be
neglected with respect to its model dynamics. This is done because in our case study, only
one fermentation tank is included, where all jobs need to go through this specific fermenta-
tion tank. Minimizing the overal cost over the endtimes of the jobs is essentially the same as
minimizing over the starting times of this last machine. Deviating processing times of this
machine will therefore not influence the mode switching. In extension, too long processing
time of this last machine will lead to a loss of beneficial mode changes in previous machines.
To conclude, a low and constant value for the process time of machine 5 is chosen ps = 1.
The other processing times are summarized in table 5-1.

The values of processing times of the other processes are taken such that the processing
times of the first 2 machines for mashing, have a higher overal processing times than for the
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Machine | Process time(Days or "Time-units")
My 7
Mo 8
Ms; 6
My )
M 1

Table 5-1: Nominal process times of the processes per machine.

second pair of machines for brewing. This is done such that at the beginning of the jobs, no
machine would become idle, due to the machines 3 and 4 are taking too long. In other words,
optimality is hard to conclude when machines 3 and 4 are working constantly due to longer
processing times than machines 1 and 2. Therefore, the opposite is chosen, machine 1 and 2
take longer, such that deviations in the processing times of machine 1 and 2, could result in
fluctuations of routes in machine 3 and 4. Furthermore, the same processes deviate only 1
time-unit from one another to observe more clearly when mode changes are logical. In other
words, when processing times deviate, it does not take too much to deviate to change the
most optimal path in the perspective of one job, or the consecutive job.

Above all, comparisons need to be done to conclude anything about the beneficial effects
of the updated scheduler. This is rather harder than it seems to be. Namely, processing times
will deviate, but how to differ the benefits or delays from the realizations of the subsystem
its process times instead of the updated scheduler actually being better or worse. To do this,
the sum of differences with the nominal processing times is calculated for both the initial
scheduler and the ultimate updated scheduler at the end of the process. By observing the
processes who became "active" according to the modes of both the initial scheduler and ulti-
mate updated scheduler, the sum can be obtained of the total differences with the nominal
processing times for both the schedulers. Finally the differences are compared, and extracted
from one another to obtain the difference from the schedulers with respect to each other. This
is than substracted or added to the cost function of the initial scheduler such that comparison
can be done. This is elaborated a lot more in the results paragraph which are coming up by
the tables where the active processes are given in bold for both the schedulers. It could occur,
the initial scheduler becomes active in a machine or process, where no realization is obtained
for. For instance, when the initial scheduler for job 3 goes through machine 4, but the up-
dated scheduler decided job 3 goes through machine 3 instead of machine 4, no realization is
obtained for job 3 initially going through machine 4, since this process never happened. Just
come up with another realization would make the comparison even more dubious, since the
overal comparison becomes a comparison between sort of random realizations. Therefore, if
the processes for the initial scheduler do not become active, it is assumed they have the same
process time as the nominal process time, such that the difference with the nominal process
times also equals 0.

To continue with the above information, another problem pops up. Namely, it could oc-
cur, the system changes modes from information about the processes of specific machine in
machine 1 and 2, therefore switch the routes. However, it subsequently occurs the switching
choice was a bad decision, due to the fact the realization in the machine 3 and 4, seem to be
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very unreliable. In other words, when the nominal times would have occured in machines 3 and
4, it would be the best mode switching, but the realizations turn out to be very non-beneficial
for the updated scheduler. A sort of random realization, followed up by another random re-
alization could therefore become very hard to optimize over. Although the realizations are
not completely random of course, and information is known beforehand, this is still a possible
outcome. To conclude anything about this, in the following paragraphs about the results of
the updated scheduler, 3 approaches are used for each of the dynamical schedulers obtianed.
In the first approach, only the first 2 machines will be subjected to deviating processing times,
in the second approach only the third and fourth machines will be subjected to deviating pro-
cessing times, and in the last approach all machines except for machine 5, will be subjected to
deviating processing times. Hopefully, something can be concluded about the above concerns.

Ultimately, for the comparison to be complete, it is assumed the input time-instances are
all equal to 0, i.e. u(k) = 0 for Vk. This is already mentioned in previous paragraphs as
well. This is done, such that a beneficial effect of the scheduler can not be ruined by an
input time-instant being too late. Every beneficial effect can subsequently be concluded to
the effect of the updated scheduler.

5-2 Subsystems

5-2-1 Simulations

In this paragraph, the translation from the assigned processing times to the specific processes
is discussed. Essentially, it comes down to tuning parameters in the state-space model such
that the noiseless case behaves exactly as the prescribed processing times from table 5-1.

To begin, and actually also to explain, we take the first mashing tank, machine 1, as an
example. The elaboration for the other processes will follow quite straightforward. By im-
plementing the state-space description of 4-66 without additive noise in MATLAB, and con-
structing a simulation for zo(k) of the state-space model with step size Ty = 0.01, simulation
time k = 20 days and distinct values for the parameter kg, figure 5-1 is obtained. The state
x2(k) represents the amount of smaller sugar molecules made from the larger sugar molecules.

T
The initial state for both the mashing tanks is z(0) = {100 0 0} . The initial states x1(k)

and z2(k) can also be considered as starting amounts of the molecules, but since they are
converted in one another, it can be seen as a percentage more or less, such that x1(0) is 100
means it starts with 100% of its amount. x2(0) = 0 means from the 100% of x1(0) still 0%
is converted into the smaller sugar molecules. More or less, since the measurement noise can
influence the data a bit, such that they are not fully converted in one another, The x-axis
is counted in mDays or actually m(’Time-units’), such that the end time of 20000 'm(Time-
units)’, means £ = 20 in the overal model. The goal is to design a certain threshold where
the process is considered to be finished. As can be observed, the behaviour of the process is
kind of asymptotically to the amount of 100. Taking a large value for ky brings the system
faster to the asymptotic line of 100%, taking a smaller value for kg brings the system slower
to the asymptotic value of 100%.
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Figure 5-1: Simulation of z5(k) in the mashing process with no noise and different values k.

Since the parameter kg in the real model is subjected to noise variables, and it can already
be observed in figure 5-1 that small deviations in the value of kg already lead to a large
difference taking 100% as a threshold, a more reliable threshold is chosen. Note that the kg
values in figure 5-1 are taking constantly different, i.e. ko(k) = ko for Vk, where in the case
noise is applied, ko(x) will vary around the value of the initial kg, but changes over time. Still
though, another threshold than 100% need to be chosen such that the deviations in the time
the threshold is reached do not deviate thoroughly. For that reason, 80% as a more reason-
able threshold is chosen. In this threshold still the non-linearity of the system its dynamics is
taken into account(the system behaves more or less linear when having the threshold closer
to 0%), but also the times for reaching the threshold do not deviate too extreme when the
value of kq(k) deviates.

By taking the threshold as 80%, the job is now to tune the parameter such that the threshold
without noise is exactly met at the processing time from table 5-1. For instance, if we take
the processing time of the first mashing tank p; = 7, the goal is to design kg such that with
the 'no-noise’ case it comes approximately at 80% at x = 7000mDays which is of course, since
the axis is in 'milli’ equal to x = 7. For the mashing tank 1, this is reached at the value
of kg = 0.011497, as is already illustrated in figure 5-1. For the other processes, the same
method can be applied quite straightforward to come up with appropriate values of kg or in
case of the brewing bg.

Now the process times of the initial scheduler are translated to the nominal trajectories of the
state-space models of the processes by tuning the parameter kg or bg. Next the process noise
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need to be applied to make the system behave slightly different. The process noise is consid-
ered to be zero-mean white noise with covariance (. An additional interest could be to apply
non-gaussian or coloured noise, but this will not be in the scope of this thesis. The results
are shown in figure 5-2. It can be observed that a too high covariance of the process noise,
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Figure 5-2: Simulation of x2(k) in the mashing process with constant ko = 0.011497, ¢ = 0.99
and different covariance values for Q.

will not only let the system deviate from the simulation with no noise in figure 5-1, but could
also completely overrule the system dynamics when for example looking at the trajectory for
@ = 0.5. Note that due to the too high noise sequence, also solution come up which are
infeasible looking at the negative percentages of the sugars converted. Also note that for the
3 realizations with different values for the covariance, the same seed is used for the sequences
of white noise signals. Thereafter, they are multiplied by the square root of the covariance,
such that the same noise sequences can be compared with different covariances. Besides the
fact the system its behaviour is completely overruled when taking the value of the covariance
@ too high, also the times the trajectories arrive at the threshold is significantly different. In
this particular cases the time-instances the threshold of 80% is reached are shown in table
5-2. Of course the latter case in which () = 0.5 is useless for the simulation since the model
totally not behaves as the dynamics. Therefore an appropriate value of () is wanted such
that the system could deviate from the nominal trajectory without noise, but still follows the
dynamics sufficiently well. As can be seen, the value of ( = 0.99 is taken constant. Though,
this parameter can also be tuned. To conclude anything about the influence of this parameter
(, also called the memory factor, the following situations with "worse case scenario’ of QQ = 0.5
is picked to illustrate. What can be clearly observed in figure 5-3 is that the memory factor
blushes out the strong covariance of the noise. Of course this is logical when looking at the
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Q  Time(mDays)
0.005 7481
0.05 9703
0.5 12241

Table 5-2: Threshold(>80%) arrival times with distinct covariance Q.
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Figure 5-3: Simulation of z3(k) in the mashing process with constant ko = 0.011497, @ = 0.5
and different values for (.

state-space equation for z3(x) in 4-66. Since the dynamics evolve according to:

z3(k +1) = (z3(k) + w(k) (5-1)

When taking ¢ closer to 0, the influence of the noise term becomes less and less important,
since it is canceled out by the larger decrease to zero because of the (-term. Constructing
the times where the trajectories of 5-3 reach the threshold of 80%, the table 5-3 is obtained.
Of course, this results in the processing time for the specific realizations becoming closer to
the nominal processing time. The trade-off which need to be made is, in which way we want
to simulate the influence of the covariance of the process noise, with the influence of the
memory factor ¢, with as a goal it deviates from the prescribed processing times, but can still
be predicted quite well. Therefore, the trajectories need to be most familiar with the nominal
trajectory, to make accurate predictions, but deviations with respect to the nominal time. In
the section about predictions, this is much more elaborated.

To come up with the appropriate values for ko/by and ¢ for the simulation of the subsys-
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¢ Time(mDays)
0.99 12241
0.97 9702
0.95 7889
0.90 7460

Table 5-3: Threshold(>80%) arrival times with distinct memory factor .

tems, one more condition need to be added. Namely, the values of the ky/by can physically
never be less than zero. If we look at the case where @Q = 0.05. The values for the parameter
with noise are equal to kg + x3(k), as they can be observed in figure 5-4. It can be clearly
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Figure 5-4: Simulation of ky + z3(k) for @ = 0.05 and ¢ = 0.99.

noticed that the values of ky are often lower than 0, which is physically not feasible. To
come up with a boundary of the covariance such that kg will always have realistic values, we
take the covariance such that its standard deviation multiplied by 3 is never greater than the
value of ko, such that the probability is practically 0 that one of the values of w(k) is larger
than kg. There is still a very small probability that it occurs one of the values could become
larger than kg, but in this model we take that for granted, since the influence will be negligible.

The solution becomes to have the largest possible value for the covariance @, such that
ko remains more or less realistic and feasible, but thereafter tune the memory factor ¢ such

that the system still deviates in processing time, but is still quite nicely predictable. For the
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mashing tank 1, this is done by setting the covariance to:
o= %0, o2 =Q (5-2)

Tuning the variable ¢ the same as in figure 5-3, gives the value for ¢ = 0.9999. To give
an insight, 100 realizations are obtained ofr mashing tank 1 and put in figure 5-5. As can
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Figure 5-5: Monte-carlosimulations with n = 100 for state x5 (x)of mashing tank 1 with Q = %0
and ¢ = 0.9999. The dotted lines are the most extreme realizations where the threshold of 80%
is reached.

be observed, the realizations have a very nice clear behaviour in a smooth line without dis-
ruptions, but deviate in processing time with respect to the threshold value of 80%. For
the sharp eye, the process times to reach the threshold > 80% deviate from approximately
k = 5000 — 9000mDays, read kK = 5 — 9 with one outlier to approximately x = 12000mDays,
read £ = 12. The same procedure is continued for the processes of the second mashing tank,
and both the brewing tanks. For now, to conclude this paragraph, the parameters with re-
spect to processing times for the process of mashing and brewing are summarized in table 5-4.
Of course, the question arises if the behaviour of the brewing dynamics is not much different

Machine | Processing times ko/bo Q ¢
M, 7 0.011497 1.469-10~° 0.99990
M, 8 0.01006 8.884-10% 0.99970
M 6 0.026829 7.998-10~° 0.99991
M,y 5 0.032194 1.152:10~* 0.99992
Ms 1 - - -

Table 5-4: Parameters for the mashing and brewing process with distinct processing times per
machine.
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than the one from the mashing and therefore the behavioural aspects of the dynamics with
respect to the noise and memory factor is different. Fortunately, the behaviour is more or
less the same, such that the same procedure can be done as described for the mashing tank
above. As is already mentioned at the beginning of this chapter, the fermentation process is
considered to be constant, due to the fact minimizing the fastest outcome of the product of
machine 5, is the same as minimizing the starting time of machine 5.

Since the measurements do not influence the real obtained data, the simulations of the mea-
surements are not taken into account in this section. In the next section, realizations are
made for the measurements, since they are primarily needed for the estimations. The choice
for the covariance of the measurement noise R is also substantiated in the next section.

5-2-2 Estimations

In the previous section, the simulations of the subsystem are explained such that ’real’ simu-
lated data is gathered. In this section, the results are shown for the estimation for the specific
states using the system dynamics and measurements from the obtained simulated data. The
measurements are also contained with measurement noise. An extended Kalman filter is used
as is already explained in the previous chapter.

For each of the processes, the results are shown with respect to the difference of the real
process and the estimation. Especially important is the threshold point, where the estimated
state must be very close to the real state, such that if we know the estimations are passed
the threshold, the real systems will be more or less passed the threshold as well.

For the estimations, it is not only important what the process noise does to the system,
but also how pure the measurements are. In other words, what influence the measurement
noise contributes to the pureness of the estimations. In this paragraph, the same conclusions
can be drawn from 1 mashing tank to the other mashing and brewing tanks with respect to
the quality of the estimations, as the state-spaces of the mashing and brewing tank behave,
within a certain degree, the same. In chapter 3, the method for the extended Kalman filter
is discussed, where in the previous chapter the matrices are already obtained. Now by just
filling the values into the algorithm and updating per prediction and correction step receiving
the data y(k) from each of the subsystems, the estimations are derived.

First a general result is given from all the 3 states for mashing tank 1 when applying a
certain process noise and measurement noise over the system. To begin, a deviation is made
regarding the process noise where 3 cases are proposed, taken into account equation 5-2 and
taking a seed such that the noise sequences behave the same. For all three cases the value
¢ = 0.99 is chosen, and the measurement noise covariance has the value R = 0.1. For the
process noise:

Q =0.005, Q=005 Q=05 (5-3)

In the next figures respectively the estimations and real data of the simulations of the 3 states
of the mashing process are shown. For all the 3 values of the covariance of the process noise,
the estimations are working very well. The trajectories are almost perfectly aligned with the
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Figure 5-6: Estimations compared with the real data of the state x1(x) with deviating process
noise covariance Q.

trajectories of the real data such that they are barely recognizable in the figures. Note that
the time-axis of each of the three figures 5-6, 5-7 and 5-8 are different. Now looking at the
last state x3(x) containing all the noise in figure 5-8, it can be observed that the estimations
for the 3 cases work quite well, but get a larger off-set when the time increases. A possible
explanation for this behaviour is that the system its response from the process noise encoun-
tered is negligible when the time increases. This is caused by the state x1(x) becoming almost
or approximately 0. Therefore the term in equation 4-66, (Tsaqnx3(k)z1(kK)), also becomes 0.
By taking only the measurements from x;(k) it becomes impossible to estimate x3(x) from
the term (Tsaqx3(k)x1(K)), since this last term is 0 and the influence of x3(x) to this term is
therefore nihil. Therefore taking the process noise either 0, or some other value close to 0, will
not give a deviation in the measurements such that the process noise in z3(x) can be certified.

In the above conclusion about the inability of estimating the state x3(x) when time increases,
a link can be made to one of the key features for the estimations, the measurements. The
measurements are only taken from state x1(x) in the defined state-spaces. Of interest is of
course to see the response and estimation of the extended Kalman filter when making the
measurements less pure. In other words, apply measurement noise with a higher covariance
R. Taking the value of the process noise constant at the largest noise case Q = 0.5, the
measurement noise is deviated with the following values:

R=0.1, R=1 R=10; (5-4)
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Figure 5-7: Estimations compared with the real data of the state x2(x) with deviating process
noise covariance Q.

The next figures show the estimation of the threshold state x5(x) and the measurements y(x)
of the three specific covariance for the measurement noise. The figures are shown in figures
5-9 and 5-10. As always for the comparison, the noise sequences are seeded.  Obviously
the measurements become very noisy with an increasing covariance R, as can be observed
in figure 5-9. However, the estimations in figure 5-10 are not influenced by it that much,
and still follow the real simulated data quite nice. Of course if you zoom in, the differences
become significant, but the overal estimations still follow the real simulated data remarkably
nice.

Thereafter, it is nice to observe what the system does with the assigned values of the co-
variance of the process noise and memory factor to the subsystems described in the previous
section about simulations. The same procedure is done, only this time the difference from
the real obtained datapoint for the threshold >80% is compared. Since the estimations in a
figure are very hard to tell apart, the difference of the estimation with respect to the threshold
point is given in table 5-5. As can be concluded, the value of the threshold point reached for

R=01 R=1 R=I0
22(F)weal | 7051 7051 7051
2o(K)est | 7053 7069 7110

Table 5-5: Comparison of the theshold point >80% reached in mDays for the real simulated
data and the estimations.
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Figure 5-8: Estimations of the state x3(k) compared with the real data with deviating process
noise covariance Q. In consecutive order from Q = 0.005, to the second image @ = 0.05, to the
third image @ = 0.5.

the estimations floats away as the measurements become less pure. Of course, that is logical,
since the estimations of the processes become less accurate when the measurements become
more noisy, as is already shown in figure 5-10. Since the estimated threshold point are the
only data known in a realistic situation, the measurement noise is chosen to be very small,
such that the sensors are very reliable. A more commonly used value for the covariance of the
measurement noise is R = 0.1 as this value will also be used in this thesis for the covariance
of the measurement noise.

To ultimately finish the estimation process, one more thing has to be noticed. For the pre-
diction in the next section, accurate estimation are needed for all the 3 states. For the first
2 states, the estimations are very nice, for the third state however, estimations become less
and less accurate when the measurements are too noisy. The estimation still follow the trend
of the real simulated value of x3(k) up to a certain time. The off-set can also be seen when
time increases and is prabably caused by the reason already mentioned above. Namely, the
value of x;(k) coming closer and closer to 0, makes it harder to estimate the correct value
since the influence of the state z3(k) to the measurable state x1(x) becomes lesser. However,
even in the beginning, the estimations are not so pure. Taking almost perfect measurements
such that the value of R = 0.0001, the figure 5-12 is obtained. It can be observed that the
estimation in figure 5-12 is much better and has a much lesser off-set than the estimation in
figure 5-11, also when time increases. The point to be made by showing these 2 figures, is the
reliability of the predictions in the next section, with the chosen value for R as the covariance
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Figure 5-9: Influence of increasing covariance of the measurement noise R on the measurements
y(k) of x1(k) with covariance of the process noise as ) = 0.5. The first image R = 0.1, the
second image R = 1 and the third image R = 10.

of the measurement noise. The purer the measurements, i.e. the smaller value for R, the
better all the states including x3(k) get better estimates. As a result, the predictions with
these better estimated states become more reliable. The question which will be answered in
the next section is how reliable the predictions are when taking the values for the covariance
of the process and measurement noise as in table 5-4 and R = 0.1.

5-2-3 Predictions

In the previous chapter is explained that the estimations do not deviate too much from the
real system, and thus the estimated threshold point can be considered as the real threshold
point. Of course, there is no other choice, since the only data we can obtain from zs(k) is
from the virtual sensor of zo(k), i.e. the estimated values of x2(k). In this section, the results
for the predictions of some realizations are given to make conclusions about the reliability
and behaviour of the predictions.

The problem encountered will be if the predictions are reliable enough, and more specific,
convert to the real end time of the process. In other words, the scheduler can not do anything
with a prediction which is chattering around the prescribed process end-time. For instance,
when having mashing tank 1, with a process time of p; = 7, predictions are not very useful
if they are chattering largely around the value of k = 7. If the predicted value at x = 3 is
p1 = 8.5 but a moment later at k = 4 the predicted value becomes p; = 6, the scheduler can
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Figure 5-10: Influence of increasing covariance of the measurement noise R on the estimations
of x5(k) with covariance of the process noise as @ = 0.5. The first image R = 0.1, the second
image R =1 and the third image R = 10.
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Figure 5-11: Comparison of the estimation and real simulated data of z3(x). The real model
parameters are used with covariance of the measurement noise as R = 0.1.
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Figure 5-12: Comparison of the estimation and real simulated data of z3(x). The real model
parameters are used with covariance of the measurement noise as R = 0.0001.

not make a useful logical update. A preferable situation will be if the predictions become
more certain when time increases, and convert to the endtime.

First the results of the general approach are shown. Essentially, it comes down to esti-
mating the 3 states of the subsystems, and continue filling in the value in the state space of
this estimated 3 states without the noise. Or, with the expectation of the noise, but since
the noise is considered to be zero-mean white noise, the expectation equals 0 such that the
noise can be left out of the state-space when predicting the system. Hopefully, predicting
the states at kK = 1, gives a less accurate prediction, than predicting the states at k = 4 for
instance, since less of the estimated data is known at the earlier time-instances. In figures
5-13 and 5-14, the approach is nicely illustrated. First of all, it can be concluded again,
the estimations work almost perfectly since the red and the green line are perfectly aligned
on each other. The red line is considered as the estimations of the real data up till the time
the data is known. Afterwards, the prediction in blue 'takes over’ the red line. For the sharp
eye it can be observed that the blue line comes closer to the green line when time increases
comparing the figures 5-13 and 5-14. Specifically looking at the threshold point of >80%,
it also becomes closer. Since it is a little bit hard to observe if from the graph, the next
table 5-6 will show the results in a more organized way. The behaviour in table 5-6 is a nice

k=1 k=2 kK=3 K=4 K=5 K=6 K=T7 K=28
Prediction reaches threshold point | 6.80 5.69 6.56 6.33 6.11 6.01 6.01 6.01
Real data reaches threshold point | 6.01 6.01 6.01 6.01 6.01 6.01 6.01 6.01

Table 5-6: Comparison of the predicted threshold time reached with the real threshold time
reached for increasing k.
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Figure 5-13: Prediction at time x = 1(k = 1000mDays) for mashing tank 1. In red the estimation
up till time k = 1, in green the real simulated data of the system, in blue the prediction upward
from k= 1.
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Figure 5-14: Prediction at time k = 4(k = 4000mDays) for mashing tank 1. In red the estimation

up till time k = 4, in yellow the real simulated data of the system, in blue the prediction upward
of Kk = 4.
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result. As can be seen the prediction its trend is already at the beginning going down with
respect to the prescribed process time of p; = 7, and converts after the time goes passed
to the time-instance where the real data meats the threshold point. After the time-index
reaches the process time, of course the predicted time will be equal to the estimated time
of the threshold point, since the data up till the end-time of the process is received. This is
only one realization, thus any hard conclusions can not be drawn. Therefore a montecarlo
simulation with n = 10 is done for each of the individual subsystems for a trend be observed.

In the following tables each of the processes is ran 10 times, where the predictions from
discrete time-instant k = 0 are given up till K = 12. With the process times and uncertainties
somehow known, it is not most likely one of the process times reaches above the k = 12. The
prediction are rounded up to 1 decimal, also for the realization in the schedule. These round-
ings are made such that the process times not become to cluttered. In tables 5-7. 5-8, 5-9 and
5-10 the 10 realizations are shown for the 4 machines with deviating processing times. For
k = 0, the initial point, of course the processing times are all equal to the nominal processing
times.  As can be observed, almost all realizations convert with the predictions to the real

Realization | Ultimate p1 | k=0 k=1 k=2 k=3 k=4 k=5 KkK=6 K=7 K=8 kK=9 kK=10 k=11 k=12
1 6.60 700 650 6.60 6.50 6.50 680 6.70 6.60 6.60 6.60 6.60 6.60 6.60
2 9.20 700 830 890 870 850 840 9.20 940 930 9.10 9.20 9.20 9.20
3 7.40 700 700 720 730 770 790 740 740 740 740 7.40 7.40 7.40
4 6.30 700 6.60 630 620 6.60 640 630 6.30 6.30 6.30 6.30 6.30 6.30
5 7.50 700 700 690 6.60 670 720 740 7.50 7.50  7.50 7.50 7.50 7.50
6 7.70 700 680 650 690 730 770 7.70 7.70 7.70  7.70 7.70 7.70 7.70
7 6.10 700 640 640 6.00 6.00 6.00 6.00 6.10 6.10 6.10 6.10 6.10 6.10
8 7.70 700 800 750 7.80 830 790 7.90 7.60 7.70 7.70 7.70 7.70 7.70
9 9.70 700 750 7.60 800 830 850 9.60 10.20 10.00 9.80 9.70 9.70 9.70
10 5.80 700 640 640 6.10 590 590 580 5.80 580 5.80 5.80 5.80 5.80

Table 5-7: 10 realizations of predictions made per discrete time-instance « for the process in
machine 1.

Realization | Ultimate po | k=0 k=1 k=2 k=3 k=4 k=5 kK=6 kK=T7 kK=8 kK=9 k=10 k=11 k=12
1 8.50 8.00 7.90  8.10 8.20  8.10 8.50 8.60  8.60 8.60  8.50 8.50 8.50 8.50
2 9.50 8.00 8.10  8.00 8.40  8.30 8.70 9.00  9.30 9.40  9.50 9.50 9.50 9.50
3 6.90 8.00 8.20  8.40 7.80 7.20 7.20 7.00  6.90 6.90  6.90 6.90 6.90 6.90
4 7.90 8.00 8.30  8.10 8.30  8.20 8.00 8.00 7.90 7.90 7.90 7.90 7.90 7.90
5 10.90 8.00 8.20  8.70 8.90  9.00 9.60 9.70 9.80 10.50 10.40 10.80 10.90 10.90
6 7.40 8.00 7.80 7.80 7.80 7.60 7.50 7.40 7.40 7.40 7.40 7.40 7.40 7.40
7 8.20 8.00 8.00 7.90 8.40  8.20 8.10 8.30 8.20 8.20  8.20 8.20 8.20 8.20
8 8.80 8.00 8.10  8.10 8.70  8.70 8.90 8.60  8.70 8.70  8.80 8.80 8.80 8.80
9 7.40 8.00 7.80 7.50 7.80 7.60 7.60 7.50 7.50 7.40 7.40 7.40 7.40 7.40
10 7.30 8.00 7.70 7.50 7.20 7.40 7.20 7.30 7.20 7.30 7.30 7.30 7.30 7.30

Table 5-8: 10 realizations of predictions made per discrete time-instance k for the process in
machine 2.

ultimate value of the processing time realization. Some realizations have some chattering in
between but 2-3 time-units before the ultimate value of the process time, it already is very
near to the ultimate process time. In other words, when coming closer to the real endtime of
the process with respect to the discrete-time counter s, the system becomes closer and closer
to the real ultimate value. Furthermore, it is nice to observe the processing times where the
ultimate value has a high difference from the nominal value, this can be recognized relatively
quite fast. For instance, when looking at realization 5 in 5-8, the processing time becomes
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Realization | Ultimate ps | k=0 k=1 k=2 k=3 kK=4 kK=5 K=06 k=T k=8 K=9 k=10 k=11 k=12
1 5.30 6.00 6.80 6.10 560 550 530 530 530 530 5.30 5.30 5.30 5.30
2 7.50 6.00 650 740 800 730 790 7.8 750 750 @ 7.50 7.50 7.50 7.50
3 5.60 6.00 580 580 570 570 5.60 5.60 560 560 5.60 5.60 5.60 5.60
4 6.10 6.00 620 630 650 630 620 6.10 6.10 6.10 6.10 6.10 6.10 6.10
5 5.30 6.00 6.00 570 540 530 540 530 530 530 5.30 5.30 5.30 5.30
6 5.20 6.00 580 590 540 520 520 520 520 520 5.20 5.20 5.20 5.20
7 8.60 6.00 6.70 7.50 890 860 840 840 850 870 8.60 8.60 8.60 8.60
8 5.70 6.00 5.60 570 560 550 5.60 570 570 570 5.70 5.70 5.70 5.70
9 4.90 6.00 550 510 480 490 490 490 490 490 4.90 4.90 4.90 4.90
10 6.30 6.00 6.00 580 620 630 630 630 630 630 6.30 6.30 6.30 6.30

Table 5-9: 10 realizations of predictions made per discrete time-instance x for the process in

machine 3.

Realization | Ultimate py | k=0 k=1 k=2 k=3 kK=4 kK=5 K=06 k=7 k=8 K=9 k=10 k=11 k=12
1 4.30 500 460 430 430 430 430 430 430 430 4.30 4.30 4.30 4.30
2 3.80 500 440 380 390 3.8 380 380 380 3.80 3.80 3.80 3.80 3.80
3 6.50 500 560 630 6.10 6.40 640 6.60 6.50 6.50  6.50 6.50 6.50 6.50
4 5.40 500 510 510 490 520 540 540 540 5.40  5.40 5.40 5.40 5.40
5 6.50 500 570 6.00 6.50 590 640 6.50 6.50 6.50  6.50 6.50 6.50 6.50
6 4.30 500 5.00 4.60 440 430 430 430 430 430 4.30 4.30 4.30 4.30
7 5.80 500 520 570 570 570 580 580 5.80 580 5.80 5.80 5.80 5.80
8 4.70 500 440 470 5.00 480 470 470 470 4.70 4.70 4.70 4.70 4.70
9 5.20 500 520 550 520 520 530 520 520 520 520 5.20 5.20 5.20
10 4.30 500 4.60 420 420 430 430 430 430 430 4.30 4.30 4.30 4.30

Table 5-10: 10 realizations of predictions made per discrete time-instance « for the process in
machine 4.

10.90. It can already be observed at discrete time-instant x = 5 this value becomes closer to
10. Of course this is useful for the scheduler, since it will most likely update when processing
times have largely deviating values from the nominal processing times.

The above predictions are used in various ways for the upcoming schedulers. Since there
will be 2 schedulers discussed with updating processing times, it will be shortly explained
how the same kind of method is used in the updated schedulers. For the cyclic update be-
haviour per cycle k, the time-updates per discrete time-counter  are not available. Therefore
per cycle, the values in the column for "Ultimate p;" for ¢ = 1,..,4 are used in the tables.
For the time-updated scheduler, the values are used from x = 0 up till the ceiled value of the
ultimate processing times. In other words, when for example in machine 1 the processing time
is p1 = 6.60 the values are used up till kK = 7 since at Kk = 7, all data became available such
that the most accurate prediction is made, i.e. the estimation. Note that all the prediction
are now done perfectly timed in an integer range where time-step « is done per time-unit, but
in the real system this is not necessarily the case. For instance, when taking route/mode 1
through machines 1 and 3. If machine 1 takes as an example p; = 6.60 to finish the process,
the process in machine 3 starts at k = 6.60. When arriving at the discrete time-counter
k =T, the prediction became an estimation for the process in machine 1, but for the process
in machine 3, a prediction can be made with the measurements up till kK = 7. Since the
process started at k = 6.60, over the time passed dx = 0.4 measurements are obtained and a
prediction can be made.
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5-3 Scheduler

In the sections above, the simulations, estimations and predictions are made for the system.
In this part of the report, the results for the scheduler are shown. The section is divided
into 3 subsections. The statical scheduler, in which the initial optimization is discussed.
The dynamical scheduler with respect to the cycle/job k, where the schedule is updated per
cycle/job k. And at last the dynamical scheduler with respect to the discrete time-counter x,
in which the scheduler is optimized every time step.

5-3-1 Statical case

In the statical case, the scheduler is optimized with respect to all the initial values. First
the scheduler is considered in which only routing takes place. Afterwards the scheduler is
obtained in which routing and ordering take place to observe possible differences. The stat-
ical scheduler is also obtained for the comparison with the cases discussed below, though
then with the implemented adjusted times of the subsystems. The input u(k) for all the
schedulers in this thesis, also the dynamical ones, is taken as 0 for all k. In the cost function
therefore from 4-12, it can be left out. The first reason to leave out the input, is to make
sure differences in the schedule are not related to a too late incoming input batch, when the
input is given beforehand. The second reason, is that if the input is made as a variable as
well, the algorithm becomes computationally too complicated, where as a results, the opti-
mizations take too long. The input is then considered as a non-binary variable namely. As a
third reason, in a realistic way, input time-instances are not very likely to be chosen or tuned
precisely, more to be filled in according to deliveries of other parties which in general can not
be chosen exactly beforehand. In other words, one chooses a delivery of specific resource, but
the delivery can only be chosen to a specific time-span, such that it is not freely tunable.

In the routing case, the cycles need to be scheduled after one another for all jobs. This
means the jobs in machine 5, since they all need to undergo machine 5, will be processed in
consecutive order in which they started at the beginning of the process. Note that the mod-
elling of this kind of schedulers is not preferable, since if job 1 has a very significant delay, all
jobs need to wait for job 1 to come to machine 5. The schedule is shown in figure 5-15. As
can be observed nicely, all the jobs start as soon as the previous process in the specific job
is finised. In other words, all the individual jobs, each coloured block, starts in the distinct
machine precisely after the same coloured block in another machine is done. It can also be
observed that the machines 1 and 2 are constantly working. The modes/routes and endtimes
of each of the jobs is summarized in table 5-11. The sum of the end-times, i.e. the value of
the cost function, is equal to FVAL = 202.

Cycle/job 1 2 3 4 5 6 7 8
Modes/routes 2 3 1 4 1 4 1 4
Endtime 13.00 15.00 21.00 22.00 28.00 30.00 35.00 38.00

Table 5-11: Table of the routes chosen per job and the endtime per job for the statical scheduler
when only routing is allowed.
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Figure 5-15: GANTT chart for the scheduler when only routing of the jobs is considered. On
the y-axis the bottom level machine M; to the top level machine Ms5.

For the next figure, the statical scheduler is shown with ordering involved. Essentially order-
ing in a statical way will not influence the outcome that much, since the routing already took
care of the minimal outcome of the jobs after one another and therefore still needs to assign
the jobs to a specific cycle. In other words, it could assign job 3 to go route 3, and job 4 to
go route 4, but also job 3 to go route 4 and job 4 to go route 3, such that ordering already
occurs a little bit in the routing scheduler. The only thing the ordering process could add, is
that job 3 is chosen to have route 3, job 4 chosen to have route 4, but the process in machine
5 in job 4 goes before the process in machine 5 of jobs 3. The results for the GANTT-chart
of the statical scheduler with the ordering in machine 5 involved is shown in figure 5-16. The
modes and endtimes for the case of the statical scheduler with ordering involved are shown
in table 5-12. It can be observed ordering takes place in a lot of jobs since the endtimes of

Cycle/job 1 2 3 4 5 6 7 8
Modes/routes 3 3 2 3 2 2 3 2
Endtime 15.00 23.00 13.00 31.00 20.00 27.00 39.00 34.00

Table 5-12: Table of the routes chosen per job and the endtime per job for the statical scheduler
when routing and ordering is allowed.

jobs in future cycles are before the endtimes of jobs in previous cycles, this could never be
the case in the routing example. The sum of the endtimes however is equal to }__,; = 202
and exactly the same as the routing case. This is reasonable, since the routing process can
order its processes at the beginning of the optimizations since the routes are not yet assigned
to each of the jobs. Though, note that this also means not a unique solution exists to the
most optimal initial schedule.

The optimality or benefits from the statical scheduler can be discussed by assigning ran-
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Figure 5-16: GANTT chart for the scheduler routing and ordering of the jobs is considered. On

the y-axis the bottom level machine M to the top level machine 5 Ms5.

dom modes to the statical scheduler, and let it simulate itself with the constraints discussed
in the methods section. The results of a montecarlo-simulation with n = 100 for the value of
the cost-function are shown in figure 5-17. As can be observed the results are much higher

350

Sum of endtimes of all jobs(Days)
@
g
I

0 10 20 30 40 50 60 70 80 90 100
Simulation number

Figure 5-17: Monte-carlosimulation for n=100 of random modes assigned to the optimization
algorithm.

than the sum of the optimized schedule, no matter the routing or ordering case, where the sum
of the endtimes was equal to > ,,,; = 202. To mathematically substantiate this conclusion,

the mean and standard deviation of the randomly assigned route variables are calculated of
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figure 5-17. These are equal to p(Y 0%41) = 249.71 and o (X %4!) = 28.5. Of course we can
repeat the process for a larger number of simulations, but as we will see, this gives the same
results of a large difference from the optimal value of the schedule 3", ; = 202. For the next
paragraphs, the statical scheduler is taken as a comparison for the dynamical cases to observe

the improvements and benefits.

5-3-2 Dynamical case - Event-based update £

The dynamical case with respect to the cycle k£ will update the schedule by receiving new infor-
mation every cycle it increases. The cases discussed are of disruption, certain cycle-instances
where the process time of one of the processes increases dramatically, and disturbances, the
process times are updated by the adjusted process time due to the uncertainties of noise as
is discussed in the chapter about the subsystems. For better conclusions to make, the distur-
bance cases are subdivided into 3 approaches. In the first approach, only machine 1 and 2 are
subjected to deviating processing times. In the second approach, only machine 3 and 4 are
subjected to deviating processing times. At last, all machines except machine 5 are subjected
to deviating processing times.

Disruptions

In this case, a certain mode is chosen, whereafter it happens that in this specific route, one
of the machines encounters problems where the process time increases dramatically. The
point of this case, is to show how the scheduler can adapt to certain drastical changes in the
process time. For the first scenario, machine 4 is chosen to have process times p4(k) = 35 for
k = 1,2. The scheduler receives this new information, when the route is already chosen for
this mode. In other words, if ps(k) = 35 for k = 1 the scheduler receives this information at
cycle-instant k = 2. In figure 5-18 the GANTT-chart is shown for the optimal schedule where
the optimization is done at cycle-instant £ = 1. Now if we go one step further in the process,
at k = 2, the scheduler gets information about the process time in machine 4 being p4(1) = 35
for cycle k = 1. Of course, the scheduler changes the routes of the upcoming jobs to not go
through machine 4 anymore, since the starting time has to be larger than the endtime of
the job 1 in machine 4, which has a process time of 35. For that reason the process time of
p4(2) = 35 is not encountered in the model since the second job, job 2, will not be routed on
a route through machine 4. As can be observed brilliantly in figure 5-19 the schedule adapts
to the sake of the process time of machine 54 being p4(1) = 35. If you look at job 1, clearly
it has a much larger stroke in the machine 4 in figure 5-19. The result is that the total jobs
taking place in machine 4 decreased from 5 to 2, and the total jobs take place in machine
3 increased from 3 to 6. Furthermore if we look at the starting time of job 1 in machine 5,
we see in figure 5-18 there are no jobs before job 1, while in figure 5-19 we can observe 5
jobs in front of job 1 in machine 5, where it can be concluded the adaptive behaviour of the
scheduler does function, also with respect to the ordering. To compare the results in terms
of the cost function, the sum of the end-times is calculated, for the adjusted case with the
updated process times, and the case where the schedule is following the initial routing and
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Figure 5-18: GANTT-chart of the initial schedule, where the scheduler does not yet know
p4(1) = 35. The initial schedule is based on the optimization when the scheduler is in cycle
kE=1.
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Figure 5-19: GANT T-chart of the updated schedule at cycle-instant k = 2 with updated infor-
mation of process time p4(1) = 35

ordering with the updated process times:

Situation 1 for initial schedule with updated process times Z;V:”O y(k+7) =372
(5-5)
Situation 2 for updated schedule with updated process times Z;V:po y(k +7) =230

In the results above it is nicely observed how the schedule can adapt with the benefit of the
model becoming less late when minimizing over the cost function, i.e. all jobs need to be
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finished as soon as possible.

To conclude this paragraph, one more example is shown to observe one of the disadvan-
tages of the approach of updating the scheduler with respect to cycle k. In figure 5-20, the
initial schedule is shown again. Now, we apply a drastical change in process time of p; (k) = 35
for cycle k = 6. Of course the schedule wants to update and avoid loss of time due to the
drastically changed process time of machine 1. However, the information about this drasti-

Machines active
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Time(Days)

Figure 5-20: GANTT chart of the initial schedule where it is not yet known p4(10) = 35.
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Figure 5-21: GANTT chart of the addaptive schedule where p,(10) = 35 is known.
cally changed process time, comes in after the nominal endtime of the original process. When
looking at job 6 the green block in machine 1 in figure 5-20, the nominal endtime(the end

of the green block in machine 1) is at k = 28. At k = 28 we know that the process takes a
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lot longer, such that we can adapt the schedule. If we now look at job 7 the purple block in
5-20, it starts at k = 25 in machine 2, thus it is already started before job 6 the green block
in machine 1 is nominally finished. If we now look at the updated schedule in 5-21, we can
observe the starting time of job 7 the purple block in machine 2, has been shifted to the left
where it starts at k = 24. This is however never realistically possible, since it has already
been started at x = 25 before the nominal endtime of job 6 in machine 1 at x = 33. The
schedule has updated itself in the past. For that reason, cyclic updated behaviour is often not
realistic, due to processes within the cycle have been already started with respect to time,
and are therefore fixed. This conclusion opens way for the time-updated schedule, in which
processes in each cycle are fixed with respect to time, instead of all processes are fixed with
respect to the cycle they are in.

Disturbances - Machine ) and M

This is the first approach when having disturbances into the system. In the next cases, In
figures 5-22 and 5-23 the results are shown. In figure 5-22 the results are shown for the initial
scheduler with fixed order and routing but with updated processing times. This looks rather
weird, for instance, when looking at the empty space in machine 5 for job 6, the green block,
when noting that this job has already finished in machine 4. This is the reason why the
updated scheduler can have a beneficial effect. It can be observed clearly, job 7, the job in
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Figure 5-22: GANTT chart of the initial schedule with fixed routing and ordering but updated
process times.

light blue, is having a tough time in machine 2. The bar in machine 2 is much longer than
the other bars. However, in figure 5-22 it can be observed that the green block, job 6, is
initially ordered after the light blue block, job 7, in machine 5. Therefore it has to wait for
job 7 to be finished in machine 5. Furthermore, job 8, the purple block, is scheduled after
job 7 in machine 2 as can be also observed in 5-22, while it could already start in machine 1.
The ordering between job 6 and 7 in machine 5, as well as the routing of job 8 to machine
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Figure 5-23: Final schedule for the first approach with respect to the cyclic updated scheduler
in which only machine 1 and 2 have deviating proccessing times.

1 instead of machine 2, can be observed in the updated schedule. The updates of the modes
can be observed in table 5-13. Furthermore, the realization of the ultimate process times per
cycle/job k are given in table 5-14. In the beginning of this chapter, it is briefly discussed

1) 0(2) €3) (4 5) 66) 1) £(8)
3 4 1 2 2 4
3 2 3 2 2 2

Routes at initial schedule k = 1
Routes at updated schedule £ = 8

2 3
2 3

Table 5-13: Initial routes chosen by the scheduler versus the final routes chosen by the scheduler.

p1(k) | pa(k)
6.20 | 8.00
7.00 | 7.90
7.90 | 8.00
7.00 | 7.40
7.90 | 8.00
6.40 | 8.00
7.00 | 13.80
7.00 | 8.00

Table 5-14: Updated process times for the processes of machine 1 and 2.

how the scheduler should be compared. Now, the comparison is a lot more elaborated by
the sake of some tables. In table 5-15 the differences between the updated process times
and nominal process times are given. The updated processing times are only given for the
routes the updated scheduler has been through, because it only starts a realization when the
job/cycle is started in a specific machine and the scheduler is already passed it in its cyclic
update. The numbers in bold given in table 5-15 are the ones the machines go through with
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pi1(k) —p1 | pa(k) —po

-0.80 0

0 -0.10
0.90 0

0 -0.60
0.90 0
-0.60 0

0 5.80
0 0

S| 1040 510

Table 5-15: Differences between the updated ultimate process times with respect to the nominal
process times. The routes taken by the final scheduler in bold.

the routing of the final schedule. Note that machines 3 and 4 are not obtained in this table
since they do not deviate in process times in the first approach. Also, the last machine does
not have an update, since at k£ = 8 the schedule is already fixed and it would not have a better
outcome to the adaptive behaviour of the scheduler when also updating with respect to k = 9
since the schedule is already fixed at £k = 8. Now we want to compare the results above with
the routes taken by the initial schedule such that we can quantify what gains/losses the final
scheduled got with the updated schedule with respect to the process times. In table 5-16 the
numbers in bold are the routes taken by the initial scheduler. Note that the routes which are
taken by the initial schedule but not by the updated schedule, are given with the nominal
process times. Comparing the gains losses of the final schedule with the initial schedule now

p1(k) —p1 | pa(k) — p2

-0.80 0

0 -0.10
0.90 0

0 -0.60
0.90 0
-0.60 0

0 5.80
0 0

S 2050 5.70

Table 5-16: Differences between the updated ultimate process times with respect to the nominal
process times. The routes taken by the initial scheduler in bold.

is just simply adding up the sums of the deviations of processing times with respect to the
nominal processing times. For the initial schedule this is »,; ,,; = —0.50 + 5.70 = +5.20 and
for the final schedule this is ;,;,; = +0.40 + 5.10 = +5.50. It can now be concluded that
only due to the process times, the final scheduler will take > g, = +5.50 — 5.20 = +0.30
longer. If we now look at the value of the cost function, the sum of the endtimes of all jobs,
the final schedule even with longer sums of process times, does descrease the sum of endtimes
of all jobs, as can be shown in table 5-17.
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FVAL | > 4ir | FVALpew
Initial schedule | 206.90 | +0.30 207.20
Updated schedule | 201.50 | 40.30 201.50

Table 5-17: Value of the cost function, the sum of endtimes of all jobs, for the initial schedule
and the final schedule.

FVAL | 3 4y | FVALnew
Initial schedule(1) | 206.40 | +2.90 | 209.30
Updated schedule(1) | 203.80 | +2.90 | 203.80
Initial schedule(2) | 189.60 | -1.50 188.10
Updated schedule(2) | 187.80 | -1.50 187.80
Initial schedule(3) 199.70 | +0.80 200.50
Updated schedule(3) | 197.00 | +0.80 197.00
Initial schedule(4) | 195.30 | +1.70 197.00
Updated schedule(4) | 194.30 | +1.70 | 194.30
Initial schedule(5) | 188.60 | -0.40 188.20
Updated schedule(5) | 188.30 | -0.40 188.30
Initial schedule(6) | 192.30 | -3.00 189.30
Updated schedule(6) | 184.10 | -3.09 184.10

Table 5-18: 6 realizations of the updated scheduler with machine 1 and 2 deviating and the cost
function for the initial schedule versus the final schedule shown.

By repeating the steps for 6 realizations, we can observe what is the trend or effect from
the updated scheduler. The results are shown in table 5-18. What we carefully observe, is
that the updated schedule has a beneficial effect for the cyclic updated scheduler when only
machines 1 and 2 are obtained to deviating processing times, but just for only a few time-
units. However, in realization 5, it can be observed the initial schedule has a better outcome
than the final schedule. The most suitable explanation, is that it could occur when a system
switches to another route for a specific job, afterwards the realization is made and turned
out to be better for the non-updated schedule. The updated schedule can not switch back
anymore, and therefore has a higher cost.

Disturbances - Machine )3 and My

To continue the cyclic updated behaviour, the second approach is discussed, where only ma-
chines 3 and 4 are subjected to deviating processing times. The approach for the analysis
of this approach is quite the same as for the first approach where machines 1 and 2 have
deviating processing times.

In figure 5-24 and 5-25 the results are shown for the initial scheduler with updated process
time, and the updated schedule with updates per cycle k. It can be observed, the scheduler
updated with respect to its routes for each of the jobs. It seems the scheduler rescheduled
when observing job 2, the gray block is taking a little bit longer than expected in machine 3.
This is caused due to the fact in figure 5-24 the orange block, job 4, after the gray block, job
2, in machine 3 will cause the orange block in machine 5 to be delayed. If the orange block
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in machine 5 is delayed, it can be observed in figure 5-24 the red block, job 3, need to wait
in machine 5 while it is already finished in machine 4, this means timeloss. It is solved by
replacing job 4, the orange block in machine 3 by job 3 the red block as can be observed in
5-25. To do this, job 5, the yellow block, is rescheduled in front of job 3, the red block, in
machine 4 as can be concluded when comparing 5-24 and 5-25. Note that the yellow block,
job 5, can be seen as shifting itself in front of the red and orange block, respectively job 3 and
4, when comparing the figures. However, one could ask themselves, why not make the yellow
block in figure 5-25 the orange block, since the update is made at kK = 2 as can be observed
since job 3, the red block is changed from its route. This is only possible when the job is not
yet passed, i.e. the mode changed at k = 2. This is simply explained that for the optimization
it does not matter at a specific cycle-instant k since the value of the cost function will be
the same. Though, it is preferable to have the jobs in a chronological order, since they are
updated in consecutive order. This is something to look at in further research. To compare

Machines active
w
T

0 5 10 15 20 25 30 35 40
Time(Days)

Figure 5-24: GANTT chart of the initial schedule with fixed routing and ordering but updated
process times.

1) 02) (B3) (4 B) 66) 1) (8)
3 4 2 2 3
3 3 2 2 2

Routes at initial schedule k = 1
Routes at updated schedule £ = 8

NI )

1 4
3 4

Table 5-19: Initial routes chosen by the scheduler versus the final routes chosen by the scheduler.

the results, the same procedure is done as in the approach previously described for deviating
process times with respect to machine 1 and 2. The mode changes are given in table 5-19.
In tables 5-20 and 5-21 the values for the updated process times and the differences of the
updated process times with the nominal process times are given. To compare one another,
we make the same approach as previously done for the previous approach. If we repeat the
same procedure we can come up with >, ,,; = —0.50 — 1.80 = —2.30 for the final scheduler
compared with », ,.; = +0.80 — 1.10 = —0.30 for the initial schedule such that only due to
the process times 34 s = —2.30 — (=0.30) = —2.00 the final schedule is already 2 time-units
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Figure 5-25: Final schedule for the second approach with respect to the cyclic updated scheduler
in which only machine 3 and 4 have deviating processing times.

ps3(k) | pa(k)
6.00 | 5.30
7.10 | 5.00
4.70 | 5.00
5.70 | 5.00
6.00 | 4.40
6.00 | 4.20
6.00 | 4.30
6.00 | 5.00

Table 5-20: Updated process times for the processes of machine 3 and 4.

p3(k) — p3 | pa(k) — pa
0 0.30
1.10 0
-1.30 0
-0.30 0
0 -0.60
0 -0.80
0 -0.70
0 0
S 2050 180

Table 5-21: Differences between the updated ultimate process times with respect to the nominal
process times. The routes taken by the final scheduler in bold.

faster. Summarizing the results in table 5-23. We can now retrieve that the updated sched-
ule with respect to the initial schedule gaines 2 time-units when looking at the sum of the
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p3(k) —p3 | pa(k) —pa
0 0.30
1.10 0
-1.30 0
-0.30 0
0 -0.60
0 -0.80
0 -0.70
0 0
S| 1080 110

Table 5-22: Differences between the updated ultimate process times with respect to the nominal
process times. The routes taken by the initial schedule in bold.

FVAL Edif FVALnew
Initial schedule | 194.50 | -2.00 192.50
Updated schedule | 190.80 | -2.00 190.80

Table 5-23: Value of the cost function, the sum of endtimes of all jobs, for the initial schedule
and the final schedule.

end-times of all jobs when only deviating the process times of machine 3 and 4. If we repeat
this procedure for 6 realizations we get the values presented in table 5-24. When looking at

FVAL | Y | FVALpew
Initial schedule(1) 197.00 | +2.10 199.10
Updated schedule(1) | 195.40 | +2.10 | 195.40
Initial schedule(2) | 197.10 | +0.80 | 197.90
Updated schedule(2) | 195.60 | +0.80 | 195.60
Initial schedule(3) | 211.70 | +1.60 | 213.30
Updated schedule(3) | 202.10 | +1.60 | 202.10
Initial schedule(4) | 194.50 | -1.10 194.50
Updated schedule(4) | 192.70 | -1.10 192.70
Initial schedule(5) | 197.10 | +1.00 | 198.10
Updated schedule(5) | 195.50 | +1.00 | 195.50
Initial schedule(6) 194.30 | -0.70 193.60
Updated schedule(6) | 193.20 | -0.70 193.20

Table 5-24: 6 realizations of the updated scheduler with machine 3 and 4 deviating and the cost
function for the initial schedule versus the final schedule shown.

the results, it can be observed that some of the cases are well improved with the updated
schedules. For the sharp eye, it looks a little bit like the major improvements, can be found in
the realizations where FVAL is high. This can be explained by the fact, if FVAL is high, a lot
of processing times are delayed. By looking at }_;;; being not so great, it can be concluded
the initial schedule takes the same machines as the final schedule where the process times
are much delayed. Ultimately, the adaptive scheduler adapts to this large process times by
reordering in machine 5, while the initial schedule need to follow its fixed order. This is a
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possible explanation for the improvements of FVAL when having a high FVAL to begin with,
and not a too high or low >, .

Disturbances - All machines

For the last approach, all machines are having deviating process times except for machine 5.
Machine 1 and 2 for the mashing processes, machine 3 and 4, for the brewing processes. One
realization is illustrated whereafter again 6 realizations are compared with the cost function.
In figures 5-26 and 5-27 the GANTT-charts are given for the initial schedule with updated
process time but fixed routing and order, and the final schedule with updated process time.
Note that the horizontal axis in both figures has a different scale, where it looks like the
end-times of the processes from the final schedule arrive later in machine 5 than the processes
in the initial schedule where this is not the case. Also the blocks might seem longer than one
another, while they have the same duration but in a different scale. ~ As can be observed

| 1 mominl
__
= . |

Machines active
w
T

35 40 45

Time(Days)

Figure 5-26: GANTT chart of the initial schedule with fixed routing and ordering but updated
process times.

brilliantly the red block in figure 5-26 is losing a lot of time when looking at the end times
in machine 4 and the starting time in machine 5. Since it is the initial ordering, it needs to
stay behind the orange block, block 4. The updated behaviour of the routes is summarized
in table 5-25 and also observed in figure 5-27. As can be seen the red block is ordered in
front of the orange block. Note that the update for the red block is before the update of the
orange block, the red block namely is job k& = 3 where the orange block is job k = 4, such
that at the update of job/cycle k = 3, the system did not yet know the orange block was
going to take such a long time. To conclude, the red block is not shifted in front of the orange
block, due to the process times of the orange block. The red block is placed in front however
due to the processing times of the gray and black block in machines 1 and 2, respectively job
1 and 2. Furthermore, when the orange block did experience such long processing times in
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Figure 5-27: Final schedule for the third approach with respect to the cyclic updated scheduler
in which all machines have deviating processing times.

machine 3, the yellow and green block, respectively job 5 and 6, are placed in front of the
orange block due to the adapted behaviour of the scheduler. To continue the same procedure,

Routes at initial schedule £ =1
Routes at updated schedule k = 8

2
2

3
3

4
3

1
3

2
2

2
2

3
4

4
1

Table 5-25: Initial routes chosen by the scheduler versus the final routes chosen by the scheduler.

we will now look at the updated processing times as have been shown in table 5-26. And

pi(k) | p2(k) | p3(k) | pa(k)
8.80 | 8.00 | 6.00 | 4.60
7.00 | 860 | 5.50 | 5.00
7.00 | 6.90 | 6.50 | 5.00
7.00 | 6.20 | 880 | 5.00
8.80 | 8.00 | 6.00 | 4.50
6.20 | 8.00 | 6.00 | 4.70
7.00 | 7.10 | 6.00 | 5.00
7.00 | 8.00 | 6.00 | 5.00

Table 5-26: Updated process times for the processes of machine 1, 2, 3 and 4.

applying the same method for the sum of the deviation with respect to the nominal process
times. Such that for the final scheduler >, ,; = +2.80 —3.20 +2.80 — 1.20 = +1.20 and for
the initial scheduler », ,,; = +2.80 — 1.40 + 2.30 — 1.20 = 4-2.50 such that the difference is
>dif = +1.20 — 2.50 = —1.30. The final scheduler by means of the updated process times in
general is therefore 1.30 time-units faster. Repeating the same procedure, the result is shown
in table 5-29. Repeating this step for 6 realizations gives the following table 5-30. As can
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p1(k) —p1 | pa(k) —pa | p3(k) —p3 | pa(k) — p4
1.80 0 0 -0.40
0 0.60 -0.50 0
0 -1.10 0.50 0
0 -1.80 2.80 0
1.80 0 0 -0.50
-0.80 0 0 -0.30
0 -0.90 0 0
0 0 0 0
> 4280 -3.20 +2.80 -1.20

Table 5-27: Differences between the updated ultimate process times with respect to the nomi-

nalprocess times. The routes taken by the final scheduler in bold.

pi(k) —p1 | pa(k) —p2 | ps(k) —p3 | pa(k) —p4
1.80 0 0 -0.40
0 0.60 -0.50 0
0 -1.10 0.50 0
0 -1.80 2.80 0
1.80 0 0 -0.50
-0.80 0 0 -0.30
0 -0.90 0 0
0 0 0 0
S| +2.80 1,40 1230 1.20

Table 5-28: Differences between the updated ultimate process times with respect to the nomi-
nalprocess times. The routes taken by the initial schedule in bold

FVAL Zdif FVALcw
Initial schedule 213.90 | -1.30 212.60
Updated schedule | 202.60 | -1.30 202.60

Table 5-29: Value of the cost function, the sum of endtimes of all jobs, for the initial scheduleand
the final schedule.

be observed. Almost all schedulers have a beneficial effect on the total endtimes of the jobs
when adapting. Some remarkable things can be observed. To begin with the cases where
>dif = +0.00. This could mean the schedule is exactly the same as the initial schedule but
has a different order in machine 5 due to the changing processing times. It could also be a
coincidence when the machine have taking other processes who eventually deviate, but where
the sum of the deviations equals 0. The case where >, = +7.90, it can be nicely observed
that even when the routes chosen have a total difference of +7.90 in total processing times
compared with the initial schedule, the final schedule still remains close to the initial schedule
when comparing the FVAL 231.80 and 233.60. The overal outcome can be observed as that
the scheduler which updates when all machines have deviating processing times, will have a
beneficial effect on the sum of endtimes of all jobs. A montecarlo simulation can be done
to substantiate this for a very large number of simulations. The results are shown in table
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FVAL | Sg7 | FVAL e
Initial schedule(1) | 218.40 | -2.00 216.40
Updated schedule(1) | 206.40 | -2.00 206.40
Initial schedule(2) | 201.90 | +2.40 | 204.30
Updated schedule(2) | 204.80 | +2.40 | 204.80
Initial schedule(3) 188.90 | +0.00 188.90
Updated schedule(3) | 185.50 | +0.00 | 185.50
Initial schedule(4) | 206.10 | -1.10 205.00
Updated schedule(4) | 200.60 | -1.10 200.60
Initial schedule(5) | 231.80 | +7.90 | 239.70
Updated schedule(5) | 233.60 | +7.90 | 233.60
Initial schedule(6) | 220.90 | +1.30 | 222.20
Updated schedule(6) | 212.00 | +1.30 | 212.00

Table 5-30: 6 realizations of the updated scheduler with all machines deviating and the cost
function for the initial schedule versus the final schedule shown.

5-31. In the table, the averages of respecectively the value of the cost for the final schedule,

FVAL,,c., — FinalScheduler

FVAL,,c., — Initialscheduler

dodif

Decrease in cost(%)

199.97

203.00

+0.71

-1.21%

Table 5-31: Montecarlo simulation of the cycle-based updated scheduler with n = 100 with
average value of the final scheduler its cost, average value of the initial scheduler its cost, average
> _a4if and average decrease in total endtime with respect to the initial schedule in %.

the value of the cost for the initial schedule, the > ;  and the decrease in % with respect to
the initial schedule its cost. To conclude, from the montecarlo simulation a decrease can be
observed. However, the decrease is marginal.
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5-3-3 Dynamical case - Discrete time-based update «

As was concluded in the previous paragraph. The cyclic updated scheduler does not always
work realistically. This is caused by the cylic updated behaviour where per cycle the sched-
uler is updated, while time could already be passed future cycle processes. To solve this, a
time-based updated scheduler is obtained. In the following paragraphs first the time based
scheduler is subjected to disruptions. Afterwards, the timed-based scheduler is subjected to
the disturbances of the processes where the same cases are obtained as in the cyclic-updated
scheduler analysis. First machine 1 and 2 are subjected to disturbances, afterwards machine 3
and 4, and ultimately all machines with exception of machine 5 are subjected to disturbances.

Disruptions

The main difference for the disrupted case in the time-updated scheduler, is that the mode
is not fixed when time increases. Only processes are fixed when the time passed the starting
time. This means for instance when mode ¢(k) = 1 is chosen, and the time passed the starting
time for process 1, but not for process 3, the system can still change its route from ¢(k) = 1
to (k) = 2. This can be observed brilliantly with the next case, where a disruption takes
place at machine 1 and 2 as p;(k) = 35 and p2(k) = 35 for £k = 1. In figures 5-28 and 5-29,
the 2 cases where the initial schedule with initial order and routes is used with the updated
processing times, and the second case where the updated order and routes are obtained.

| I 101
e |
- ]

Machines active
w
T

| | | | | |
0 10 20 30 40 50 60 70
Time(Days)

Figure 5-28: Initial schedule with fixed order and routes but updated process time p;(k =1) =
35.

Some interesting things can be observed in the figures. First of all, note that the at time
instant kK = 1. already some processes are fixed, but not necessarily modes. In other words, if
we look at both figures, job 1 and job 2, are already fixed for machine 1 and machine 2 since
the starting time is at £ = 0 which is less than x = 1. However, when looking at the black
block of job 1, it can be observed that in figure 5-28 it follows mode/route 2, where in figure
5-29, it follows mode/route 1. This if of course caused by the sake that machine 4 has a lower
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Machines active
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Figure 5-29: Updated schedule with process time p;(k = 1) = 35.

processing time, than machine 3, i.e. p3(k) = 6 and ps(k) = 5. By changing from mode 2 to
mode 1 for job 1, it allows the other jobs to go through machine 4 instead of machine 3. Note
that this is exactly what is not possible in the cycle-based updated scheduler since the mode
would be fixed such that job 1 processed in machine 4 is also fixed.

Another interesting observation, is of course the total amount of jobs which go through
machine 1, and the total amount of jobs which go through machine 2. This is decreased from
the initial schedule with respect to the final schedule, with a amount of 4 to 2 in machine 1.
The amount of jobs in machine 2 increased from 4 to 6. This is of course logical, since the
process time of job 1 increased drastically. The mode changes are summarized in table 5-32.
In the table it can be better observed, the mode/route for job 1, ¢(1) changes from 2 to 1,

(1) £(2) £(3) £(4) £(5) L6) £T) £(38)
Routes at initial schedule Kk = 0 2 4 4
Routes at updated schedule k = & ¢ipa 1 1 4

3 1 1 1 4
4 4 4 4 4

Table 5-32: Modes changes of the initial schedule with respect to the final schedule.

while the time is already passed the starting time from the mode/route. In the cyclic update
case, this would not be possible. The mode would be fixed because the update is regarding
to the cycle k. The update value of the sum of the endtimes, the cost function, decreased
drastically if the intial schedule and order with updated process times, is compared with the
updated schedule and order with updated process times. The values of the sum of the end
times are )., = 414 and )., = 287 for respectively the initial schedule and the final
schedule. It can be concluced therefore, that the update with respect to certain disruption is
very beneficial, but this is of course logical since at the initial schedule all jobs are ordered
behind job 1, such that if job 1 has a very large delay all jobs need to wait for job 1 instead
of reorder. This could also be observed in the cyclic-updated scheduler.
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Disturbances - Machine ), and M,

For the second approach only machine 1 and 2 deviate in processing times. One example
of a realization is given, in which several characteristic behaviours of the adapted scheduler
are outlined. To do this, a lot of tables are shown for the sake of understanding what is
happening inside the scheduler. One could imagine, when the last job is finished at time-
instant x = 50 and taking a time-step of k = 1, 49 time steps are obtained with all updates
of process times and modes. It is rather hard to show this whole process, since the report
would become massive and cluttered. Still it is very worthy to look at some of the values in
the tables. Afterwards, several other realizations are obtained, such that the overal behaviour
of the updated scheduler can be judged.

First of all in tables 5-33 and 5-34 it can be brilliantly observed what the predictions

k=0 kK=1 k=2 K=3 K=4 K=>5 K=6 K=7 K=8 kK=9 k=10 k=11 k=12 K=13

pi(k=1)| 7.00 7.60 6.90 6.50 6.70 6.70 6.60 6.60 6.60 6.60 6.60 6.60 6.60 6.60
pi(k=2)| 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=3) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=4)| 7.00 7.00 7.00 7.00 7.00 7.00 7.00 6.70 6.60 6.80 6.60 6.50 6.30 6.20
pi(k=5)| 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.10
pi(k=6)| 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=7)| 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=28) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00

Table 5-33: Updated process times for machine 1 per discrete time-instant x when only machine

1 and 2 have deviating processing times.

k=0 k=1 k=2 k=3 KkK=4 K=5 k=6 kK=7 K=8 KkK=9 k=10 k=11 kK=12 k=13

pa(k=1)| 8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00
p2(k=2)| 800 800 840 850 890 870 9.30 9.60 9.50 9.60 9.50 9.50 9.50 9.50
po(k=3) | 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.30 8.80 9.10 9.90
pa(k=4) | 8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00
p2(k=5) | 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00
po(k=6) | 8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00
pa(k="7) | 8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00
po(k=8) | 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00

Table 5-34: Updated process times for machine 2 per discrete time-instant x when only machine

1 and 2 have deviating processing times.

are doing. The numbers in bold are active machines where the predictions can be considered
"online" per discrete time-step k. When a specific job has not yet been started at discrete
time-instant x, the estimated end-time is of course equal to the nominal end-time which for
machine 1 is equal to p; = 7 and for machine 2 equal to ps = 8. This can be noticed when
looking at column x = 1 in both tables where only job £ = 1 and k = 2 are started and
therefore the expected end-time for other jobs if the routes choose to go through machine
1 or 2, are equal to p; = 7 and ps = 8. If we now take for instance job 1, which is taking
route 2(through machine 1) as can be observed in table 5-35, we can see the prediction of the
end-time is getting more accurate when time increases, these are the numbers in bold of row
1 in table 5-33. When the discrete time-instant x = 7, we can observe in the specific column
of kK = 7, process 1 for job 1 is finished after p;(k = 1) = 6.60 and job 4 starts in machine 1
as can be observed by the sequence of bold numbers in the column of x = 7 in 5-33. After
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discrete time-instant x = 7, process 1 in machine 1 for job 1 is finished, and therefore the
end-time of process 1 of job 1 in machine 1 is fixed and therefore equal to p;(1) = 6.60 for
all future discrete time-instants k = 7,..., K fina. Note that £ = 13 is not the final discrete
time-step for the whole simulation, but is taken as a final discrete time-step for the table to
substantiate and explain specific behavioural aspects of the dynamical scheduler. If we now

Wk=1) (k=2) ((k=3) ((k=4) (k=5) lk=6) k=71 (k=S8)
k=0 2 3 1 1 1 4 4 4
K= 2 3 2 2 3 3 2 3
=2 2 3 2 3 2 3 2 4
k=3 2 3 3 2 2 3 2 4
K= 2 3 3 2 2 3 2 4
k=25 2 3 3 2 2 3 2 4
k=26 2 3 3 2 2 3 2 4
K= 2 3 3 2 2 3 2 4
k=38 2 3 3 2 2 3 2 4
k=9 2 3 3 2 2 3 2 4
k=10 2 3 3 2 2 4 1 4
k=11 2 3 3 2 2 4 1 2
k=12 2 3 3 2 2 4 1 2
k=13 2 3 3 2 2 3 2 2
K= K final 2 3 3 2 2 4 1 2

Table 5-35: Updated modes/routes for all jobs k, ..,k + N, per discrete time-instant x when
machines 1 and 2 have deviating processing times.

look at the updated modes per discrete time-instant x in table 5-35, we can observe something
remarkable. If you look closer to the modes chosen per discrete time-step k, you can observe
the modes chosen are always equally assigned to machine 1 and machine 2, such that for 8
jobs, 4 jobs will go through machine 1 and 4 jobs will go through machine 2. For instance at
k = 0, route 1 is chosen 3 times, route 2 is chosen once, route 3 is chosen once and route 4 is
chosen 3 times. Since routes 1 and 2 go through machine 1, and routes 3 and 4 go through
machine 2, an easy calculation of the sums gives that 4 routes go through machine 1 and 4
jobs go through machine 2. This is logical if you make a simple calculation of the end-times of
the processes in respectively machine 1 and 2, when taking the nominal process times p; =7
and po = 8. If they follow each other directly namely, the endtimes in machine 1 will equal
7,14,21,28 and in machine 2 will equal 8,16,24,32. Now if we sum up these endtimes and
compare these results with 5 jobs going through either machine 1 or 2, and 3 through either
machine 1 or 2, we get:

Case 1 = (7T+14+21+28)+ (8+ 16 + 24+ 32) = 150
Case 2= (T+14+21)+ (8 +16+24 + 32+ 40) = 162 (5-6)
Case 3= (7+ 14+ 21 +28+35) + (8 + 16 4+ 24) = 153
Where it follows directly, with nominal process times, case 1 must be chosen. However if we
go back to table 5-35, and observe the rows for discrete-time instants x = 10 and x = 11, we

can see that the total amount of jobs going through machine 1 and machine 2 for k = 10 is
respectively 4 and 4, while the total amount of jobs going through machine 1 and machine 2
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for k = 11 is respectively 5 and 3. This is caused by the last job which switches from route
4 to route 2. This can be substantiated when looking at the predicted or passed process
times from tables 5-33 and 5-34. If we make the same calculation as in 5-6 namely with
updated /predicted process times for machine 1 and 2 up till discrete time-instant x = 11 and
take nominal process times for the processes in machine 1 and 2 which start in future discrete
time-instances, we get:

Case 1 = (6.60 + (6.60 + 6.50) + (6.60 + 6.50 + 7) + (6.60 + 6.50 + 7 + 7))
4 jobs through machine 1

+(9.50 + (9.50 + 8.80) + (9.50 + 8.80 + 8) + (9.50 + 8.80 + 8 + 8) = 155.30

4 jobs through machine 2
Case 2 = (6.60 + (6.60 + 6.50) + (6.60 4 6.50 + 7) (5-7)

+(6.604+6.50+7+7) + (6.60 +6.50+ 7+ 7+ 7))
5 jobs through machine 1
+(9.50 + (9.50 + 8.80) + (9.50 + 8.80 + 8)) = 155.10

3 jobs through machine 2

What can be observed is that the case 1 where we take 4 jobs through machine 1 and 4 jobs
through machine 2 has a higher sum of endtimes than when taking 5 jobs through machine 1
and 3 jobs through machine 2. This is the reason why the scheduler at the particular time-
instant switches the modes. This can be better observed in a GANTT-chart as is shown in
figure 5-30 and 5-31. It can be brilliantly observed that job 8, the purple block, switches from

i 1 00 1
-]
-

Machines active
w
T

| | | | | | |
0 5 10 15 20 2 30 5 40
Time(Days)

Figure 5-30: GANT T-chart of the schedule at x = 10 with the updated processing times up till
Kk = 10.

mode 4 to mode 2 by changing the initial process from machine 2 to machine 1. Furthermore,
it can be shown that job 3 and 5, the red and yellow blocks are closer together in machine 5,
due to the fact the prediction of job 3 in machine 2 increased from p;(3) = 8.30 at discrete
time-instant k = 10 to p;(3) = 8.80 at discrete time-instant x = 11. This can also be ob-
served when looking at job 6 and 7, the green and lightblue blocks, which are closer together

A.J.M. van Heusden Master of Science Thesis



5-3 Scheduler 91
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Figure 5-31: GANTT-chart of the schedule at x = 11 with the updated processing times up till
Kk =11.

in machine 5, due to the fact job 6, the green block, needs to wait at job 3, the red block, in
machine 2. The value of the cost function decreased by this decision from FVAL = 199.70 to
FVAL = 198.30.

When we now go a few discrete time-instances further, at k = 19, the process-time of pa(k = 3)
became even larger, pa(k = 3) = 10. The result is that job 3, the red block, is probably caus-
ing a delay for job 5, the yellow block in machine 5, as can already be concluded in figure 5-31
that they are precisely merged together. In the next GANTT-chart 5-32, it can be observed
the update at k = 19 the order of the yellow block, job 5, is placed in front of the red block,
job 3. Moreover, the red block is taking so long, the green and lightblue block, respectively
job 6 and 7, not only changed routes, but also the order in machine 5 as can be observed when
comparing 5-31 and 5-32. These given GANTT-charts as well as the tables give a nice insight
in the adaptive behaviour of the scheduler, where it updates every discrete time-instant .

Ultimately, the initial schedule with fixed order and routes but updated process times is
compared with the final scheduler with updated order, routes and process times. First the
results for the ultimate process times are given, where after the results are compared via
the active machines. This is done the same as for the approaches in the cycle-updated

cases. The results are shown in tables 5-36, 5-37 and 5-38.  Now if we have the same
procedure already done in the previous paragraphs > ;;u; = —3.50 + 2.90 = —0.60 and
Yototal = —1.80 4 0.90 = —0.90 for respectively the final schedule and the initial schedule

we can obtain } 7, = —0.60 — (—0.90) = +0.30. Filling in these values in the cost function
values, the results are shown in 5-39. Where a beneficial value of the cost function is obtained
by updating the schedule every discrete time-instance k. Now repeating this step for 6 re-
alizations will give the results shown in table 5-40. The results are fine, but still marginal.
A decrease can observed when looking in the FVAL,., column. Extending this to a monte-
carlo simulation with n = 100 gives the result that a certain decrease can be observed. It is
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Figure 5-32: GANT T-chart of the schedule at x = 19 with the updated processing times up till

k= 19.

p1(k) | pa(k)
6.60 | 8.00
7.00 | 9.50
7.00 | 10.00
6.20 | 8.00
6.40 | 8.00
7.00 | 7.40
6.70 | 8.00
5.60 | 8.00

Table 5-36: Ultimate updated process times for the processes for 1 and 2 where only machine 1
and 2 are subjected to deviations with respect to the discrete time-counter k.

p1(k) —p1 | p2(k) — p2

k=1 -0.40 0
k=2 0 1.50
k=3 0 2.00
k=4 -0.80 0
k=5 -0.60 0
k=6 0 -0.60
k=7 -0.30 0
k=28 -1.40 0

5 350 12.90

Table 5-37: Differences between the updated ultimate process times with respect to the nominal
process times. In bold the processes taken by the final scheduler.

A.J.M. van Heusden
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Table 5-38: Differences between the updated ultimate process times with respect to the nominal

p1(k) —p1 | pa(k) — p2

k=1 -0.40 0
k=2 0 1.50

=3 0 2.00
k=4 -0.80 0
k=5 -0.60 0
k=6 0 -0.60
k=7 -0.30 0
k=28 -1.40 0

5 1.80 10.90

process times. In bold the processes taken by the initial scheduler.

Table 5-39: Comparison of the shown realization of the sum of the endtimes between the initial
schedule with fixed route and order and updated process times, and the final schedule with updated

schedule.

Table 5-40: Comparison of 6 realizations of the sum of the endtimes between the schedule with
fixed route and order but updated process times, and the final schedule with updated process

times.

marginal but it can be observed a decrease of —1.93% can be obtained in table 5-41.

FVAL Edzf FVALnew
Initial schedule | 199.90 | 40.30 | 200.20
Updated schedule | 194.20 | 40.30 194.20

FVAL | 5. | FVALpw
Initial schedule(1) | 209.90 | -1.10 208.80
Updated schedule(1) | 204.50 | -1.10 204.50
Initial schedule(2) 198.90 | -1.10 197.80
Updated schedule(2) | 196.50 | -1.10 196.50
Initial schedule(3) | 209.10 | +0.20 209.30
Updated schedule(3) | 203.10 | +0.20 | 203.10
Initial schedule(4) 198.00 | -0.40 197.60
Updated schedule(4) | 191.20 | -0.40 191.20
Initial schedule(5) | 203.10 | +0.00 203.10
Updated schedule(5) | 199.90 | +0.00 | 199.90
Initial schedule(6) 196.90 | -1.00 195.90
Updated schedule(6) | 191.40 | -1.00 191.40
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FVALyew — FinalScheduler | FVALyey — Initialscheduler | 3° 4 | Decrease in cost(%)
193.13 197.36 -0.20 -1.93%

Table 5-41: Montecarlo simulation of the time-based updated with n = 100 with average value
of the final scheduler its cost, average value of the initial scheduler its cost, average >_,,; and
average decrease in total endtime with respect to the initial schedule in % for deviating machines
1 and 2.

Disturbances - Machine )3 and My

In this paragraph an approach is used where the processing times for machine 3 and 4 are
subjected to deviations. First an illustrative realization is outlined, where characteristics and
behavioural aspects of the adaptive scheduler can be analyzed using several tables and fig-
ures. Whereafter multiple realizations are obtained, to see the beneficial value of the adaptive
scheduler.

First of all an example realization is obtained, where certain switches can be discussed, or
concluded by the means of varying processing times. To begin, it is nice to see the tables
where it can be seen, live updated prediction are obtained. Since the processing times for
machine 1 and 2 are assumed to be constant p; = 7 and py = 8, the deviating processes ps
and py start the fastest after respectively 7 or 8. Therefore in the following tables for the
first jobs, the discrete time range is taken from x = 7 up till K = 20. As can be concluded,

k=7 kK=8 k=9 k=10 k=11 k=12 k=13 k=14 k=15 k=16 k=17 K=18 k=19 k=20
p3(k=1) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
pg(k = 2) 6.00 6.00 6.70 7.20 7.80 8.40 8.90 8.50 8.40 8.20 8.20 8.20 8.20 8.20
pg(k = 3) 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
ps(k=4) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
ps(k=5) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
p3(k=6) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
ps(k="7T) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
p3(k‘ = 8) 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
Table 5-42: Updated process times for machine 3 per discrete time-instant x when only machine
3 and 4 have deviating processing times.
k=7 k=8 kK=9 kK=10 k=11 k=12 kK=13 kK=14 k=15 K=16 kK=17 k=18 K=19 kK=20
p4(k = 1) 5.00 5.40 6.30 6.60 6.50 6.40 6.50 6.50 6.50 6.50 6.50 6.50 6.50 6.50
p4(k‘ = 2) 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
p4(k = 3) 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 4.50 4.30 4.30 4.10 4.10 4.10
pa(k=4) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 4.80 4.60
pa(k=5) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=6) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=7) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=28) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

Table 5-43: Updated process times for machine 4 per discrete time-instant x when only machine
3 and 4 have deviating processing times.

the machines can become idle. Looking at table 5-42 for example after discrete time-instant
k = 17, the machine does not work for a while. This is logical, since the first 2 processes in

machine 1 and machine 2 have longer nominal processing times than the processes in machine
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3 and machine 4. Since the processes in machine 3 and 4 therefore have to wait, certain gaps
can occur, where machines 3 and 4 become idle. This can be better observed when looking
at figure 5-33, where spaces between the jobs in machine 3 and 4 occur. One could ask them-
selves, if the machines are already idle, which beneficial effect could occur. Well, not only the
machines could take longer or shorter in machines 3 and 4, with machines 1 and 2 delivering
constant processing times, ordering in machine 5 could also occur with a result of deviating
processing times in machine 3 and 4. Also machines 3 and 4 could take longer or shorter,
where they both become idle, and the machine with the shortest amount of processing time,
can do one extra job, in this case machine 4, since it has the lowest processing time. This
can be better observed by the mode changing of the realization described already a little bit
in tables 5-42 and 5-43, but is summarized in table 5-44. The mode change sequences in bold

Uk=1) Uk=2) k=3) Lk=4) lk=5) lk=6) Lk=T7) {(k=28)
k=17 2 3 1 4 1 4 4 1
k=38 2 3 1 4 1 4 4 1
k=9 2 3 2 3 2 3 2 3
k=10 2 3 2 3 2 3 2 4
k=11 2 3 1 4 2 3 2 4
k=12 2 3 2 4 1 4 1 4
k=13 2 3 2 4 1 4 1 4
k=14 2 3 2 4 1 4 1 4
k=15 2 3 2 4 1 4 1 4
k=16 2 3 2 4 1 4 1 4
k=17 2 3 2 4 1 4 1 4
k=18 2 3 2 4 1 4 1 4
k=19 2 3 2 4 1 4 1 4
k=20 2 3 2 4 1 4 1 4
K = Kfinal 2 3 2 4 1 4 1 4

Table 5-44: Updated modes/routes for all jobs k, ..,k + N, per discrete time-instant x when
machines 3 and 4 have deviating processing times.

for discrete time-instances k = 9 and x = 10 have 1 remarkable difference. Not to directly
see on the eye, but when looking close, it can be observed the modes changed from equally
4 jobs in both machine 3 and machine 4 individually, to 3 jobs in machine 3 and 5 jobs in
machine 4. To conclude, the GANTT-charts are shown with processing times according to
the process times per discrete time-instance k = 9 and x = 10. It can be concluded only the
purple block is shifted from machine 3 at discrete time-instant x = 9 to machine 4 at discrete
time-instant x = 10. For now it has no reason to do so, since the processes in machine 1 and
2 are fixed, and the processes in machine 3 and 4 have open spaces inbetween them, which
means they are idle and can be used. However, one could imagine if job 7, the lightblue block,
would finish its job faster in machine 4, such that the end of job 8 in machine 2, the purple
block, would align perfectly with the light blue block in machine 4, it could take machine 4.
Since machine 4 has nominal process time py = 5 which is lesser than ps = 6, all jobs would
take machine 4 instead of machine 3 if possible. The same could be said when for instance
job 8, the purple block, would have a very large delay in machine 2, such that both machines
3 and 4 are idle by the end of job 8 in machine 2. In the initial schedule it would still use
machine 3, however when this situation occurs it could take machine 4 as well since it became
idle, with a beneficial time gain of 1 time-unit.
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Machines active
w
T

0 5 10 15 20 25 30 35 40
Time(Days)

Figure 5-33: GANTT-chart of the jobs of the schedule at x = 9.
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Figure 5-34: GANTT-chart of the jobs of the schedule at kappa = 10.

For now to conclude, machine 3 and 4 could have a beneficial effect when both machines
become idle due to processing times in machine 1 and 2 take longer, or processes in machine
3 or 4 take shorter or longer, but can also contribute to the order of processes in machine 5.
The results of the above mode switching and GANTT-charts can be observed by the updated
modes at Kyinq in table 5-44. It can be seen at last, 5 jobs go through machine 4, where 3
jobs go through amchine 3. The beneficial effects are summarized in tables 5-44, 5-46, 5-47
and 5-48.

Now by repeating the steps already done a few times now, we can come up with >, ;. =
+3.20 + 0.30 = +3.50 and > ; ;0 = +1.90 + 1.20 = +3.10 such that the difference becomes
>dif = +3.50 — 3.10 = +0.40. It is shown in 5-48 the adjusted scheduling has a beneficial
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Table 5-45: Ultimate updated process times for the processes for 3 and 4 where only machine 3
and 4 are subjected to deviations with respect to the discrete time-counter k.

Table 5-46: Differences between the updated ultimate process times with respect to the nominal

p3(k) | pa(k)
6.00 | 6.50
8.20 | 5.00
6.00 | 4.10
6.00 | 4.40
5.70 | 5.00
6.00 | 5.00
7.30 | 5.00
6.00 | 5.30

p3(k) —p3 | pa(k) —ps

k=1 0 1.50
k=2 2.20 0
k=3 0 -0.90
k=4 0 --0.60
k=5 -0.30 0
k=6 0 0
k=7 1.30 0
k=28 0 0.30

Y 13.20 10.30

process times. In bold the processes taken by the final scheduler.

Table 5-47: Differences between the updated ultimate process times with respect to the nominal
process times. In bold the processes taken by the initial scheduler.

p3(k) —p3 | pa(k) —ps

k=1 0 1.50
k=2 2.20 0
k=3 0 -0.90
k=4 0 --0.60
k=5 -0.30 0

=6 0 0
k=7 1.30 0
k= 0 0.30

> 11.90 10.90

effect on the specific realization with almost 6 time-units. Of course, the above steps are
just to illustrate certain behavioural aspect of the switching. Again, to conclude carefully,
6 realizations are obtained. In the following realizations in table 5-49, the same procedure
is done to compare the initial and final schedule with respect to the routing and ordering
with updated processing times. As can be concluded, the change of modes or orders has
some beneficial effect on the value of the cost function, the sum of the end times of the jobs.
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FVAL | >4 7 FVAL,
Initial schedule 203.70 | +0.40 204.10
Updated schedule | 198.60 | +0.70 198.60

Table 5-48: Comparison of the shown realization of the sum of the endtimes between the initial
schedule with fixed route and order but updated process times, and the final schedule with updated
schedule.

FVAL | >4 | FVAL e
Initial schedule(1) 198.00 | -0.20 197.80
Updated schedule(1) | 195.50 | -0.20 195.50
Initial schedule(2) | 200.00 | +2.10 | 200.00
Updated schedule(2) | 196.30 | +2.10 | 196.30
Initial schedule(3) | 195.70 | -1.20 194.50
Updated schedule(3) | 193.40 | -1.20 193.40
Initial schedule(4) 198.90 | -2.00 196.90
Updated schedule(4) | 192.50 | -2.00 192.50
Initial schedule(5) | 201.70 | +1.70 201.70
Updated schedule(5) | 194.60 | +1.70 | 194.60
Initial schedule(6) 199.30 | +3.80 203.10
Updated schedule(6) | 201.00 | +3.80 201.00

Table 5-49: Comparison of 6 realizations of the sum of the endtimes between the schedule with
fixed route and order but updated process times, and the final schedule with updated process
times.

Therefore a small, but significant beneficial effect can be obtained by the updated schedule
with respect to the deviating processing times of machine 3 and 4. Extending this to a
montecarlo simulation of n = 100 substantiates this in table 5-50.

FVALypew — FinalScheduler | FVALpey — Initialscheduler | 3¢ | Decrease in cost (%)

195.09 196.96 +0.35 -0.80%

Table 5-50: Montecarlo simulation of the time-based updated with n = 100 with average value
of the final scheduler its cost, average value of the initial scheduler its cost, average Zdif and
average decrease in total endtime with respect to the initial schedule in % for deviating processing
times of machines 3 and 4.
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Disturbances - All machines

In this last paragraph, all things come together. The updated scheduler with respect to each
discrete time-instant x with all machines having updated processing times. It is however, very
hard to illustrate or conclude something by mean of behaviour of the switching modes, since
all process times deviate all the time. Therefore, first some tables and figures are obtained to
show the adaptive behaviour of the discrete time updated scheduler, whereafter the results
are more shown in a numerical way with respect to the value of the cost function.

First the live predictions are shown with respect to the constantly updating processing times
for all the machinens with respect to each discrete time-couner k. It is nicely illustrated in the
tables 5-51, 5-52, 5-53, 5-54 and 5-55. The numbers in black bold are for job 1, the numbers
in gray bold are for job 2, the number in red bold are for job 3 and the numbers in orange
bold are for job 4. First of all it can be very nicely observed how the prediction take care
per discrete time-step k. The numbers evolve per discrete time-step for a better prediction
and when arriving at discrete time-instant where it is finished, it can be observerd the job
afterwards in that machine starts. At least, for machine 1 and 2 this is the case as can be
shown in 5-51 and 5-52 where the red bold numbers follow up the black bold numbers at
k = 10 and the orange bold numbers follow up the gray bold numbers at x = 8. Furthermore,
the process after process 1 or 2 in machine 1 or 2 is also nicely shown. At x = 10 in table 5-51
it can be observed in 5-53 the process in machine 3 starts at x = 10 and already a prediction
is given. The same can be told for the gray bold number with respect to tables 5-52 and 5-54
at time-instant k = 8.

k=0 k=1 K=2 K=3 K=4 k=5 K=6 K=7 K=8 K=9 k=10 k=11 K=12 K=13
pi(k=1)| 7.00 7.40 6.90 7.70 890 9.10 8.90 890 9.30 9.30 9.30 9.30 9.30 9.30
pi(k=2) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=3) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.60 7.50 7.90 8.20
pi(k=4) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=5) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=6) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k="7) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
pi(k=28) | 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00 7.00
Table 5-51: Updated process times for machine 1 per discrete time-instant x when all machines
have deviating processing times. The different jobs k are coloured in different colours.
k=0 k=1 K=2 K=3 K=4 K=>5 K=6 K=7 K=8 k=9 kK=10 k=11 k=12 k=13

pe(k=1) | 8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00
pe(k=2)| 800 7.50 7.80 8.10 800 7.70 7.50 7.50 7.40 7.40 7.40 7.40 7.40 7.40
p2(k=3) | 8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00
pa( )| 8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00

p2(k=5) | 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00
p2(k=6) | 8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00
p2(k=17) | 8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00  8.00 8.00 8.00 8.00 8.00 8.00
p2(k=8) | 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00 8.00

Table 5-52: Updated process times for machine 2 per discrete time-instant x when all machines
have deviating processing times. The different jobs k are coloured in different colours.

When we now look closer to 5-55, we can observe some special things. First of all it can be
observed the modes for /(k = 1) and ¢(k = 2) change while the starting time of the first pro-
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k=0 k=1 k=2 K=3 K=4 k=5 K=6 K=7 K=8 kK=9 k=10 k=11 k=12 k=13
p3(k=1) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.20 6.60 7.50 6.50
p3(k=2) | 6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00 6.00 6.00 6.00 6.00
p3(k=3) | 6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00 6.00 6.00 6.00 6.00
p3(k=4) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
p3(k=5) | 6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00 6.00 6.00 6.00 6.00
p3(k=06) | 6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00 6.00 6.00 6.00 6.00
ps(k="17) | 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00 6.00
p3(k=28) | 6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00  6.00 6.00 6.00 6.00 6.00 6.00
Table 5-53: Updated process times for machine 3 per discrete time-instant x when all machines
have deviating processing times. The different jobs k are coloured in different colours.
k=0 k=1 K=2 K=3 K=4 K=>5 K=6 K=7 k=8 k=9 kK=10 k=11 k=12 k=13
pa(k=1) | 5.00 5.00  5.00 5.00  5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=2)| 500 500 500 500 500 500 500 500 5.80 6.60 7.50 6.90 6.60  6.60
pa(k=3) | 5.00 5.00  5.00 5.00  5.00 5.00  5.00 5.00  5.00 5.00 5.00 5.00 5.00 5.00
pa(k=4) | 5.00 5.00  5.00 5.00  5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=5) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=6) | 5.00 5.00  5.00 5.00  5.00 5.00  5.00 5.00  5.00 5.00 5.00 5.00 5.00 5.00
pa(k="7) | 5.00 5.00  5.00 5.00  5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00
pa(k=28) | 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00 5.00

Table 5-54: Updated process times for machine 4 per discrete time-instant x when all machines
have deviating processing times. The different jobs k are coloured in different colours.

k=1) k=2)]|lk=3) )| b(k=5) lk=6) Lk=T) Lk=238)
k=0 2 3 2 2 3 3 2
k=1 2 3 2 2 3 3 2
K=2 2 3 2 2 3 3 2
k=3 2 3 2 2 3 3 2
k=4 1 4 2 2 3 3 2
K=5 1 4 4 2 3 3 2
k=06 1 4 1 2 3 3 2
k=17 1 4 1 2 3 2 3
k=38 1 4 1 2 3 2 3
k=9 1 4 1 1 4 2 3
k=10 1 4 1 4 1 2 3
k=11 1 4 1 4 1 2 3
k=12 1 4 1 4 1 2 3
k=13 1 4 1 4 1 2 3
K = K final 1 4 1 4 1 1 4

Table 5-55: Updated modes/routes for all jobs k, ..,

k + N, per discrete time-instant £ when

machines 1,2,3 and 4 have deviating processing times.

cesses of these specific jobs already started, i.e. they both start at kK = 0 as can be observed
in 5-51 and 5-52. This is however possible since the changes are from mode 2 — 1 and 3 — 4.
These changes are only changing the routes regarding machine 3 and 4, and not regarding
machine 1 and 2, which is not possible since these processes already started. Note that this
is one of the major differences with respect to the cylic updated case, where very cycle in the
future, the modes for the cycles in the passed are fixed. However, if we now look at the mode
changes for {(k = 3) and ¢(k = 4) at discrete time-instances k = 4 and k = 5, we can observe
the modes change from 2 — 4 and 3 — 1. These changes are in fact regarding machine 1 and
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5-3 Scheduler 101

2. However, as can be observed in tables 5-51 and 5-52, the endtime of these processes from
the previous jobs are at kK = 10 and x = 8 where K = 4 and xk = 5 are time-instances before
the endtime of the processes from the previous jobs. This makes it possible to make the
specific mode change. When going further into the future, i.e. x increases, it can be observed
more modes get fixed in table 5-55, or can only make changes from 1 — 2 and 3 — 4 or vice
versa, since these mode changes take place in machine 3 and 4 where the processes may not
have been started yet.

Machines active
w
T

0 5 10 15 20 25 30 35 40
Time(Days)

Figure 5-35: GANTT-chart of the initial schedule with fixed order and route but updated pro-
cessing times.

Machines active

Time(Days)

Figure 5-36: GANTT-chart of the final updated schedule with updated process times.

The GANTT-charts in 5-35 and 5-36 show nicely how the initial schedule with fixed order
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and routes but updated process times deviate from the final schedule with updated process
times. First of all the black block, job 1, takes a lot longer than the nominal time p; = 7 as
can also be concluded when following the predictions in 5-51. The gray block however, job 2,
has a small decrease from its nominal process time ps = 8. What can be observed is that the
predictions the system gets at kK = 3 in tables 5-51 and 5-52 give enough reason to change
the modes as can be observed in rows x = 3 and k = 4 in table 5-55. This is for the benefit
of job 2 being ordered in front of job 1 in machine 5, and therefore decreases the value of the
cost function, the sum of end-times of all the jobs.

To conclude anything about the benefits of these mode changes, the initial schedule is com-
pared with the final schedule, as is already done is all the paragraphs. The next tables 5-56,
5-57, 5-58 and 5-59 are meant to illustrate this. = Now the following conclusions can be

pi(k) | p2(k) | p3(k) | pa(k)
9.30 | 8.00 | 6.50 | 5.00
7.00 | 7.40 | 6.00 | 6.60
9.40 | 8.00 | 6.00 | 5.00
7.00 | 7.90 | 6.00 | 4.50
7.00 | 850 | 6.00 | 7.10
6.70 | 8.00 | 6.70 | 5.00
6.20 | 8.00 | 5.10 | 5.00
7.00 | 7.70 | 6.00 | 4.70

Table 5-56: Ultimate updated process times for the processes for machines 1,2,3 and 4 where
all machines are subjected to deviations with respect to the discrete time-counter «.

p1(k) —p1 | pa(k) —p2 | p3(k) —p3 | pa(k) — p4

k=1 2.30 0 0.50 0
k=2 0 -0.60 0 1.60
k=3 2.40 0 0 0
k=4 0 -0.10 0 -0.50
k=5 0 0.50 0 2.10
k=6 -0.30 0 0.70 0
k=7 -0.80 0 -0.90 0
k=28 0 -0.30 0 -0.30

> +3.60 -0.50 +0.30 +2.90

Table 5-57: Differences between the updated ultimate process times with respect to the nominal
process times. In bold the processes taken by the final scheduler.

drawn about the above made realizations. } ;,;,; = +3.60 — 0.50 + 0.30 + 2.90 = +6.30 and
Ytotal = +4.70 —0.70 — 0.20 + 1.80 = +5.60 for respectively the final schedule and the initial
schedule. Subsequently it can told that > 4 = +6.30 — 5.60 = +0.70. The results for the
realization is shown in 5-59, it can be observed it has a significant beneficial effect with almost
a spare of 10 time-units.

Repeating this for 6 realizations gives the results shown in table 5-60. For the system with all
machines deviating, a montecarlo simulation is done with n = 100. The comparison is done
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p1(k) —p1 | pa(k) —po | p3(k) —p3 | pa(k) — p4
k=1]| 2.30 0 0.50 0
k=2 0 -0.60 0 1.60
=3| 2.40 0 0 0
k=4 0 -0.10 0 -0.50
k=5 0 0.50 0 2.10
k=6| -0.30 0 0.70 0
k=7] -0.80 0 -0.90 0
k=8 0 -0.30 0 -0.30
> +4.70 -0.70 -0.20 +1.80

Table 5-58: Differences between the updated ultimate process times with respect to the nominal

process times. In bold the processes taken by the initial scheduler.

Table 5-59: Comparison of the shown realization of the sum of the endtimes between the initial
schedule with fixed route and order and updated process times, and the final schedule with updated

schedule.
FVAL | >4 | FVAL e
Initial schedule(1) | 216.60 | +0.60 | 217.20
Updated schedule(1) | 212.10 | +0.60 | 212.70
Initial schedule(2) | 203.70 | +4.00 | 203.70
Updated schedule(2) | 203.70 | +4.00 | 203.70
Initial schedule(3) | 193.40 | -0.50 192.90
Updated schedule(3) | 189.60 | -0.50 189.60
Initial schedule(4) | 204.40 | -2.10 202.30
Updated schedule(4) | 187.90 | -2.10 187.90
Initial schedule(5) | 207.30 | +1.50 | 208.70
Updated schedule(5) | 204.00 | +1.50 | 204.00
Initial schedule(6) 196.30 | +1.30 197.60
Updated schedule(6) | 195.30 | +1.30 | 195.30

FVAL | >4 | FVALpew
Initial schedule | 220.60 | +0.70 221.30
Updated schedule | 210.70 | +0.70 210.70

Table 5-60: Comparison of 6 realizations of the sum of the endtimes between the schedule with
fixed route and order but updated process times, and the final schedule with updated process
times.

the same as in table 5-60 with the values for FVALyey. One example for the first realization
in table 5-60. The FVALew is 217.20 for the case where the initial schedule is obtained, and
212.70 where the schedule is adapted. Now the time gained is done by a percentage as:

212.20 — 217.20
217.20

— —2.30% (5-8)

Such that it can be concluded the adaptive scheduler took care of a decrease of 2.30% in time-
units. The montecarlo simulation had as a result the shown table in 5-61. The results are
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FVALyew — FinalScheduler | FVALye, — Initialscheduler | 3° 4 | Decrease in cost(%)

196.67 202.02 +0.97 -2.11%

Table 5-61: Montecarlo simulation of the time-based updated with n = 100 with average value
of the final scheduler its cost, average value of the initial scheduler its cost, average >_,,; and
average decrease in total endtime with respect to the initial schedule in %.

nice, but somehow very marginal. There is an expected decrease in the total time of the sum
of the endstimes of the jobs. However it is not very large. A possible explanation could be
the system is quite simplistic. Not a lot of different routes or ordering can be adjusted where
it becomes difficult for the system to adapt the schedule to certain disturbances. Another
reason could be the system is too random, where the times deviate so randomly, the system
can not make a logical update. In other words, the reasoning of adjusting a route is based
on the expectation of the consecutive routes being the nominal process times. Though, if
each of the routes deviate too much, it is not reasonable to change the route, because the
next process could also be randomly shorter or longer. Still, the result is a lot better than
the 1.21% for the montecarlo simulation of the cyclic updated system. This could be due to
the fact in the cyclic updated behaviour, a whole cycle is fixed in which for instance both
processes in machine 1 or 2 and machine 3 or 4, will be delayed or forwarded, where in the
time-updated scheduler, one could still adapt to the situation when knowing machine 1 or 2
is taking longer.
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Chapter 6

Conclusions and discussion

6-1 Conclusion

First of all the simulations, estimations and predictions are concluded. The simulations are
made quite straigthforward and tuned with the parameters kg and by to the assigned process-
ing times. Research is done for the addition of process and measurements noise, as well as
tuning the memory factor ¢. It can be concluded a too high covariances of the process nosie,
will let the system deviate so much, the system its dynamics are almost neglible. Where a
choice of the memory factor, will lead to almost no influence of the process noise when tuning
it too close to 0, but will lead to almost no influence to the process noise when tuning it
too close to 1. The trade-off is made between the choice of the value of the covariance of
the process noise and the value of the memory factor, to obtain deviating processes which
are still to a certain point predictable. Afterwards the estimations are made by the use of
an extended Kalman filter, which as is shown in various figures and tables gives a very nice
estimate of the states of the subsystems. Varying the measurement noise however, will lead
to less accurate estimations, but nevertheless still sufficiently well estimations. However, the
estimation of the last state x3(k) becomes less and less accurate when increasing the mea-
surement noise. An off-set can be observed and after a while the whole estimation is off. The
off-set is mainly caused by the insufficiently well accurate measurements of the system, where
the whole estimation being off, is caused by the term influenced by the noise becoming closer
to 0, where as a result the noise can not be recognized anymore since the influence is nihil.
The thereby followed predictions are made for the simulations and estimations with assigned
covariance matrices and value for the memory factor. The predictions are concluded to be
suitable, and convert to the real process time when x increases. However, in some cases, the
prediction give a less suitable prediction at the early stages of the predictions as can be con-
cluded in the tables shown for 10 realizations per process for the prediction per discrete time &.

The scheduler obtained gives by means of a switching max-plus approach optimal schedules.
Initially, the optimal schedule obtained is the statical scheduler, which in comparison with

randomly modes picking, gives a nice result as can be concluded by a montecarlo simulation.
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Afterwards, the scheduler is updated with respect to a cyclic based update, and a time-based
update. 4 approaches per update are discussed, namely approach 1 where a disruption takes
place, approach 2 where machines 1 and 2 deviate in processing times, approach 3 where
machines 3 and 4 deviate in processing times, and approach 3 where all machines deviate in
processing times. A part from the results, quite nice insights in the systems its behaviour can
be observed when looking at several GANTT-charts with respect to all the approaches.

Both the systems respond well to the disruption case, where the time-based schedule can
change itself within the mode to machine 3 or 4 where the lowest processing time takes place,
and where the cyclic based schedule is not able to do that because of the fact the modes
are fixed per cycle. Nevertheless both schedulers in the disruptions cases make a very nice
improvement of the cost function. Important as well, is the note of the disadvantage of the
cyclic updated behaviour. Namely, it is shown how the scheduler adapts itself with changing
modes in the past, which in reality is not possible. As a conclusion a time-based approach
for the event driven scheduler is preferred.

For the second, third and fourth approach, conclusions can be made in all approaches the
updated schedule takes care of an improvement of the cost in a lot of cases, however these
improvements are small. In a minor amount of the cases the updated schedule is concluded to
have a worsening of the cost. A possible explanation is given as the modes switch to certain
other modes for an improvement of the costs, but when realizing the processes in these other
modes, the realizations turn out to take much longer than the expected nominal processing
times such that the mode change was in hindsight a bad choice.

Finally, a montecarlo simulation is done for both the cylic- and time-based updates where
all machines are subjected to deviating processing times. As can be concluded by the re-
sults shown in the tables for the realizations of the updated schedulers versus the initial
schedulers, the updated schedulers will gain some negative cost when updating the schedule.
The results for the montecarlo simulation when looking at the cyclic-updated behaviour and
time-updated behaviour both do not have a significant difference. For the cyclic updated
scheduler, the average decrease was -1.21% for the cost and for the time based updated the
average decrease was -2.11%. It still is a decrease, such that compared with the overal cost
it gives some negative cost. However, a possible explanation could be given the decrease is
not major due to the fact the system does not have a lot of rerouting and reordering decision
variables to its property, since there are only 4 routes to take and ordering takes place only
in the last machine.

6-2 Discussion and further research

6-2-1 Discussion

The discussion is mainly focussed on the weak spots of this thesis research. All the discussion
points are separated in different paragraphs to remain having oversight of the points. Further
research thereafter, will be more focussed on the extensions of this research, instead of the
weak spots of this research. Of course, the weak spots could lead to further research.
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To begin, this thesis is essentially focussed on the idea of updating with respect to the itera-
tive communication of information between a scheduler and its subsystems. The results and
conclusions are provided by the means of a simple toy example of a beer brewery. However,
the case study provided, is quite simplistic. Only 4 routes can be chosen accordingly, where
as an addition of the simplicity, only ordering can occur in the last machine. This will lead to
a system which can only vary on a minimal amount of routes and ordering variables, which
as a result becomes stuck in its own system quite fast. To elaborate that last sentence a
little bit more, if a certain job can only adjust its route on 3 other routes, and the ordering
only in the last machine, it is not most likely the results of improvements will be very major.
The simplicity of the case study provided makes therefore room for the question if any right
conclusion with respect to the extent of improvements can be drawn from such a simplistic
system. If the system would have for instance 3 mashing tanks, 3 brewing tanks and 2 fer-
mentation tanks, or ordering in not only the last machine, but also in the machines where
the brewing occurs would have been, the overal updated scheduler could have a much greater
amount of choices, and therefore maybe a lot more improvement than shown in this case study.

Furthermore, the thesis itself is basically a simulation. Realizations are obtained of certain
subsystems, which are afterwards encountered in an updated schedule. They are encountered
in the updated schedule by means of the predictions. The behaviour of these predictions is
shortly discussed as they convert to the real process time when time increases. However the
reliability in this thesis is not derived in statistical properties, such that it can be concluded
for instance a certain prediction can be considered fixed within a certain time-span when
being for example 3 time-units before the predicted endtime. Not only the reliability of the
predictions must be encountered into certain numerical statements, with respect to for ex-
ample statistical properties, but also need to be compared with real systems. If the system
does get nice results with the prediction of the simulation, this does not necessarily conclude
directly the system does get nice results when applying the same methods to real systems. In
other words, the prediction of real systems could be much less reliable, and the question could
be asked if the conclusions drawn in this thesis are robust for systems where the predictions
would be less reliable.

To continue, conclusions are drawn about the optimality of an iterative method which up-
dates every time-step k in comparison with an initial optimal schedule. However, one of
the problems discussed in the introduction, is that an continuously updated model can be
computationally hard. In this thesis research, the iterative method is not compared with a
continuously updating model. Nothing can be concluded about the optimality of the itera-
tive scheduler with respect to a continuously updating scheduler, while this is an important
point of interest. The beneficial effect of the iterative scheduler would pale in comparison, if
it turns out continuously updating the schedule would improve the system its cost function
with a scale of 10 for instance. To extend this paragraph about comparisons, one could also
ask questions about the manner which is used to compare the initial schedule with the final
schedule. Namely the differences in nominal processing times are summed up, and afterwards
the difference between these sums of respectively the initial schedule and the final schedule
are calculated to state the time already gained or lost with shorter or longer processing times
only by the processes rather than the scheduling. Another approach could be to scale the
processes which the initial schedule does take as nominal processing time with the same value
as the scale the value of the processing time in the updated scheduler is increased or de-
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screased. A third approach could be to seed the noise sequences the same for machines of the
same processes, such that if the initial schedule does not take the same machines as the final
schedule per cycle k, it still undergoes the same noise sequence.

Ultimately, a lot of assumptions and choices have been made for simplicity, such as ne-
glecting the transportation times between the processes, or the simplications made regarding
the system dynamics of the processes. Of course, this is more a toy example and very specific
and precise model properties are not necessary. However, if one want to obtain very accurate
results of the beneficial effect of the updated scheduler, these things could be improved. A
part from implementing transportation times, elaborate subsystems a lot more precisely, also
the noise sequences chosen for the simulation and estimation are quite simplistic. Zero-mean
white noise signals could be replaced by noise sequences who are not very ’clean’. Also the
noise is assumed to be additive, but integrated noise would also be worthy to look at for the
results and conclusions to become a little bit wider and more robust.

6-2-2 Further research

In the discussion section, already a lot of points are made where it opens way for further
research. In this section some points of the discussion section are elaborated for further re-
search, as well as new problems will be given for interest in further research. The same as
done in the previous section, the further research point will be discussed per paragraph.

As is already mentioned in the above discussion, the iteratively updated scheduler is only
compared with the initial optimal scheduler and not with a continuously updated scheduler.
This can be done in future research by making the discrete time-step x smaller and smaller,
and observe the beneficial effect of the updated scheduler versus the computational power and
time it needs for the solution. Essentially a continuously updating scheduler is the same as
making the discrete time-counter x infinitely small, such that it updates every time-counter
K, which when & is almost equal to zero, can be seen as continuously updating the scheduler.

As an extension on the previous paragraph, prediction can also be discussed within this
discrete time-counter k. Further research could be scoped upon the prediction of these sub-
systems when not using additive zero-mean white noise signals, but for instance integrated
coloured noise. It will rise the question what the change of noise will do to the extended
Kalman filter and therefore also to the predictions. Moreover, as can already be observed in
the tables with results of the predictions, the predictions are often not very accurate when
being in an early stage of the prediction. In further research, an interest could be to put a
weight on the prediction when increasing in time such that the schedule does not switch too
fast when having a very unreliable prediction of an early stage process. To extend in the
field of predictions, one could ask themselves if prediction of delays or forwards can not be
reframed into nominal processing times with the use of control. This is a very worthy to look
at point of interest. If a process is delayed, control can be used to let the system still float
to the nominal process time, such that rescheduling is unnecessary. If the control law can
not be fulfilled anymore, rescheduling can be done with respect to minimizing the costs. For
instance, you would rather like having a train driving faster to arrive on time, than the train
remaining its path but rescheduling the whole timetable due to this train.
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Also mentioned in the discussion paragraph is the simplicity of the provided case study.
Further research could want to extend the methods discussed in this thesis to systems which
are much more complex, and observe if the same improvements can be made with respect
to the cost, or even better improvements. One could imagine a system as a railway network
with 100 different train has much more other route- and order-decision which can be made
than a 4 route and 1 order beer brewing case study.
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Appendix A

Routing and ordering constraints

A-1 Constraint matrices routing

The first constraint:

z1(k) € B

22(k) € B

z3(k)| > vi(k) @ |p1+ 21(k)| = |p1+ 21(k) + B — Bui(k) (A-1)
z4(k) € B

25(k) p3 + z3(k) p3 + 23(k) + 8 — Boi(k)

Rearranging the equation:

—z1(k) -
—22(k) -p
21 (k) - Zg(k) — ﬁ’l)l(/{> S —P1 — 5 (A—2)
—24(k) -p
z3(k) — 25(k) — Bui(k) —p3 —f3
This is equal to:
-1 0 0 0 O 0O 000 -6
0O -1 0 0 O 0 0 00 -6
1 0 -1 0 O0f|zk+|-8 00 Ojlvk)<|-p1—8 (A-3)
0O 0 0 -1 0 0O 0 00 -6
0 O 1 0 -1 -5 0 0 0 —p3 — B
———
Ao(1=1) Vo(I=1) bo(I=1)
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Continuing making this for each mode gives:

[0 Ap(l=1) 0 0 0 Vo(l=1) 0 0] [bo(l = 1)]
0 : 0 0 0 : 0 0 :
0 Ap(l=4) 0 0 0 Vo(l=4) 0 0 bo(l =4)
0 0 Ao(l=1) 0 0 0 Vol =1) 0 bo(l=1)
0 0 0 0 0 0
q<
0 0 Ao(l=4) 0 0 0 Vo(l =4) 0 bo(l =4)
0 0 0 Ao(l=1) 0 0 VWw(l=1) 0 bo(l=1)
0 0 0 0 0 0
0 0 0 Ap(l=4) 0 0 Vo(l=4) 0] bo(l =4)]
Fy p1
(A-4)
With all the zeros in the matrix of appropriate size. Having the same procedure with the
next constraints involving z(k — 1) and u(k), it becomes:
1 0 00O -1 0 0 0 0 -5 0 0 0 —p1— B
01 0 00 0O -1 0 0 0 -5 0 0 0 -5
0 01 0 0|zk-1)+|0 0o -1 0 0]zk)+|-8 0 0 0|v(k—1)< |—-ps—p
00 010 0 0 0O -1 0 -5 0 0 0 I}
00 0 01 0 0 0 0 -1 -5 0 0 0 —ps — B
—_———
Ar(l=1) Ay o(l=1) Vi(l=1) b1 (I=1)
(A-5)

Put the above matrices in appropriate places with respect to the vector z until event-step
k 4+ N, and one will get a similar matrix as F; such that a big matrix can be obtained, also
taking the different modes into account:

Fyq < po (A-6)

And finally the same procedure for the constraint with respect to the input:

-1 0 0 0 0 e 1 —8
0 -1 0 0 0 0 0 -8
0 0 —=1 0 0|zk)+|0|vk)+ |0]uk) <|-8 (A-7)
0 0 0 -1 0 0 0 -8
0o 0 0 0 -1 0 0 -8
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A-2 Constraint matrices ordering
Ordering 1:
_—25(l€) + 2z5(k + 1) — B, 1(1’43)- [—5 — ps]
—z5(k) + 2z5(k + 2) — Bs0.2(k) A
—25(k) + 25(k + 3) — Bs0,3(k) —B —ps
—z5(k) + z5(k +4) — Bsoa(k)| < | =B —ps (A-8)
—25(k) + 25(k 4 5) — Bso0,5(k) —B —ps
—25(k) + 25(k + 6) — Bso,6(k) —B—ps
|—25(k) + 25(k +7) — Bso7(k)| | —B—ps
Ordering 2:
—z5(k 4+ 1) + z5(k) — Bso,1(k) —Ps
—z5(k+ 1)+ z5(k 4+ 2) — Bs12(k + 1) —B —ps
—z5(k +1) + 25(k +2) — Bs13(k + 1) Ay
—z5(k+ 1)+ 25(k +2) = Bs1a(k+1)| < |=B—ps (A-9)
25(k+1)+25(k‘+2) [3815(16-1-1) —B—ps
—25(k +1) + z5(k +2) — Bs1,6(k + 1) —B—ps
|—z5(k+1) + 25(k +2) — Bs1,7(k + 1) |—B — b5
Ordering 3:
—25(k +2) + z5(k) — Bso2(k) [ —ps ]
—Z5(l€+2) +Z5(k+1) 581 2(k+1) —Ps5
Z5(k+2)+25(k+3) ﬂ823(k+2) —B — ps
—z5(k +2) + 25(k +4) — Bsoa(k +2)| < | =B —ps (A-10)
—Z5(k+2)+25(k+5) ﬂ825(k+2) -8 — ps
—z5(k +2) + 25(k + 6) — Bs26(k + 2) —B —ps
| —25(k42) + 25(k +7) = Bsa7(k+2)| |8 —ps]
Ordering 4:
—25(k +3) + z5(k) — Bso,3(k) [ —ps ]
—Z5(k+3) +Z5(k+ 1) ﬂsl 3(k+1) —Ps5
Z5(k7+3) +Z5(k‘+2) 582 3(k7+2) —P5
—z5(k+3) + 25(k +4) — Bsza(k+3)| < |-B—ps (A-11)
—Z5(k+3)+2’5(k+5) ﬂ835(k+3) —,B—p5
—z5(k +3) + 25(k + 6) — Bs36(k + 3) A
—Z5(k+3) +2z5(k+7) — Bss3 7(k+3)_ _—,B — D5
Ordering 5:
—z5(k +4) + z5(k) — Bsoa(k) [ —ps ]
—Z5(k+4) +Z5(k+ 1) ﬂsl 4(k+1) —P5
—z5(k+4) + z5(k +2) — Bsaa(k +2) —D5
—Z5(k + 4) + Z5(k + 3) ﬂ83 4(k + 3) < —Ps (A—12)
—25(k +4) + z5(k +5) — Bsas(k +4) —B—ps
—z5(k +4) + 25(k + 6) — Bsa6(k +4) —B—ps
|—z5(k+4) +a5(k+7) — Bsaz(k+4)] |8 —ps]
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Ordering 6:

Ordering 7:

Ordering 8:

A.J.M. van Heusden

—2z5(k +5) + 25(k) — Bs0,5(k) —P5
—25(k +5) + z5(k + 1) — Bs15(k +1) —D5
—25(k +5) + 25(k + 2) = Bs25(k + 2) —ps
Z5(k + 5) + Z5(k + 3) 583,5“? + 3) < —P5 (A—13)
—25(k+5) 4+ z5(k +4) — Bsas(k +3) —ps
Z5(/{7+5) +Z5(k‘+6) ﬁ85,6(l€+5) *ﬁ*pg,
Z5(k‘ + 5) + Z5<k + 7) 555,7“7 + 5) _—,3 — p5_
—25(k +6) + z5(k) — Bso,6(k) —Pps
—25(k +6) + z5(k + 1) — Bs1,6(k + 1) —D5
—25(k +6) + 25(k + 2) — Bs26(k + 2) —ps
Z5(k + 6) + Z5(k‘ + 3) 583,6(]6 + 3) < —P5 (A—14)
2’5(:1{3 + 6) + 2’5(](3 + 4) B54,6(k + 4) —Ps5
—25(k +6) + z5(k +5) — Bss6(k +5) —Ps
| —25(k 4 6) + 25(k + 7) — Bs6.7(k +6) —B —ps
—Z5(k + 7) + 2’5( 580,7(k) —Ps5
—z5(k+7)+ 2z5(k+1) — Bs17(k+ 1) —ps
—25(k+7) + 25(k + 2) — Bsa,7(k + 2) —ps
25(]{3 + 7) + Z5(k‘ +3 553’7(]{3 + 3) < |—ps (A—15)
—25(k +7) + z5(k +4) — Bsaz(k +4) —p5
—z5(k+7) + z5(k +5) — Bs57(k + 5) —Ps5
Z5(k + 7) + Z5(k‘ +6 586’7(1’6 + 6) _—p5

Master of Science Thesis
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Appendix B

B-1 Scheduler MATLAB-files

B-1-1 Scheduler main file

for =z

clearvars —except Montecarlo z

cle

addpath Mashing
addpath Brewing

seedl
seed?2
seed3
seed4

= 1:100

—30000;

= zeros (1,4%(Np+1));

= ones(Np+1,1

ones (Np+1,1

ones (Np+1,1

( )T
( ) *8
ones (Np+1,1) %6;
( ) %5
( ) x1

= randi
= randi
randi
= randi

Py

= ones(Np+1,1

10000,Np+1,1
10000 ,Np+1,1
10000,Np+1,1
10000,Np+1,1

Master of Science Thesis

)
)
)
)

9
)

9

Y

MATLAB-files

= 5% (Np+2)+4%(Np+2)+(Np+1)+sum (1:Np) ;
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27
28
29
30
31

32
33
34

35
36
37

38
39
40

41
42
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44
45
46
47

48
49
50
51
52
53
54
55
56
57
58
59
60
61
62

116 MATLAB-files

%% Initializing for t=0, the statical scheduler

Ysimend = O0;
Ystart = O0;
t = 0;

[Y, modes, Ysimend, Ystart, FVAL, pl, p2, p3, p4, p5, Z, X] =
dynScheduleTimedriven(pl, p2, p3, p4, p5, [], [], [I, [I, [,
[1, [], [], Ysimend, Ystart, Np, length, t, modes, beta, Zvec,
seedl, seed2, seed3, seedd);

% Function file for the initial schedule

Veqd = zeros ((Np+1)*2,length); % Prebuild matrices for the mode
constraints when time counter is passed starting time
beqb = zeros ((Np+1)%2,1);

Veq6 = zeros ((Np+1)*2,length); % Prebuild matrices for the mode
constraints when time counter is passed starting time
beq6 = zeros ((Np+1)%2,1);

Veq7 = zeros ((Np+1)*2,length); % Prebuild matrices for the mode
constraints when time counter is passed starting time
beq7 = zeros ((Np+1)%2,1);

Veq8 = zeros ((Np+1)*2,length); % Prebuild matrices for the mode
constraints when time counter is passed starting time
beq8 = zeros ((Np+1)%2,1);

Modes = modes; % Initial modes

Zvec = Z(:) ’; % Vector for previous modes, such that innerproduct
brings negative cost and modes stay the same

Xtotal = X; % Value of the optimization vector

Ystarttotal = Ystart; % Starting times of the jobs

Ysimendtotal = Ysimend; % End times of the jobs

plcheck = p1l;
p2check = p2;
p3check = p3;
pé4check = p4;
pScheck = pb;

%% Scheduler update with respect to ordering and routing
for t = 1:50

[Y, modes, Ysimend, Ystart, FVAL, pl, p2, p3, p4, p5, Z, X] =
dynScheduleTimedriven(pl, p2, p3, p4, p5, Veq5, beq5, Veq6, beqgb
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63
64
65

66

67

68

69

70
71
72

73

74

75
76
7
78
79
80

81
82
83
84
85
86
87

88

89

90

91

92
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, Veq7, beq7, Veq8, beq8, Ysimend, Ystart, Np, length, t, modes
, beta, Zvec, seedl, seed2, seed3, seed4d);
% Optimization algorithm per discrete time counter t

plcheck (1:(Np+1), t+1) = pl; % Updated process times Ml per
discrete time counter ¢t

p2check (1:(Np+1), t+1) = p2; % Updated process times M2 per
discrete time counter t

p3check (1:(Np+1), t+1) = p3; % Updated process times M3 per
discrete time counter t

p4check (1:(Np+1), t+1) = p4; " Updated process times Ml per
discrete time counter t

p5check (1:(Np+1), t+1) = p5; " Updated process times M5 per
(

discrete time counter t(useless)

Ystarttotal ((14+5%t):(b*t+5),1:Np+1) = Ystart; 0 Total matrix for
starting times per t

Ysimendtotal ((1+5%t):(5xt+5), 1:Np+1) = Ysimend; % Total matrix for
end times per t

Xtotal(l:length, t+1) = X; % Total matrix for optimization vector X
per t

Modes(t+1,:) = modes; " Total matrix for modes vector per t

FcheckVAL(t) = FVAL; % Value of the cost function per t

Zvec = Z(:) ’; % Previous modes for inner product of the modes

end

9% Simulation of the initial schedule and order with updated
process times for comparison

% for t = 1:50

X1 = Xtotal(:,1);

modesX1l = Modes(1,:);

cycle = 0;

Zvec = Zvec’;

[YstartX1l, YsimendX1l, modesXl, ZX1, checkFVAL, pl, p2, p3, p4, p5]
= dynScheduleSim(pl, p2, p3, p4, p5, Np, length, cycle, modesX1,
beta, Zvec,X1);

%

plabs = p1(:,1)—7; % Difference vector pl with nominal process
times pl

p2abs = p2(:,1)—8; % Difference vector p2 with nominal process
times p2

p3abs = p3(:,1)—6; % Difference vector p3 with nominal process
times p3
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94
95

96

97

98

99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127

118 MATLAB-files

p4abs = p4(:,1)—5;
pdif = sum(plabs)+sum(p2abs)+sum(p3abs)+sum (pdabs)

P = [plabs p2abs p3abs pdabs];

for k=1:8
modes = Modes (1,:);

if modes(k) = 1
p2abs (k) = 0;
p4abs (k) = 0;

elseif modes(k) ==
p2abs (k) = 0;
p3abs (k) = 0;

elseif modes(k) = 3
plabs(k) = 0;
p4abs(k) = 0;

elseif modes(k) = 4
plabs(k) = 0;
p3abs (k) = 0;
end
end
pdifnew = sum(plabs)+sum(p2abs) +sum(p3abs)+sum(péabs)
sigma = pdif — pdifnew
FVAL
checkFVAL

Montecarlo(z, 1:5) = [FVAL sigma pdif pdifnew checkFVAL |;
end

B-1-2 Scheduler function file

function[Y, modes, Ysimend, Ystart, FVAL, pl, p2, p3, p4, p5, Z, X]
= dynScheduleTimedriven(pl, p2, p3, p4, p5, Veqb, beqb, Veqb,
beq6, Veq7, beq7, Veq8, beq8, Ysimend, Ystart, Np, length, t,
modes, beta, Zvec, seedl, seed2, seed3, seed4)

plreal = pil;

p2real = p2;

p3real = p3;
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119

pdreal = p4; U Disruption case

%% Updating the processing times
if t>0

for k = 1:Np+1
if modes(k) < 3 && t>Ystart(1,k)
Veqb ((2xk—1):(2xk), (48+44xk):(49+4xk)) = eye(2); " Eliminate

modes which can not be chosen anymore due to processes which

have been started

beqb5 ((2xk—1):(2xk), 1) = zeros(2,1);

pl(k,1) = plreal(k);%mashingl (ceil (t—Ystart (1l k)). seedl(k));:

Update process times machine 1

elseif modes(k) > 2 && t>Ystart(2,k)
Veqb ((2xk—1):(2xk), (464+4xk):(47+4%k)) = eye(2); %

%

Eliminate modes which can not be chosen anymore due

to processes which have been started
beq6 ((2xk—1):(2xk), 1) = zeros(2,1);
p2(k,1) = p2real(k);/mashing2(ceil (t—Ystart (2 k)),
seed2(k));
end

if ((modes(k) = 1 || modes(k)==3) && t>Ystart(3,k))
Veq7 (2xk—1,474+4xk) = 1; % Eliminate modes which can not be
chosen anymore due to processes which have been started
Veq7 (2xk, 49+4xk)= 1;
beq7 ((2xk—1):(2xk), 1) = zeros(2,1);
p3(k,1) = brewingl(ceil (t—Ystart(3,k)), seed3(k));

elseif ((modes(k) = 2 || modes(k)==4) && t>Ystart(4,k))

Veq8(2xk—1,46+4xk) = 1; % Eliminate modes which can not be
chosen anymore due to processes which have been started

Veq8(2xk, 48+44xk)= 1;
beq8((2xk—1):(2xk), 1) = zeros(2,1);
p4(k,1) = brewing2(ceil (t—Ystart(4,k)), seedd(k));
end
end

end

9% Matrices A0 for mode 1=1 cycle k

AO_L1 = [0 000 0;00000;10000;00000; 0010 0];
AO_L1 = AO_Li—eye(5);
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VO_L1 = zeros(5,4);
VO_L1(:,1) = [0 0 —beta 0 —beta]’;

FO_L1 = zeros (((Np+1)%5) , length);
for k = 1:Np+1

FO_L1((1+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AO_L1;
FO_L1((145%k—5):(5%k), ((5%(Np+2)+1)+4*k):((5*(Np+2)+4)+dxk))=
VO_L1;

bO_L1((1+5%k—5):(5xk) ,:) = [—beta —beta —beta—pl(k,:) —beta —beta—

p3(k,:)]";
end

AOL2 =10 000000000;00000;10000;0001 0];
AO_L2 = AO_L2—eye (5);

VO_L2 = zeros (5,4);

VO_L2(:,2) = [0 0 0 —beta —beta]’;

FO_L2 = zeros (((Np+1)%5) , length);

for k = 1:Np+1

FO_L2((145%k—5):(5%k), (6+5%k—5):(5+5%k)) = A0O_L2;

FO_L2((145%k—5):(5xk), ((b*(Np+2)+1)+4xk):((5x(Np+2)+4)+4xk) )=
VO_L2;

bO_L2((1+5%k—5):(bxk) ,:) = [—beta —beta —beta —beta—p1(k,:) —beta—

pa(k,:)]";
end

AO_L3 =1[0 000050 00000100000000;0010 0]
AO_L3 = AO_L3—eye (5);

VO_L3 = zeros(5,4);

VO_L3(:,3) = [0 0 —beta 0 —beta]’;

FO_L3 = zeros (((Np+1)%5) , length);

for k = 1:Np+1

FO_L3((145%k—5):(5%k), (6+5%k—5):(5+5%k)) = A0O_L3;
FO_L3((1+5%xk—5):(5xk), ((5x(Np+2)+1)+4xk):((5*(Np+2)+4)+4xk) )=

VO_L3;

bO_L3((1+5%k—5):(5xk) ,:) = [—beta —beta —beta—p2(k,:) —beta —beta—
p3(k,:) 175
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85 end

86

87 AO_L4 =10 000 0;00000; 00000;01000;0001 0];

88 AO_L4 = AO_L4—eye(5H);

89 VO_L4 = zeros(5,4);

90 VO_L4(:,4) = [0 0 0 —beta —beta]’;

91

92 FO_L4 = zeros (((Np+1)%5) , length);

93

94 for k = 1:Np+1

95

96 FO_L4((14+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AO_L4;

97 FO_L4((1+45%k—5):(b*k), ((5x(Np+2)+1)+4xk):((5*(Np+2)+4)+4«k) )=
VO_L4;

98

99 bO_L4((14+5*k—5):(b*k) ,:) = [—beta —beta —beta —beta—p2(k,:) —beta—
pd(k,:)|";

100 end

101

102

103 FO = [FO_L1;FO0_L2;F0_L3;F0_L4];

104

105 b0_0 = [bO_L1; bO_L2; b0O_L3; b0_L4];
106

107

108

109 A1_L1 = [eye(b) —eye(5)];

110 A1_L1(5,:) = 0;

111 V1_L1 = zeros(5,4);

112 V1_L1(:,1) = —ones(5,1)x*beta;

113

114 F1_L1 = zeros ((Np+1)x5, length);

115 bl1_L1 = zeros ((Np+1)x5, 1);

116 for k = 1:Np

117

118 F1_L1((1+5%k—5):(5xk), (6+5xk—5):(10+5%k)) = A1_L1;

119 F1_L1((145%xk—5):(5xk), ((5*(Np+2)+1)+4sk):((5*(Np+2)+4)+4xk)) =
Vi_L1;

120

121 b1_L1((1+5%xk—5):(bxk), :) = [~beta—pl(k,:) —beta —beta—p3(k,:) —
beta —beta]’;

122 end

123

124

125

126 A1_L2 = [eye(b) —eye(H)];

127 A1_L2(5,:) = 0;
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Vi_L2 = zeros(5,4);
V1i_L2(:,2) = —ones(5,1)x*beta;

F1_L2 = zeros ((Np+1)*5, length);
bl1_L2 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L2((1+45%k—5):(bxk), (6+5xk—5):(10+5%k)) = A1_L2;
F1_L2((145%k—5):(bxk), ((5x(Np+2)+1)+4xk):((5*(Np+2)+4)+4xk)) =
Vi_L2;

bl_L2((1+5%k—5):(5xk), :) = [—beta—pl(k,:) —beta —beta —beta—p4(k
,:) —beta]’;

end

A1_L3 = [eye(5H) —eye(H)];

A1_1L3(5,:) = 0;

V1_L3 = zeros(5,4);
V1_L3(:,3) = —omnes(5,1)x*beta;

F1_L3 = zeros ((Np+1)*5, length);
b1_L3 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L3((14+5%k—5):(5%k), (6+5%k—5):(10+5%k)) = A1_L3;
F1_L3((1+5%k—5):(bxk), ((5x(Np+2)+1)+4xk):((5*(Np+2)+4)+4xk)) =
Vi L3;

b1 _L3((1+5%k—5):5%k, :) = [—beta —beta—p2(k,:) —beta—p3(k,:) —beta
—beta] ’;

end

A1_L4 = [eye(bH) —eye(H)];

A1_L4(5,:) = 0;

Vi_L4 = zeros(5,4);
Vi_L4(:,4) = —omnes(5,1)x*beta;

F1_L4 = zeros ((Np+1)*5, length);
bl1_L4 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L4((1+45%k—5):(5%k), (6+5%k—5):(104+5xk)) = A1l_L4;
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F1_L4((145%k—5):(5xk), ((5*(Np+2)+1)+4xk):((5*(Np+2)+4)+4xk)) =
Vi L4;

bl_L4((1+5%xk—5):5%k, :) = [—beta —beta—p2(k,:) —beta —beta—p4(k,:)

—beta] ’;
end

F1 = [F1_L1;F1_L2;F1_L3;F1_L4];

b1 1 = [bi_L1; bl_L2; bl _L3; bl_L4];
AU_L1 = —eye(H);

VU_L1 = zeros (5,4);

VU_L1(:,1) = [—beta 0 0 0 0] 7;

ULt =1[1000 0]
FU_L1 = zeros ((Np+1)x5, length);

for k = 1:(Np+1)

FU_L1((145%k—5):(5%k), (6+5%k—5):(5+5%k)) = AU_L1;
FU_L1((1+5%k—5):(bxk), (5%(Np+2)+14+4xk):(5*(Np+2)+4+4+k)) = VU_L1;
FU_L1((1+5%k—5):(5%k), (5%(Np+2)+4*(Np+2)+k)) = U_L1;

bU_L1((1+5%k—5):(5xk), 1) = —ones(5,1)xbeta;
end

AU_L2 = —eye(H);

VU_L2 = zeros (5,4);

VU_L2(:,2) = [—beta 0 0 0 0] 7;

UL2=1[1000 0]
FU_L2 = zeros ((Np+1)*5, length);

for k = 1:(Np+1)

FU_L2((1+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AU_L2;
FU_L2((1+5%k—5):(bxk), (5%(Np+2)+14+4xk):(5*(Np+2)+4+4xk)) = VU_L2;
FU_L2((145%xk—5):(5xk), (5x(Np+2)+4«(Np+2)+k)) = U_L2;

bU_L2((1+5%k—5):(bxk), 1) = —ones(5,1)xbeta;
end

AU_L3 = —eye (5);

VU_L3 = zeros(5,4);
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215 VU_L3(:,3) = [0 —beta 0 0 0]’;

216 U_L3 = [0 1 0 0 0]’;

217

218 FU_L3 = zeros ((Np+1)*5, length);

219

220 for k = 1:(Np+1)

221 FU_L3((1+5%k—5):(5%k), (64+5%xk—>5):(5+5%k)) = AU_L3;

222 FU_L3((1+5%k—5):(bxk), (5x(Np+2)+1+4xk):(5*(Np+2)+4+4xk)) = VU_L3;
223 FU_L3((1+5%k—5):(bxk), (5*(Np+2)+4«(Np+2)+k)) = U_L3;

224

225 bU_L3((1+4+5%k—5):(5*k), 1) = —ones(5,1)x*beta;
226 end

227

228

229

230

231 AU_L4 = —eye(5H);

5)
232 VU_L4 = zeros(5,4);
233 VU_L4(:,4) = [0 —beta 0 0 0]’;

234 U_L4 =1[0 100 0]

235

236 FU_L4 = zeros ((Np+1)x5, length);

237

238 for k = 1:(Np+1)

239 FU_L4((145%k—5):(5*k), (64+5%xk—5):(5+5%k)) = AU_L4;

240 FU_L4((1+5%k—5):(5xk), (5x(Np+2)+1+4«k):(5*(Np+2)+4+4«k)) = VU_L4;
241 FU_L4((145%k—5):(5*k), (b*(Np+2)+4%(Np+2)+k)) = U_L4;

242

243 bU_L4((1+5%k—5):(bxk), 1) = —ones(5,1)xbeta;

244 end

245

246

247 FU = [FU_L1; FU_L2; FU_L3; FU_L4];

248

240 bU = [bU_L1; bU_L2; bU_L3; bU_L4];

250

251

252 Aordk = zeros(Np, length);

253 Aordkl = zeros(Np—1, length);
254 Aordk2 = zeros(Np—2, length);
255 Aordk3 = zeros(Np—3, length);
256 Aordk4 = zeros(Np—4, length);
257 Aordk5 = zeros(Np—5, length);
258 Aordk6 = zeros(Np—6, length);

259
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for k = 1:Np

Aordk(k, 104+5%k) = 1;

Aordk (:,10) = —1;

Aordk(k, length—sum (1:Np)+k) = —beta;

bordk(k,1) = —beta—p5(k);

end

for k = 2:Np

Aordk1 (k— 1 , 104+5%k) = 1;

Aordkl (:,15) = —1;

Aordk1(k—1, length—sum (1:Np)+Np+(k—1)) = —beta;
bordkl (k—1,1) =—beta—p5(k);

end

for k = 3:Np

Aordk2 (k— 2 10—}—5*1{) = 1;

Aordk2 (:, = —1;

Aordk2(k 2, length—sum (1:Np)+Np+(Np—1)+(k—2)) = —beta;
bordk2(k—2,1) =beta—p5(k);

end

for k = 4:Np

Aordk3(k— 3 ,104+5%k) = 1;

Aordk3(:,25) = —1;

Aordk3(k—3, length—sum (1:Np)+Np+(Np—1)+(Np—2)+(k—3)) = —beta;
bordk3(k—3,1) =beta—p5(k);

end

for k = 5:Np

Aordk4 (k—4,10+5%k) = 1;

Aordk4 (:,30) = —1;

Aordk4 (k—4, length—sum (1:Np)+Np+(Np—1)+(Np—2)+(Np—3)+(k—4)) = —beta
bordk4 (k—4,1) =beta—p5(k);

end

for k = 6:Np

Aordk5(k—5,10+5%k) = 1;

Aordk5(:,35) = —1;

Aordk5(k—5, length—sum (1:Np)+Np+(Np—1)+(Np—2)+(Np—3)+(Np—4)+(k—5))
= —beta;

bordk5(k—5,1) =—beta—p5(k);

end

for k = 7:Np

Aordk6 (k—6,10+5%k) = 1;
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Aordk6 (:,40) = —1;

Aordk6(k—6, length—sum (1:Np)+Np+(Np—1)+(Np—2)+

+(k—6)) = —beta;
bordk6 (k—6,1) =—beta—p5(k);
end

Fordtot = [Aordk; Aordkl; Aordk2;
bordtot = [bordk; bordkl; bordk2;
Aordinv = zeros (1,length);
Aordinvi = zeros (2,length);
Aordinv2 = zeros (3,length);
Aordinv3 = zeros (4,length);
Aordinv4 = zeros (5,length);
Aordinvb = zeros (6,length);
for k =1

Aordinv(1,10+45%k) = —1;
Aordinv(1,5+5%k) = 1;
Aordinv(1,90) = beta;

bordinv = —p5(k);

end

for k = 1: 2

Aordinvl (:,20) = —1;
Aordinvl (k,5+5%k) = 1;
Aordinv1(1,90+1) = beta;
Aordinvi1(2, 90+1+{Np 1)) = beta;
bordinvi(k,l) = —p5(k);

end

for k = 3

Aordinv2(:,25) = —1;
Aordinv2(k,5+5%k) = 1;

Aordinv2(2,90+2+(Np—1)) = beta;

1:

(:,

(
Aordinv2(1,90+2) = beta;

(
Aordinv2(3,904+2+(Np—1)+(Np—2))

(k

bordinv2(k,1) = —p5(k);

end

for k = 1: 4

Aordinv3d(:,30) = —1;
Aordinv3(k,5+5%k) = 1;
Aordinv3(1,90+3) = beta;
Aordinv3(2,90+3+(Np—1)) = beta;
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bordk5; bordk6 |;

Master of Science Thesis



349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390

391

392
393

B-1 Scheduler MATLAB-files 127

Aordinv3(3,904+3+(Np—1)+(Np—2)) = beta;

Aordinv3(4,90+3+(Np—1)+(Np—2)+(Np—3)) = beta;

bordinv3(k,1) = —p5(k);

end

for k = 1: 5

Aordinvé4 (:,35) = —1;

Aordinv4 (k,5+5%k) = 1;

Aordinv4(1,90+4) = beta;

Aordinv4(2,904+4+(Np—1)) = beta;

Aordinv4 (3,904+4+(Np—1)+(Np—2)) = beta;

Aordinv4(4,904+4+4(Np—1)+(Np—2)+(Np—3)) = beta;

Aordinv4 (5,90+4+ (Np—1)+(Np—2)+(Np—3)+(Np—4)) = beta;

bordinv4 (k,1) = —p5(k);

end

for k = 1: 6

Aordinv5(:,40) = —1;

Aordinvb (k,5+5%k) = 1;

Aordinv5(1,90+5) = beta;

Aordinv5(2,90+5+(Np—1)) = beta;

Aordinv5(3,904+5+(Np—1)+(Np—2)) = beta;

Aordinv5(4,904+5+(Np—1)+(Np—2)+(Np—3)) = beta;

Aordinv5(5,904+5+(Np—1)+(Np—2)+(Np—3)+(Np—4)) = beta;

Aordinv5(6,90+5+(Np—1)+(Np—2)+(Np—3)+(Np—4)+(Np—5)) = beta;

bordinv5(k,1) = —p5(k);

end

for k = 1: 7

Aordinvé (:,45) = —1;

Aordinvé (k,5+5%k) = 1;

Aordinvé (1,904+6) = beta;

Aordinvé6(2,904+6+(Np—1)) = beta;

Aordinvé6(3,904+6+(Np—1)+(Np—2)) = beta;

Aordinvé6(4,904+6+(Np—1)+(Np—2)+(Np—3)) = beta;

Aordinvé (5,90+6+(Np—1)+(Np—2)+(Np—3)+(Np—4)) = beta;

Aordinv6(6,90+6+(Np—1)+(Np—2)+(Np—3)+(Np—4)+(Np—5)) = beta;

Aordinvé6(7,904+6+(Np—1)+(Np—2)+(Np—3)+(Np—4)+(Np—5)+(Np—6) ) = beta;

bordinv6(k,1) = —p5(k);

end

Fordtotinv = [Aordinv; Aordinvl; Aordinv2; Aordinv3; Aordinv4;
Aordinvb; Aordinvé |;

bordtotinv = [bordinv; bordinvl; bordinv2; bordinv3; bordinvé4;
bordinv5; bordinvé];
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Vecon = [1 1 1 1];

Veql = zeros (Np+1, length);
beql = ones(Np+1, 1);

for x = 1:(Np+1)
Veql(k, (46+4%k):(49+4xk)) = Vcon; % Constraint one binary
variable per cycle is chosen
end

Veq2 = zeros (5,length); % Initialize z(k—1)
Veq2(1:5, 1:5) = eye(bh);
beq2 = zeros (5,1);

Veq3 = zeros (4,length); % Initialize v(k—1)
Veq3(1:4, 46:49) = eye(4);
beq3 = zeros(4,1);

Veq4 = zeros (Np+1,length); % Initialize all inputs equal to 0

Veq4 (1:(Np+1), (5%(Np+2)+4*(Np+2)+1):(length—sum(1:Np))) = eye(Np
1);

beq4 = zeros(Np+1, 1);

if t =0% Initialize modes for initial scheduler
Veq9 = zeros (4,length);
for k = 1:4

Veq9 (k,46+4+k—1+modes (k)) = 1;
beq9 = ones(4,1);

end

end

9% Building the costfunction
Cl = zeros(1,5%(Np+2)); % Cost function for endtimes of all jobs

(1,5%(Np+2)) = 1;
(1,5%(Np+2)—5) = 1;
(1,5%(Np+2)—10) = 1;
(1,5%(Np+2)—15) = 1;
1(1,5%(Np+2)—20) = 1;
(1,5%(Np+2)—25) = 1;
(1,5%(Np+2)—30) = 1;
(1,5%(Np+2)—35) = 1;
(1,5%(Np+2)—40) = 1;
C2 = [zeros(1,4) —0.01xZvec]; "% Cost function for unnecessary mode

switching
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C3 = —omnes(1,Np+1)%0.01;
C4 = zeros(1l, sum(1:Np));
C = [Cl C2 C3 C4];
F = [FO; F1; FU; Fordtot; Fordtotinv];
b = [b0_0; bl_1; bU; bordtot; bordtotinv];
if t>=1
Veq = [Veql; Veq2; Veq3; Veq4;Veq5;Veq6;Veq7;Veq8];
beq = [beql; beq2; beq3; beq4;beq5;beqb;beq7;beq8];
else
Veq = [Veql; Veq2; Veq3; Veqd; Veq9];
beq = [beql; beq2; beq3; beq4; beq9];
end
1b = zeros(length ,1);
ub = [ones (5% (Np+2),1)*Inf;ones (4% (Np+2),1);ones((Np+1),1)*Inf;
ones(sum(1:Np), 1)];
intcon = [46:81, 90:length];
[X, FVAL, EXITFLAG| = intlinprog(C’, intcon, F, b, Veq, beq, lb, ub

) ;

X(intcon) = round(X(intcon));

Y = zeros (10, Np+1);

for k = 1:(Np+1)
Y(1:5,k) = X((6+5xk—5):(5+5%k), :);
Y(6:9,k) = X((46+4%k):(49+4%k), :);
Y(10, k) = X(81+k, :);

end

for i = 1:(Np+1)
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modes (1,i) = find (Z(:,i)>0.1);

end

% figure

% plot(x, Y(1:5, :))

% legend ('x1(k)’, ’x2(k)’, 'x3(k)’, ’x4(k)’, 'x5(k)"’)

% title (’Starting times of processes per machine )

% xlabel (’Batch(k) )

% ylabel (’Starting time(s) )

%

%

% figure

% plot (x,Y(6,:), ’s’, x,Y(7,:), "«x’, x,Y(8,:), "0, x,Y(9,:), ’d")

% legend ("Mode 1’, ’Mode 2’, 'Mode
% title (’Optimal sequence of modes
% xlabel ("Modes ")

% ylabel (" Active or inactive 7)
% figure

% plot(x, Y(10,:),
% legend ("u(k) )

% title (’Times of incoming batches
% xlabel (’Batch(k) ")

% ylabel (’Incoming time(s) )

07)

%% Simulation

[Ysimend, Ystart]| =

Y

end

37, "Mode 47)

")

to process’)

of begin and endtimes from the optimization

dynSimulation(modes, pl, p2, p3, p4, p5, Y, Np)

B-1-3 Scheduler simulation file updating Ystart and Yend

function [Ysimend, Ystart] =
p3inp, p4inp, pbinp, Y, Np)
T
Endtimematrix =
Y =Y(1:5,:);
for k = 1:Np+1

zeros (5 ,(Np+1));

if modes(k) = 1
Y(2,k) = 0;
Y(4,k) = 0;

elseif modes(k) =— 2

Y(2,k) = 0;
Y(3,k) = 0;

A.J.M. van Heusden
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elseif modes(k) =— 3
Y(1,k) = 0;
Y(4,k) = 0;
elseif modes(k) =— 4
Y(1,k) = 0;
Y(3,k) = 0;
end
if modes(k) =— 1

Endtimesmatrix(1,k) = Y(1,k)+plinp(k);
Endtimesmatrix (3,k)
Endtimesmatrix (5,k) = Y(5,k)+p5inp(k);

I
<
w
~

~—
+

el
w

.

[=}
el
—

b

elseif modes(k) = 2
Endtimesmatrix(1l,k) = Y(1,k)+plinp(k);
Endtimesmatrix(4,k) = Y(4,k)+p4inp(k);
Endtimesmatrix (5,k) = Y(5,k)+p5inp(k);

elseif modes(k) = 3
Endtimesmatrix(2,k) = Y(2,k)+p2inp(k);
Endtimesmatrix(3,k) = Y(3,k)+p3inp(k);
Endtimesmatrix (5,k) = Y(5,k)+p5inp(k);

elseif modes(k) = 4
Endtimesmatrix(2,k) = Y(2,k)+p2inp(
k) ;
Endtimesmatrix(4,k) = Y(4,k)+p4inp(
k) ;
Endtimesmatrix (5,k) = Y(5,k)+p5inp(
k) ;
end
end
Ysimend = Endtimesmatrix;
Ystart = Y;
end

B-1-4 Scheduler simulation file comparison fixed initial scheduler
function [Ystart, Ysimend, modes, Z, checkFVAL, pl, p2, p3, p4, p5]

= dynScheduleSim(pl, p2, p3, p4, p5, Np, length, cycle, modes,
beta, Zvec,bX1)

AO_L1 = [0 000 0;00000;10000;00000; 0010 0];
AO_L1 = AO_Li—eye(5);
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VO_L1 = zeros(5,4);
VO_L1(:,1) = [0 0 —beta 0 —beta]’;

FO_L1 = zeros (((Np+1)%5) , length);
for k = 1:Np+1

FO_L1((1+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AO_L1;
FO_L1((145%k—5):(5%k), ((5%(Np+2)+1)+4*k):((5*(Np+2)+4)+dxk))=
VO_L1;

bO_L1((1+5%k—5):(5xk) ,:) = [—beta —beta —beta—pl(k,:) —beta —beta—

p3(k,:)]";
end

AOL2 =10 000000000;00000;10000;0001 0];
AO_L2 = AO_L2—eye (5);

VO_L2 = zeros (5,4);

VO_L2(:,2) = [0 0 0 —beta —beta]’;

FO_L2 = zeros (((Np+1)%5) , length);

for k = 1:Np+1

FO_L2((145%k—5):(5%k), (6+5%k—5):(5+5%k)) = A0O_L2;

FO_L2((145%k—5):(5xk), ((b*(Np+2)+1)+4xk):((5x(Np+2)+4)+4xk) )=
VO_L2;

bO_L2((1+5%k—5):(bxk) ,:) = [—beta —beta —beta —beta—p1(k,:) —beta—

pa(k,:)]";
end

AO_L3 =1[0 000050 00000100000000;0010 0]
AO_L3 = AO_L3—eye (5);

VO_L3 = zeros(5,4);

VO_L3(:,3) = [0 0 —beta 0 —beta]’;

FO_L3 = zeros (((Np+1)%5) , length);

for k = 1:Np+1

FO_L3((145%k—5):(5%k), (6+5%k—5):(5+5%k)) = A0O_L3;
FO_L3((1+5%xk—5):(5xk), ((5x(Np+2)+1)+4xk):((5*(Np+2)+4)+4xk) )=

VO_L3;

bO_L3((1+5%k—5):(5xk) ,:) = [—beta —beta —beta—p2(k,:) —beta —beta—
p3(k,:) 175
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end

AO_L4 =0 000O0;00000, 00000;01000;00010];

AO_L4 = AO_L4—eye (5);

VO_L4 = zeros (5,4);

VO_L4(:,4) = [0 0 0O —beta —beta]’;
FO_L4 = zeros (((Np+1)x5) , length);
for k = 1:Np+1

FO_L4((1+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AO_L4;

FO_L4((145%xk—5):(5xk), ((b*(Np+2)+1)+4x*k) :(:(5*(Np—|—2)—|—4)—|—4*k)):

VO_L4;

bO_L4((1+5%k—5):(bxk) ,:) = [—beta —beta —beta —beta—p2(k,:) —beta—

pa(k,:)]";
end

FO = [FO_L1;FO_L2;FO0_L3;F0_L4];

b0_0 = [bO_L1; bO_L2; bO_L3; b0_L4];
A1_L1 = [eye(5) —eye(H)];

A1_L1(5,:) = 0;

Vi_L1 = zeros(5,4);

Vi_L1(:,1) = —ones(5,1)x*beta;

F1_L1 = zeros ((Np+1)*5, length);
b1_L1 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L1((14+5%k—5):(5%k), (6+5%xk—5):(10+5%k)) = A1_L1;

F1_L1((145%k—5):(5xk), ((5*(Np+2)+1)+4xk):((5*(Np+2)+4)+4xk)) =

Vi L1;

bl _L1((1+5%xk—5):(5*k), :) = [—beta—pl(k,:) —beta —beta—p3(k,:) —
beta —beta]’;

end

A1_1L2 = [eye(H) —eye(5)];

A1_L2(5,:) = 0;

Vi_L2 = zeros(5,4);
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Vi_L2(:,2) = —omnes(5,1)x*beta;

F1_L2 = zeros ((Np+1)%5, length);
bl1_L2 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L2((1+45%k—5):(bxk), (6+b5xk—5):(10+5%k)) = A1_L2;
F1_L2((145%xk—5):(5xk), ((5*(Np+2)+1)+4sk):((5*(Np+2)+4)+4xk)) =
V1_L2;

b1 _L2((1+5%k—5):(5xk), :) = [—beta—pl(k,:) —beta —beta —beta—p4(k
,i) —beta] ’;

end

A1_L3 = [eye(b) —eye(H)];

A1_L3(5,:) = 0;

V1i_L3 = zeros(5,4);

V1_L3(:,3) = —omnes(H,1)xbeta;

F1_L3 = zeros ((Np+1)*5, length);
b1_L3 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L3((1+5%xk—5):(bxk), (6+5xk—5):(10+5%k)) = A1_L3;
F1_L3((1+5%k—5):(bxk), ((5x(Np+2)+1)+4%k):((5*(Np+2)+4)+4xk)) =
V1_L3;

b1_L3((1+5%xk—5):5%k, :) = [—beta —beta—p2(k,:) —beta—p3(k,:) —beta
—beta] ’;

end

A1_L4 = [eye(5) —eye (D) ];

A1 _L4(5,:) = 0;

Vi_L4 = zeros(5,4);

Vi_L4(:,4) = —ones(5,1)x*beta;

F1_L4 = zeros ((Np+1)x5, length);
b1_L4 = zeros ((Np+1)x5, 1);
for k = 1:Np

F1_L4((1+5%xk—5):(bxk), (6+5xk—5):(10+5%k)) = Al_L4;
F1_L4((145%xk—5):(5xk), ((5*(Np+2)+1)+4%k):((5*(Np+2)+4)+4xk)) =
Vi_1L4;
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bl_L4((1+45%xk—5):5%k, :) = [—beta —beta—p2(k,:) —beta —beta—p4(k,:)
—beta] ’;
end

F1 = [F1_L1;F1_L2;F1_L3;F1_L4];

bi_1 = [b1_L1; bl _L2; bi_L3; bi_L4];
AU_L1 = —eye(5H);

VU_L1 = zeros (5,4);

VU_L1(:,1) = [—beta 0 0 0 0] 7;

ULl =1[1000 0]

FU_L1 = zeros ((Np+1)*5, length);

for k = 1:(Np+1)

FU_L1((145%k—5):(5%k), (6+5%k—5):(5+5%k)) = AU_L1;
FU_L1((145%k—5):(5xk), (5*%(Np+2)+1+4xk):(5(Np+2)+4+4xk)) = VU_L1;
FU_L1((145%xk—5):(5xk), (5x(Np+2)+4x(Np+2)+k)) = U_L1;

bU_L1((1+5%k—5):(5xk), 1) = —ones(5,1)«beta;

end

AU_L2 = —eye (5);

VU_L2 = zeros (5,4);

VU_L2(:,2) = [—beta 0 0 0 0] 7;

UL2=1[1000 0]

FU_L2 = zeros ((Np+1)%5, length);

for k = 1:(Np+1)

FU_L2((1+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AU_L2;
FU_L2((1+5%k—5):(bxk), (5*(Np+2)+144xk):(5*(Np+2)+4+4xk)) = VU_L2;
FU_L2((145%xk—5):(5xk), (5%(Np+2)+4x(Np+2)+k)) = U_L2;

bU_L2((1+5%k—5):(5xk), 1) = —ones(5,1)«beta;

end

AU_L3 = —eye(H);

VU_L3 = zeros(5,4);

VU_L3(:,3) = [0 —beta 0 0 0]’;

UL3=1[0100 0];

Master of Science Thesis A.J.M. van Heusden
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FU_L3 = zeros ((Np+1)%5, length);
for k = 1:(Np+1)

FU_L3((145%k—5):(5%k), (6+5%xk—5):(54+5%k)) =

AU_L3;

FU_L3((145%xk—5):(5xk), (5x(Np+2)+1+4xk): (5% (Np+2)+4+4«k)) = VU_L3;

FU_L3((145%xk—5):(5xk), (5*x(Np+2)+4x(Np+2)+k)) = U_L3;

bU_L3((1+5%k—5):(5xk), 1) = —ones(5,1)x«beta;

end

AU_L4 = —eye(H);

VU_L4 = zeros (5,4);

VU_L4(:,4) = [0 —beta 0 0 0] 7;

UL4e=1[0100 0]

FU_L4 = zeros ((Np+1)x5, length);

for k = 1:(Np+1)

FU_L4((1+5%k—5):(5%k), (6+5%k—5):(5+5%k)) = AU_L4;

FU_L4((1+5%k—5):(bxk), (5%(Np+2)+144xk):(5*(Np+2)+4+4xk)) = VU_L4;
(

FU_L4((14+5%k—5):(5%k),

bU_L4((1+5xk—5):(bxk), 1) =

end

Aordk

Aordk1
Aordk?2
Aordk3
Aordk4
Aordkb
Aordké6

for k =

Aordk (k, 10+5xk) =

A.J.M. van Heusden

(5% (Np+2)+4x(Np+2)+k)) = U_L4;

—ones (5,1)xbeta;

[FU_L1; FU_L2; FU_L3; FU_L4];

[bU_L1; bU_L2; bU_L3; bU_L4];

= zeros (Np, length);
= zeros (Np—1, length);
= zeros (Np—2, length);
= zeros (Np—3, length);
= zeros (Np—4, length);
= zeros (Np—5, length);
= zeros (Np—6, length);
1:Np
L
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Aordk (:,10) = —1;

Aordk(k, length—sum(1:Np)+k) = —beta;
bordk(k,1) = —beta—p5(k);

end

for k = 2:Np
Aordk1 (k— 1 ,10+5%k) = 1;

Aordki (:,15) = —1;

Aordk1(k—1, length—sum (1:Np)+Np+(k—1)) = —beta;
bordkl (k—1,1) =beta—p5(k);

end

for k = 3:Np
Aordk2(k— 2 ,104+5%k) = 1;

Aordk2(:,20) = —1;

Aordk2(k—2, length—sum(1:Np)+Np+(Np—1)+(k—2)) = —beta;
bordk2(k—2,1) =beta—p5(k);

end

for k = 4:Np
Aordk3 (k— 3 , 104+5%k) = 1;

Aordk3(:,25) = —1;

Aordk3(k—3, length—sum (1:Np)+Np+(Np—1)+(Np—2)+(k—3)) = —beta;
bordk3(k—3,1) =—beta—p5(k);

end

for k = 5:Np

Aordk4 (k—4,10+5%k) = 1;

Aordk4 (:,30) = —1;

Aordk4 (k—4, length—sum(1:Np)+Np+(Np—1)+(Np—2)+(Np—3)+(k—4)) = —beta

bordk4 (k—4,1) =beta—p5(k);
end

for k = 6:Np
Aordkb5 (k—5,10+5%k) = 1;

Aordk5(:,35) = —1;

Aordk5(k—5, length—sum(1:Np)+Np+(Np—1)+(Np—2)+(Np—3)+(Np—4)+(k—5))
= —beta;

bordk5(k—5,1) =beta—p5(k);

end

for k = 7:Np

Aordk6 (k—6,10+5%k) = 1;

Aordk6 (:,40) = —1;

Aordk6(k—6, length—sum (1:Np)+Np+(Np—1)+(Np—2)+(Np—3)+(Np—4)+(Np—5)
+(k—6)) = —beta;

Master of Science Thesis A.J.M. van Heusden
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bordk6 (k—6,1) =—beta—p5(k);

end

Fordtot = [Aordk; Aordkl; Aordk2; Aordk3; Aordk4;
bordtot = [bordk; bordkl; bordk2; bordk3; bordk4;
Aordinv = zeros (1,length);
Aordinvi = zeros (2,length);
Aordinv2 = zeros (3,length);
Aordinv3 = zeros (4,length);
Aordinv4 = zeros (5,length);
Aordinvb = zeros (6,length);

for k =1

Aordinv(1,10+45%k) = —1;
Aordinv(1,5+5%k) = 1;

Aordinv(1,90) = beta;

bordinv = —p5(k);

end

for k = 1: 2

Aordinvil (:,20) = —1;

Aordinvl (k,5+5%k) = 1;
Aordinv1(1,90+1) = beta;
Aordinv1(2,904+1+4+(Np—1)) = beta;
bordinvi(k,l) = —p5(k);

end

for k = 1: 3

Aordinv2(:,25) = —1;

Aordinv2(k,5+5%k) = 1;
Aordinv2(1,90+2) = beta;
Aordinv2(2,90+2+(Np—1)) = beta;
Aordinv2(3,90+2+(Np—1)+(Np—2)) = beta;
bordinv2(k,l) = —p5(k);

end

for k = 1: 4

Aordinv3(:,30) = —1;

Aordinv3(k,5+5xk) =1
Aordinv3(1,90+3) = beta
Aordinv3(2,90+3+(Np—1)) = beta;
Aordinv3(3,90+3+(Np—1)+(Np—2)) = beta;
Aordinv3(4,904+3+(Np—1)+(Np—2)+(Np—3)) = beta;
bordinv3(k,1) = —p5(k);

end

A.J.M. van Heusden
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for k = 1: 5

Aordinv4 (:,35) =
Aordinv4 (k,5+5%k)
Aordinv4 (1,90+4) =
Aordinv4(2,90+4+

(e
(
(

(
Aordinv4 (3,90+4+
(

(

(k

Aordinv4 (5,90+4+
bordinvéd
end

;1) =-p

for k = 1: 6

Aordinvb (:,40) =
Aordinvb (k,5+5%k)
Aordinv5(1,90+5) =
Aordinv5(2,904+5+

(e
(
(

(
Aordinv5(3,90+5+
(

(

(

(k

Aordinv5(5,90+5+
Aordinv5(6,90+5+
bordinvb
end

(Np
(Np
Aordinv5(4,90+5+(Np
(
(

)=—p

for k = 1: 7

Aordinvé (:,45) =
Aordinveé (k 5+5*k)
Aordinv6(1,90+6)

Aordinv6(2,90+6+
Aordinv6 (3,90+6+

()
(
(
(

(
Aordinv6 (4,90+6-+
(

(

(

(k

Aordinv6 (6,90+6+
Aordinv6(7,90+6+
bordinv6
end

(N
(N
(Np—
Aordinvé (5,90+6+ (N
(N
(N

;1) = —p

Fordtotinv =
Aordinvb;
bordtotinv =
bordinvb;

Vcon =

111 1];

zeros (Np+1,
ones (Np+1,

Veql =
beql =

Master of Science Thesis

et

(Np—1)

(Np—1)

Aordinv4 (4 90+4+(Np 1)
(Np— 1))

5(k

(J'I"O

P— 1

P— 1
p—1
1

O'I"U

[Aordinv;
Aordinvé |;
[bordinv;
bordinvé | ;

beta
) = beta;

+(Np—2)) = beta;
+(Np—2)+(Np—3)) = beta;
+(Np—2) +(Np—4))

I

+(Np—3)

be

= beta;
—2)+ (NP 3)) = beta;
Np—2)+(Np—3)+(Np—4))
—2)+

(Np—3)+(Np—4)+(Np—5))

ta

) =
(Np—4)+(Np—5)) =

—4)+(Np—5)+
Aordinvl; Aordinv2;

bordinvl; bordinv2;

length);
1);

= beta;

= beta;

beta ;

Aordinv3;

bordinv3;

= beta;

= beta;
(Np—6))

= beta;

Aordinvé4;

bordinvé4;
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for k = 1:(Np+1)
Veql(k, (46+4xk):(49+4%k)) = Vcon;

end

Veq2 = zeros(5,length);

Veq2(1:5, 1:5) = eye(5H);

beq2 = zeros(5,1);

Veq3 = zeros (4,length)

Veq3(1:4, 46:49) = eye(4);

beq3 = zeros (4,1);

Veq4 = zeros(Np+1,length);

Veq4 (1:(Np+1), 82:(length—sum(1:Np))) =
beq4 = zeros(Np+1, 1);

Veqs = zeros (4% (Np+2)+sum(1:Np),length);

beqbs = zeros (4% (Np+2)+sum(1:Np) ,1);

Veqb5 (1:4%(Np+2), 46:81) = eye(36);

eye (Np+1);

Veqb5 (4% (Np+2)+1:(4%(Np+2)+sum (1:Np)), 90:117) = eye(28);

beqb5(1:(4%(Np+2)),1) = X1(46:81);

beq5 (4% (Np+2)+1:(4*(Np+2)+sum (1:Np)) ,1) =

Cl = zeros (1,5%(Np+2));
(1,5%(Np+2)) = 1;
(1,5%(Np+2)—5) = 1;
(1,5%(Np+2)—10) = 1;
(1,5%(Np+2)—15) = 1;

1(1,5%(Np+2)—20) = 1;
(1,5%(Np+2)—25) = 1;
(1,5%(Np+2)—30) = 1;
(1,5%(Np+2)—35) = 1;
(1,5%(Np+2)—40) = 1;

C2 = [zeros(1,4) —0.01xZvec’];
C3 = —omnes(1,Np+1)%0.01;
C4 = zeros(1l, sum(1:Np));

C = [Cc1 Cc2 C3 Cc4];

A.J.M. van Heusden

1(90:117);
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F = [FO; Fl1; FU;Fordtot; Fordtotinv];

b = [b0_0; bl_1; bU; bordtot; bordtotinv];

Veq = [Veql; Veq2; Veq3; Veq4d; Veq5];
beq = [beql; beq2; beq3; beqd; beqg5];

%% Mixed—integer linear programming
1b = zeros(length ,1);

ub = [ones (5%(Np+2),1)*Inf;ones(4%(Np+2),1);ones((Np+1),1)*Inf;

ones(sum(1l:Np), 1)];
intcon = [46:81, 90:length];

[X, FVAL, EXITFLAG| = intlinprog(C’, intcon, F, b, Veq, beq, lb, ub

) ;

checkFVAL = FVAL;

9% Making the vector Y with all necessary

Y = zeros (10, Np+1);

for k = 1:(Np+1)
Y(1:5,k) = X((64+5%k—5):(5+5%k),
Y(6:9,k) = X((46+4%k):(49+4xk)
Y(10, k) = X(81+k, :);

end

9% Plotting
x = (1:Np+1);

Z=Y(6:9,:);

for i = 1:(Np+1)
modes (1,i) = find (Z(:,1i) >0.1);
end

% figure

% plot(x, Y(1:5, :))

% legend ("x1(k)’, 'x2(k)’, ’x3(k)’
% title (’Starting times of processes
% xlabel ("Batch(k) )

% ylabel (’Starting time(s)’)

% figure
% plot (x,Y(6,:), 's’, x,Y(7,:), '%’

% legend ("Mode 1°, 'Mode 2’, ’'Mode 3’

% title (’Optimal sequence of modes’)

Master of Science Thesis
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[Ysimend, Ystart]| = dynSimulation(modes, pl, p2, p3, p4, p5, Y, Np)

end

B-2 Subsystems MATLAB-files

B-2-1 Mashing main file

function [pl, xlim, xlimest]| = mashingl(t_inp, seed)
Ts = 0.01;

a_a = 2;

kK 0 = 0.011497;

t_0 = 0;

t_fin = 1000;
x0 = [100;0;0];
zeta = 0.99995;

a =k_0/3;

Q=a 2

R=0.1;

[x1tankl, x2tankl, x3tankl, ymashl, n, t, w, v| = datamashing(Ts,

a_a, k 0, t_0, t_fin, x0, zeta, Q, R, seed);

PInit = eye(3);

xInit = [100;0;0];
[xest] = EKFmashing(PInit, xInit, ymashl, Ts, a_a, k_O, zeta, Q, R,
t_fin);

A.J.M. van Heusden Master of Science Thesis
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% legend ('xlest’, ’xlreal’)

% figure

% plot (t(1:100xt
¢ fin+t1))

% legend (’'x2est’

fin) ,

"x2real )

% figure

% plot (t(1:100%t
t_ fin+1))

% legend (" x3est’

fin) ,
"x3real 7)

xlim = find (x2tank1>80);

xlim = x1im(1);
xlimest = find (xest(:,2)>80);
xlimest = xlimest (1);

%% Prediction at time t for
x0 = xest(t_inpx1000+1, :) ’;
xpredl (1) = x0(1);
xpred2 (1) = x0(2);
xpred3 (1) = x0(3);

T

for k = 1:(t_finx100—(1000%t_inp))
xpred = f(xpredl(k),

xpredl(k+1) = xpred(1l);
xpred2(k+1) = xpred(2);
xpred3(k+1) = xpred(3);

end

xnew = [xest(1:(1000*t_inp)+1,2);

% figure

% a = size (xnew);
% a = a(l);
% plot (1:a,
% hold on
% plot (1:a, x2tankl)

% xlabel (' Time(mDay) ’)

Xnew )

xest (:,2), t(1:100x*t

xest (:,3),

t(1:100x%t

endtime

xpred2(k), xpred3(k), Ts, a_a,

xpred?2 (

fin), x2tankl(2:100%

fin), x3tankl(2:100%

k_0, zeta);

2:end) ’];

o ylabel (’Percentage of sugars created (%)’
% ylabel (’P tag f g ted (%

% legend ("xPred’, ’'xReal’)

Master of Science Thesis
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xpredest = find (xnew>80);
pl = round ((xpredest(1)/1000), 1);
end

B-2-2 Data gathering mashing function

function [x1, x2, x3, y, n, t, w, v|] = datamashing(Ts,a_a, k_0, t_0

t_fin, x0, zeta, Q, R, seed)

Xl(i) = x0(1);

x2(1) = x0(2);

x3(1) = x0(3);

t(l) = 0;

n = (t_fin—t_0)/Ts;

w = sqrt (Q)*wgn(n,1,0, [], 100xseed+1);

v = sqrt (R)xwgn(n,1,0, [], seed);

for k = 1:n
x1(k+1) = x1(k)-Ts*(a_ax(k_0+x3(k))=*x1(k
x2(k+1) = x2(k)+Ts*(a_a*(k_0+x3(k))=*x1(k
x3(k+1) = zetaxx3(k)+ Tsx*w(k);
t(k+1) = k;
y(k) = x1(k)+v(k);

end

end

B-2-3 EKF mashing

A.J.M. van Heusden
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function [xest| = EKFmashing(PInit, xInit, y, Ts, a_a, k_0, zeta, Q
, R, t_fin)

H= [0;0;Ts];

c=1[10 0]

Pnextnext = PInit;

x1(1) = xInit(1);
x2(1) = xInit(2);
x3(1) = xInit(3);

for k = 1:(t_finx100—1)

Pnextprev = df (x1(k), x2(k),x3(k), Ts, a_a, k_O, zeta)xPnextnextx(

df (x1(k),x2(k),x3(k), Ts, a_a, k_0, zeta) )+H*QxH’;
xhat = f(x1(k), x2(k), x3(k), Ts, a_a, k_0, zeta);

K = (PnextprevxC’) /(CxPnextprev«C’+ R);

Pnextnext = (eye(3)— KxC)+*Pnextprev;
x = xhat+K#*(y(k+1)—C*xhat);
k+1) = x(1);

x1(

x2 (k+1)

x3(k+1) = x(3);
end

Il
e
—
[\]
~—

xest =[x1;x2;x3];
xest = xest’;
end

B-2-4 Function for state-space

function [x] = f(x1,x2,x3, Ts, a_a, k_0, zeta)

x = [x1 — Ts*a_axk_Oxx1-Tsxa_a*xx3%x1l; x2 + Tsxa_axk_O*xx1+Ts*a_a*x3x*

x1; zetaxx3];

end

B-2-5 Function derivative state-space

Master of Science Thesis
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function [x] = df(x1,x2,x3,Ts, a_a, k_0, zeta)

x = [l—Tsxa_axk_0—Tsxa_a*x3 0 —Tsxa_axxl;Tsxa_axk_O+Tsxa_ax*x3 1 Tsx
a_axx1;0 0 zeta];

end

B-2-6 Brewing main file

function [p3, xlim, xlimest] = brewingl(t_inp, seed)
Ts = 0.01;

b_0 = 0.026829;

t_0 = 0;

t_fin = 1000;
x0 = [100;0;0];
zeta = 0.99996;

a =Db_0/3;

Q=a 2

R=0.1;

[x1brew, x2brew, x3brew, ybrew, n, t, w, v|] = databrewing(Ts, b_O,

t_0, t_fin, x0, zeta, Q, R, seed);

PInit = eye(3);

xInit = [100;0;0];
[xestbrew]| = EKFbrewing(PInit, xInit, ybrew, Ts, b_0, zeta, Q, R,
t_fin);

xlim = find (x2brew>80);
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xlim = x1im(1);

xlimest = find (xestbrew(:,2)>80);
xlimest = xlimest(1);

x0 = xestbrew(t_inp*x1000+1, :) ’;
xpredbrewl (1) = x0(1);
xpredbrew2 (1) = x0(2);
xpredbrewd (1) = x0(3);

for k = 1:(t_finx100—(1000%t_inp))

xpredbrew = fbrew(xpredbrewl(k), xpredbrew2(k), xpredbrew3(k),Ts,

b_0, zeta);

xpredbrewl (k+1) = xpredbrew(l);
xpredbrew2(k+1) = xpredbrew(2);
xpredbrew3(k+1) = xpredbrew(3);
end

xnewbrew = [xestbrew(1l:(t_inpx1000)+1,2); xpredbrew2(2:end) ’|;

xpredestbrew = find (xnewbrew>80);
p3 = round ((xpredestbrew(1l)/1000), 1);

end

B-2-7 Data gathering brewing function file

function [x1, x2, x3, y, n, t, w, v|] = databrewing(T
t_fin, x0, zeta, Q, R, seed)

x1(1) = x0(1);

x2(1) = x0(2);

x3(1) = x0(3);
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t(l) = 0;
n = (t_fin—t_0)/Ts;
w = sqrt (Q)*wgn(n,1,0, [], 100xseed+1);
v = sqrt (R)*wgn(n,1,0, [], seed);
for k = 1:n
x1(k+1) = x1(k)—Ts*b_0xx1(k)-Tsx*x3(k)x*x1(k);
x2(k+1) = x2(k)+Tsxb_0xx1(k)+Ts*x3(k)=*x1(k);
x3(k+1) = zetaxx3(k)+ Tsx*xw(k);
t(k+1) = k;
y(k) = x1(k)+v(k);
end
end

B-2-8 EKF brewing

function [xest] = EKFbrewing(PInit, xInit, y, Ts, b_O, zeta, Q, R,
t_fin)
c=1[10 0]

H= [0; 0; Ts];
Pnextnext = PInit;

x1(1) = xInit(1);
x2(1) = xInit(2);
x3(1) = xInit(3);

for k = 1:(100xt_fin—1)
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Pnextprev = dfbrew(x1(k), x2(k),x3(k), Ts, b_0, zeta)*Pnextnext x(

dfbrew(x1(k),x2(k),x3(k), Ts, b_0, zeta) ' )+HxQxH’;
xhat = fbrew(x1(k), x2(k), x3(k), Ts, b_0, zeta);
K = (PnextprevxC’) /(CxPnextprev«C’+ R);
Pnextnext = (eye(3)— KxC)=*Pnextprev;
x = xhat+K*(y(k+1)—Cxxhat);
k+1) = x(1);

(

(k+1)

(k+1) = x(3);
d

I
o]
—~
\)
~—

x1
x2
x3

en

xest =[x1;x2;x3];
Xest = xest’;
end

B-2-9 Function for state-space

function [x] = fbrew(x1l,x2,x3, Ts, b_0, zeta)
x = [x1-Tsxb_Oxx1-Ts*x3%x1; x2+Ts*b_0*x14Ts*x3xx1;zeta*x3];
end

B-2-10 Function derivative state-space
function [x] = dfbrew(x1,x2,x3, Ts, b_0, zeta)

x = [1—Ts*b_0-Ts*x3 0 —Ts*x1;Tsxb_0+Ts*x3 1 Tsxxl; 0 0 zeta];

end
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