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Laymen’s summary

In this bachelor thesis we find strategies for fighting fire in forests. As in a rainforest we assume that trees are
placed randomly, since they are not planted by men. It is very well imaginable that a tree on fire cannot ignite
a tree that is very far away. However, it can ignite the trees around it. We make a network of trees connected
to each other if fire can spread from one to the other. We put firefighters on trees to prevent the fire from
spreading to those trees. By placing the firefighters in a specific way we can contain the fire such that it no
longer spreads. We explain how we can build a boundary of firefighters in a teardrop-shape to contain the
fire. We also look at what happens when fire is influenced by wind. Fire propagates faster in the direction of
the wind and slower in opposite direction. We prove that we can still contain a specifically shaped fire under
the influence of wind when we use the same strategy as before.



Summary

In this bachelor thesis, we investigate some strategies for the firefighting problem on the random geometric
graph. The firefighting problem is a problem on graphs where fire breaks out on a set of vertices. Each sub-
sequent turn we can protect vertices using firefighters, after which the fire spreads to all unprotected neigh-
bours of vertices on fire. The process ends when the fire cannot spread anymore. The protected vertices and
the vertices not on fire are the vertices saved. A random geometric graph is a graph of which the vertices are
obtained by a homogeneous Poisson Point Process of intensity A. Vertices are connected by edges if they are
distance at most 1 apart. We explain the proof from [3] that we can bound the number of firefighters needed
to contain the fire from above by 21. We do so by translating the firefighting problem to the problem of sur-
rounding a continuously growing blob with a fence built at rate p. We explain the proof from [3] that the blob
can be surrounded by a teardrop-shaped fence built at rate p > 2 and that the blob cannot be surrounded by
a fence built at rate p < 1. Finally, we consider a blob with wind. In the real world fire propagation is influ-
enced by wind. We therefore assume that the blob grows faster in the direction of the wind, we call this region
the fire front and slower in opposite direction, obtaining a blob with wind. We find that for a blob with wind
with an ellipse-shaped fire front with maximum propagation speed vmax, We can surround the blob with a
teardrop-shaped fence built at rate p > 2.
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Introduction

In recent years, there has been a significant increase in the frequency and intensity of forest fires [40]. This
leads to an increase of carbon emissions, leading to even more wild fires. Therefore, it is of great importance
that we know how to contain forest fires. To get a better understanding of containing the propagation of fire,
we can use graphs. A graph is a pair of sets, the set of vertices and the set of edges, which connect vertices.
Graphs can be used to model various spreading processes, such as rumour-spreading and epidemics. Per-
haps of greater importance is finding control strategies for these spreading processes. This brings us to the
firefighting problem on graphs. There is a wide range of questions concerning this problem. The topic of
this bachelor thesis will be: firefighting on random geometric graphs. We have chosen these specific graphs,
because they closely resemble actual forests. Just as in real forests, trees/vertices are placed randomly. More-
over, since fire can only spread to trees nearby, vertices are connected by an edge, when they are a certain
distance apart. For containment strategies on these graphs, we follow the exposition in [3]. We build on [3]
by introducing wind to the model.

1.1. Spreading processes

To introduce spreading processes on graphs we look at gossiping and broadcasting in communication net-
works [23]. In gossiping, everyone knows a unique piece of information and needs to communicate it to
everyone else. By making calls people share all their information. The goal in the so-called Gossip Problem
is to gain knowledge about the minimum number of calls needed such that everyone knows everything. This
problem can be solved using communication graphs. Vertices are used for people and are connected by edges
if people are allowed to call each other. Broadcasting is slightly different in the sense that only one person has
some piece of information and needs to communicate it to everyone else. Similar to gossiping, the goal is to
find the number of timesteps needed to complete broadcasting from one vertex/person. Each timestep, one
call is made between two adjacent vertices.

We can also model the spread of a rumour as described in [15] and [18]. Rumour-spreading differs from
broadcasting in the sense that, each timestep, all vertices that have received the rumour send it to a neighbour
chosen uniformly at random, thus implying multiple calls per timestep. However, both are essentially the
same, since they try to find the time it takes for the rumour to spread.

A topic of perhaps greater importance is the (computer) spread of viruses; we all remember the Covid
epidemic a few years ago and a lot of us have seen movies in which computers take over the world. In [39]
and [19] the spread of epidemics is modelled using graphs. Some initial set of vertices is infected. Infected
vertices infect neighbours at some rate 8. The difference with gossiping and broadcasting is that vertices can
also recover at some rate §. In [39] the model is used for computer viruses. They found an epidemic threshold
for the ratio 7 = /9, depending on the largest eigenvalue of a graph. Below the threshold the epidemic decays
exponentially. To continue on the topic, [19] looked at the mean epidemic lifetime as a function of the number
of vertices of various graphs.

1.2. Spreading processes with control strategies

Although it is very important to know how viruses or rumours spread, it is even better to know how to con-
tain them. A teenager would give the world to prevent an embarrassing rumour from spreading and no-
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body wishes for a Covid epidemic 2.0. In [33] an epidemic containment game is introduced. They build on
the epidemic spreading model of [39] and [19] by independently giving vertices/people the choice to get se-
cured/vaccinated. However, vaccination comes with a cost. Moreover, if people decide not to get vaccinated,
this could slow down the ending of the epidemic. Therefore, there are also costs when the epidemic dies
out slowly. The choices of each person give rise to a strategy profile. To look further into these strategy pro-
files, [33] looks at so-called Nash equilibria (NE). That is, a strategy profile where no player/node can benefit
from switching his/her strategy, given that the others do not change their strategy. A different use of games
on graphs is to prevent cyber attacks. [2] describes strategies for preventing worms from spreading by us-
ing alerts. Worms infect the vertices that can, in turn, be protected by worms. Another game is the game
of cops and robbers as described in [6]. Imagine a robber is chased in your neighbourhood. You and your
have decided to lock up your houses. Therefore the robber is restricted to run on the streets. We can imagine
every intersection to be a vertex and every street to be an edge. We see the house the robber broke into as the
starting vertex for the robber and the police station as the starting vertex of the cops. Lets say, we have a set
of cops C and a robber R. Each turn the cops may move to their neighbouring vertices and then the robber
may move to a neighbouring vertex. The goal of the cops is obviously to catch the robber and they do so by
ending on the same vertex. The goal of the robber is to escape the cop. A winning strategy for the cops is a
set of rules so that they catch the robber. A similar definition holds for the robbers. Of big importance is the
cop-number of a graph, which is the smallest number of cops needed to catch the robber.

1.3. The firefighting problem

Closely related to the game of cops and robbers is this Bachelor thesis’s subject: the Firefighting problem.
The firefighting problem was first introduced by [22]. The firefighting problem is a discrete time process on
graphs [37]. [16] describes it as follows. At time ¢ = 0, fire breaks out on some set of vertices, giving a set of
burning vertices. Each subsequent timestep, f € N firefighters defend f vertices and the fire spreads to all
undefended neighbours of burning vertices. Once on fire or defended, vertices remain in that state for the
rest of the process. If the fire can no longer spread, the process is terminated and we have saved all protected
and non-burning vertices.

We can consider multiple questions concerning the firefighter problem. We can strive to minimise the
number of burned vertices or maximise the number of saved vertices. We can minimise the number of fire-
fighters. We can answer these questions for particular graphs.

1.3.1. Surviving rate

In order to maximise the number of saved vertices,[28] introduced the surviving rate of a graph as the ex-
pected proportion of vertices that can be saved when a fire breaks out at a random vertex of the graph. There
is a large amount of articles dedicated to finding the surviving rate of various graphs. In [28], they the surviv-
ing rate of trees. There are quite a few articles about outerplanar graphs: [28], [10] and [38]. In [25] and [14]
planar graphs are studied. Moreover, in [11], they look at graphs with bounded tree width. In [31], it is shown
that for any graph with average degree smaller than 30/11, the surviving rate is bounded away from 0. This
implies that for any such graph part of the vertices can be saved. Furthermore, in [26], the surviving rate of
digraphs has also been studied [26].

1.3.2. Grid graphs

To study the question about minimising the number of firefighters, a lot of research has been dedicated to
firefighting on grid graphs. You could see a grid graph as a tiling of shapes such as triangles, squares and
hexagons. Grid graphs are infinite graphs and the goal in the firefighting problem is to contain the spread of
the fire and in doing so, to use the least amount of fire fighters. In [30], they looked at firefighting on triangular
grids. They used a strategy using 3 firefighters to contain the fire. They proved that, if we only start using
firefighters at some time ¢ = k, we can contain the fire at time ¢ = 18k + 3, leaving at most 172k? + 58k + 5
burned. In [20], it is conjectured that 2 firefighters are not enough to contain fire on triangular grids. In
[20], the surviving rate of an infinite graph! is defined. They prove it is equal to 1/4 for the infinite square
grid. Intuitively this means that we can place firefighters such that 25% of the vertices is shielded from the
fire. They provide a winning strategy for the (infinite) hexagonal grid using 1 firefighter each timestep, but
using 2 additional firefighters at arbitrary timesteps. [12] improved on this result by providing a winning
strategy using only 1 additional firefighter. They first contained the fire in a strip and then spiralled around

LWe refer to the article itself for the definition.
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it in order to contain it. It is conjectured by [20] that the fire cannot be contained without using additional
firefighters. However, [29] prove that it is possible to contain the fire using no additional firefighters for an
oriented hexagonal grid.

1.3.3. Decision problem

The firefighting problem has also been studied in the field of Computer Science. They used a decision prob-
lem in which the goal is to determine if there is a strategy in which a certain number of vertices can be saved.
For example, [17] showed that this problem is NP-complete for trees of maximum degree 3, butin P for graphs
of maximum degree 3 if the fire brakes out on a vertex of degree at most 2. Moreover, [24] showed that the
problem is NP-complete for cubic graphs.

1.3.4. Variations

We have explored a wide range of research addressing questions about the regular firefighting problem. How-
ever, there is also research that modifies this problem to make it more realistic or more interesting. This re-
search is dedicated to answer similar questions. One of these modified firefighting problems is studied in [7].
They studied the k-firefighting problem. Where the fire spreads to all unprotected neighbours in the regular
problem, the fire chooses to spread to at most k unprotected neighbours in the k-firefighting problem. They
define the k-surviving rate which is the same as the regular surviving rate with the new spreading condition.
They bound the k-surviving rate of wheel graphs, prism graphs and random d-regular graphs. They also
defined the surviving rate for infinite graphs and looked at infinite random graphs.

An other modified firefighting problem is the distance-restricted firefighting problem, as introduced in
[9]. This is a more realistic approach to firefighters. The idea is that firefighters cannot move from every
place to another as teleportation is not yet invented by our knowledge. Where we could place firefighters
everywhere we want in the regular problem, this variant does not allow that. Firefighters can only move up to
some fixed distance d. They look at the infinite square grid, the infinite strong grid and the infinite hexagonal
grid.

1.4. Firefighting on random geometric graphs

This bachelor project is about firefighting on random geometric graphs. The motivation for this topic started
when reading about firefighting on the hexagonal grid in [13]. They proved that the fire can be contained
using 1 firefighter each turn, except for 1 turn where they used an extra firefighter. They drew the hexagonal
grid on the Cartesian plane, allowing them to have vertices with coordinates without square roots or fractions.
They defined sequences of coordinates of vertices that were protected. They used a strategy where they first
contained the fire in a strip and then spiral around to contain the fire.

However, there are not many hexagonal-grid-shaped forests in the real world. The trees in a rainforest are
not planted by humans and there position is therefore random. To make the problem more applicable to real
life, we decided to look at random geometric graphs. The vertices of a random geometric graph are obtained
by a homogeneous Poisson Point Process. Imagine A tree seeds floating in the air and they all land randomly
on a unit square of land. Then, imagine we have an infinite tiling of these squares of land and on each of
these squares A seeds land. Thereafter, we wait a few decades and we have our forest. We determine the
number of seeds A from a Poisson distribution of intensity lambda, giving us a homogeneous Poisson Point
Process. We say that the fire can spread from one tree to the other if two trees are distance 1 apart. This gives
us a random geometric graph in which vertices are connected when they are distance 1 apart. An example
of a random geometric graph can be seen on the cover of this bachelor thesis. The image was taken from
[34]. Where the firefighting problem on the hexagonal graph was deterministic, randomness is introduced
for the random geometric graph. The goal is still to contain the fire using a minimum amount of firefighters.
However, where a strategy either works or not for the hexagonal grid, a strategy works almost surely (with
probability 1) for the random geometric graph. Most of this bachelor thesis follows the exposition in [3]. The
technique used for the random geometric graph is very different from the technique with the hexagonal grid.
While the problem for the hexagonal grid is solved directly from the graph, we translate the problem for the
random geometric graph to the problem of surrounding a continuously growing blob with a fence. This blob
starts as a unit disk and the boundary expands with rate 1 with time. The fence is then build at a certain
building rate, corresponding to the number of firefighters. The goal is to minimise the fence building rate.
This alternative approach is closely related to the dynamic blocking problem used in [8]. They use a set in the
Euclidean plane expanding with time. They try to answer the question whether there is a strategy to block
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the growth of the set by building barriers around it. Moreover, they look at optimal strategies, where they
minimise the area burned by the fire and the cost of building the barrier (faster is more expensive).

1.5. Firefighting with wind

Although [3] does not reference any source related to the dynamic growth problem, we do think it is impor-
tant to mention that there is a lot of research dedicated to what [3] named 'The blob’. Moreover, where [3]
used a blob growing with unit rate in all directions, the dynamic blocking problem allows for a blob to grow
differently in each direction. This bring us to the last part of this bachelor thesis: firefighting with wind. In
the real world, wind plays a big role in firefighting. As explained in [1], the fire propagates differently in dif-
ferent directions under the influence of wind. In the direction of the wind the fire moves faster and in the
direction opposite to the wind the fire moves slower. We try to translate the fence-building strategy of [3] to a
fence-building strategy for a blob with wind.

1.6. Outline of the thesis

We start by introducing some basic definitions about graphs in Chapter 2. We define the homogeneous Pois-
son Point Process 27) and the random geometric graph G; 5. In Chapter 3 we introduce the firefighting prob-
lem for graphs. We prove a theorem of [3] stating that the number of firefighters needed to contain the fire
in a random geometric graph has an upper and a lower bound. Most of this thesis evolves around the upper
bound. We make an analogy of firefighting on a random geometric graph with surrounding a blob growing
continuously with unit rate with fences in Chapter 4. We use the method of [3] to find an upper bound for the
fence building rate, which corresponds to an upper bound for the firefighters. We transfer the upper bound
for the blob back to the upper bound for the firefighters in Chapter 5 following the exposition in [3]. We ex-
plain how [3] found a lower bound for the fence building rate in Chapter 6. We adjust the fence-building
strategy for the blob to a strategy for a blob that has an ellipse-shaped fire front under the influence of wind
in Chapter 7. We introduce a method of adjusting the fence-building strategy for the blob to a strategy for a
general blob with wind. We end with a conclusion/discussion and some open problems in Chapter 8.



Random geometric graphs

We will define a graph and some properties of a graph in Section 2.1. In Section 2.2, we define the homo-
geneous Poisson point process, which is used to obtain the vertex set of a random geometric graph G, ;. In
Section 2.3 we will give the full definition of G,,3, we will compute the degree of G,y and we will introduce the
critical degree of G, ) that determines when G, has an infinite component.

2.1. Graphs

We will mostly follow the exposition in [4]. We give some important definitions about graphs.

Definition 2.1. A graph G is a pair of sets (V, E). V is known as the set of vertices and E as the set of edges. V
is non-empty and E is a set of pairs of vertices, thatis, E < {{u, v} : u,ve V,u # v}.

Definition 2.2. A graph G = (V, E) is called infinite if either the vertex set V is infinite or the edge set E is
infinite.

Definition 2.3. We call two vertices u,v € V of a graph G = (V, E) adjacent if they have an edge {u, v} € E
between them.

Definition 2.4. Let G = (V,E) be a graph and let u € V be a vertex. The set N(u) = {v € V : {u, v} € E} is called
the neighbourhood of the vertex u.

Definition 2.5. The degree of a vertex u € V, denoted by deg(u), is the number of vertices in its neighbour-
hood.

Definition 2.6. A pathfrom avertex u € V to avertex v € V is a collection of distinct vertices vy, vy,..., Vg, such
that u = vy, v = v¢ and {v;, v;;} are edges for all 0 < i < k— 1. There are no repeated vertices or edges.

Definition 2.7. A graph G = (V, E) is connected if it has either one vertex v € V or there is a path between any
two distinct vertices ve Vand ue V.

Definition 2.8. A component of a graph G = (V, E) is a maximal connected subgraph G = (V', E').
We give Example 2.1 to illustrate the definitions about graphs.

Example 2.1. In figure 2.1 we can see a graph to illustrate the definitions above. The circles are the vertices
and they are connected by black lines, which are edges. Since there is a finite number of vertices and edges,
it is a finite graph. The red and blue vertex are adjacent. The red vertex has 4 neighbours and therefore has
degree 4. There is a path from the purple vertex to the orange vertex via the sky-blue vertices. The graph has
two components: one on the left with 5 vertices and one on the right with 7 vertices

2.2. The homogeneous Poisson process

The vertex set of random geometric graphs is obtained by the homogeneous Poisson process. Therefore, we
define the homogeneous Poisson process with intensity (density) A. We will follow the exposition in [5].
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Figure 2.1: A graph with two components (Python, ChatGPT-assisted).

Definition 2.9. Let A > 0 and let 22; c R? be a random countably infinite set of points in the plane. We write
2 (U) for the number of points of 22) in a bounded Borel set U. Note that py (U) is a random variable. We call
22, a homogeneous Poisson point process of intensity (density) A if the following two conditions hold:

i) If Uy,..., Uy, are pairwise disjoint bounded Borel sets, then the random variables py (Uy),..., uy (Uy,) are
independent;

ii) For every bounded Borel set U, the random variable p (U) is a Poisson random variable with mean
AlU|, where |U] is the standard (Lebesgue) measure of U.

Remark 2.1. Note that the second condition of Definition 2.9 implies that for a Borel set Z of measure 0, the
number of points in Z, u,(Z), is a Poisson random variable with mean 0. Hence, the probability that 2; has
any point in Z is 0 and we can assume Z N2 = @.

Example 2.2. As an example of a homogeneous Poisson point process, we can take independent identically
distributed Poisson random variables {X; ; : (i, j) € 72}, each with density A > 0. Then as given in [21, p. 26],
this X; ; takes values in {0, 1,2,...} and its probability is given by

k,—A

Afe
PX;j=k) =——

k! fork=0,1,2,....

Thereafter, for each X; ; we create a unit square 2; ;, where we take (i, j) € 72 as the bottom-left corner.
2;;i={(xyeR’:isx<i+l, jsy<j+1} for(i,j) ez

For every (i, j) € 72, we select X;, j points independently and uniformly from 2; ; and add these points to
a set % j. Then the union U; jcz2%;,;j can be taken as a definition of £7). We can see an example of the
homogeneous Poisson point process with density 10 in Figure 2.2. We zoomed in to get a subset of R? divided
into unit squares. Each square 2; ; contains X;, ; X ~ Poi(10) points that are chosen uniformly.

2.3. The random geometric graph G,
We can now define a random geometric graph G, ;. We will follow the exposition in [5].

Definition 2.10. The random geometric graph G,y with real parameters r > 0 and A > 0 has vertex set )  R?
obtained by a homogeneous Poisson point process (Definition 2.9). Two vertices are adjacent if they are at
Euclidean distance at most r.

In Examples 2.3 and 2.4 we give two visualisations of the adjacency of two vertices in Definition 2.10.

Example 2.3. Let G, ) be a random geometric graph with vertex set V = 22). We draw closed disks B; ;/» < R?
of radius r/2 around every vertex v; € V with i € N. Observe that for any two distinct vertices v; and v; of
which their disks overlap, the Euclidean distance between them is at most r, implying that the two vertices
are adjacent. For any two distinct vertices v; and v; of which their disks do not overlap, the Euclidean distance
between them is more than r and therefore v; and v; are not adjacent. In Figure 2.3 we show a close-up view
of a random geometric graph Gj, as an example. Vertices are shown as red dots. They are surrounded by
lavender disks of radius 1/2 and connected by a black edge if the disks overlap.



2.3. The random geometric graph G,

Figure 2.2: Homogeneous Poisson point process (Python, ChatGPT-assisted).

Figure 2.3: In a graph random geometric graph G 5, two vertices are connected if the disks centred around them with radius r/2 overlap
(Python, ChatGPT-assisted).

Example 2.4. Let G, be a random geometric graph with vertex set V = 27;. We draw closed disks B; R?
of radius r around every vertex v; € V with i € N. For a vertex v; € V, every vertex v; € V that is inside the
disk B;,; is at distance at most r from v; and therefore adjacent to v;. Any vertex v; that is outside B; , is at
distance more than r away from v; and therefore not adjacent to v;. In Figure 2.4 we show a close-up view
of a random geometric graph G > as an example. Vertices are shown as red dots and are connected by black
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edges. We have added 1 lavender disk of radius 1 to keep the image clear. We can see that the vertex around
which the disk is centred has 7 neighbours, which are all contained in the disk.

Figure 2.4: In a graph random geometric graph G, 3, a vertex is connected to all vertices that are contained in the disk of radius r around
it (Python, ChatGPT-assisted).

Remark 2.2. Note that in Definition 2.10 the Euclidean distance between two vertices could also be enforced
to be less than r in order for the two to be adjacent. This can be explained by using the interpretation of
Example 2.4 and Remark 2.1. Since the boundary of a disk has measure 0, the probability that there is a vertex
on the boundary of a disk is 0. Therefore, the probability that two vertices are exactly distance r apart is 0.

Example 2.4 helps to interpret the degree of a vertex u in G, .

Theorem 2.1. The degree of a vertex in a random geometric graph G, has the Poisson distribution with mean
2

Amre.
Proof. Using Example 2.4 the neighbourhood of a vertex v; of G,,; is the set of vertices inside the closed disk
B; , < R?. Since, by Definition 2.10, the vertices are obtained by a homogenous Poisson process of intensity A.
Therefore, by the second condition of Definition 2.9, the number of points in B; , is Poisson distributed with
mean A|B; ,|. Since B; , is a closed disk of radius r we know that |B; /| = nr2. Hence, the number of points
in B; , is Poisson distributed with mean Axr2. Since the degree of a vertex v; in a random geometric graph is
exactly the number of vertices in B; ,, the degree of v; has the Poisson distribution with mean Amre. O

We can use the degree of vertices in a random geometric graph G, to say something about the pres-
ence of an infinite component in the graph. This will be important in Chapter 3. Let a = Azwr? be the value
of the degree in G, 3. Let 6(r,1) = 8(a) be the probability that the component of the origin is infinite. The
component of the origin being finite corresponds to (a) = 0. This only happens when a is sufficiently small.
Furthermore, if a converges to oo, then 6(a) converges to 1. We observe that, since 6(a) increases monotoni-
cally, there must be a critical degree a..

Definition 2.11. Let G, be a random geometric graph. The degree of G, is Poisson distributed with mean
a=Anr? asin Theorem 2.1. If a < a,, with a, € R, the probability that G, 4 has an infinite component centred
at the origin is 0 and if a > a, this probability is strictly positive. The number a, is the critical degree of G.

Remark 2.3. We refer to [5] for further research on the critical degree.



The firefighting problem

This bachelor thesis is about finding a strategy for the firefighting problem on the random geometric graph
G1,2 (Chapter 2). In Section 3.1 we define the firefighting problem for an arbitrary graph. In Section 3.2 we
specify the firefighting problem for the random geometric graph G; 3. We follow the exposition in [3].

3.1. The Firefighting Problem

Let G = (V,E) be a graph. The firefighting problem models the spread of a fire on a graph, along with an
attempt to contain it using a limited number of firefighters. Initially, some vertices are on fire and, at each
timestep, the fire spreads to unprotected neighbouring vertices. Subsequently, a limited number of vertices
can be protected by firefighters to prevent the fire from spreading to them. The goal is to find a strategy for
placing firefighters in order to contain the fire. We formally define the firefighting problem by Definition 3.1

Definition 3.1. Suppose we have a graph G = (V, E). The firefighting problem models the spread of fire on
the graph G, where we can protect vertices using firefighters. Let F; < V denote the set of vertices on fire at
time ¢, and let P; < V be the set of protected vertices at time t. The process evolves in discrete time steps
t=0,1,2,.... The initial fire at time ¢ = 0 is the set F; € V, and a set Py < V' \ F; of vertices is subsequently
protected. At each time step ¢ = 1, the fire spreads from burning vertices to adjacent unprotected vertices,
and then a set of vertices is protected. The fire spreads to all unprotected neighbours of F;_;.

F,=F,1UAy, 3.1)
where
Ay =WV \Pr1) N N(F-1). 3.2)
Next, up to f new vertices are protected:
B, S V\(FUP;_1), |Bil<=f. (3.3)
Then
Pt:Pt_luBt. (34)

We say that the fire is contained at time ¢ = fenq using f firefighters if A, _, = @ and |B;| < f for every ¢ =
1,2,...,tena — L.

3.2. Firefighting on G
We can now define the firefighting problem for the random geometric graph G, ,. Since the set of vertices is
no longer fixed, we define the number of firefighters sufficient to contain the fire on G; , as follows.

Definition 3.2. Let f >0 and let G; 4 be a random geometric graph of density A. If a fire starting at any finite
set of vertices Fy can be stopped by f firefighters with probability 1 (relative to the construction of Gy ,3), then
f is said to be sufficient for A. The infimum of all f sufficient for A is denoted by f;.
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We can couple the random geometric graphs G, for different intensities 1. Suppose we have a homoge-
neous Poisson point process of intensity A = i, producing the vertex set V. By independently retaining each
vertex with probability ¢/, we obtain a thinned vertex set V,, < V3 almost surely, which itself is a homoge-
neous Poisson point process of intensity u. Therefore, there exists a coupling such that G, <5t G;. Subse-
quently, suppose that, by definition 3.2, f suffices for 1 and we have any u < A, then any g = f suffices for
p. Therefore, f) is non-decreasing and we can find bounds for it. In chapter 2 we mention a critical degree
a = Anr?. Since we now have the case r = 1, the critical degree equals a = Az, which only depends on A.
Therefore we could also speak of a critical density A.. For A < A, the graph has only finite components, so
the fire cannot spread across the whole graph and no firefighters are needed: f) = 0. Therefore, f; is not
always bounded below by a positive multiple of 1. We will prove the upper bound of Theorem 3.1 in Chapters
4 and 5. We will briefly discuss the lower bound in Chapter 6.

Theorem 3.1. There exist positive constants cy, ¢, and cs such that

Cg/'l—CgSf,lScl/'L



Surrounding a blob with a fence

To find an upper bound for f) (Chapter 3) in the random geometric graph G; ; (Chapter 2), we can transfer the
discrete firefighting problem, to the continuous problem of surrounding a blob with a fence. We will define
the blob, the fence and the fence building rate in Section 4.1. In Section 4.2 we will substantiate how to go
from the firefighting problem to the problem of surrounding a blob with a fence. Moreover, we introduce the
concept that finding an upper bound for the building rate of the fence very much lightens the task of finding
an upper bound for f3. Therefore, in Sections 4.3, 4.3 and 4.5, we will give bounds for the fence building rate.

4.1. Defining the blob and the fence

Definition 4.1. A fence at time ¢ € Ry is the set

Fy=JFi), 4.1)
i=1
where
2, t<tj,
Fi={{yi@:tele),1l}, t<t<t?, 4.2)

yim:reld, g1, >17,

1

and eachy; : [¢;, tl?] — R? is a continuously differentiable curve parametrized by time, with constant speed

ly: @l =p;>0, Vrelt, ] (4.3)

Define the partition P = {fy, t1,..., t;} of the interval [0, ¢] by sorting all endpoints {tl.l, t?}i-’il N[0, f] in increasing
order. For each subinterval I = [fk, fx+1]  of the partition P, define the index set S = {i e N: I N [1], 7] # @}
Then, for all k,

i€Sk
where p > 0 is the building rate of the fence.

Definition 4.2. The blob is a path-connected region in R? that expands continuously over time. The blob at

time t is denoted by B(t). Its growth may be obstructed by fences (Definition 4.1). At time ¢ = 0, the blob

is given by an arbitrary connected region B(0) c R? that contains the origin. At any time > 0, let p € dB(¢)

be a point on the boundary of the blob. For each angle 6 € [0,27], define the velocity vector at p in polar
coordinates as:

cos(0)

@] .
sin(6)
0, ift = 17(p,0),

where r: [0,27] — Rx( is a continuous function called the growth rate function. It specifies the speed at which
the blob expands in each direction. The value t¢(p,0) is the time at which the trajectory of p in direction 6
intersects the fence y(#).

, ifr< tf(p,e),

7, (1,6) = (4.5)

Remark 4.1. Since the blob B(0) is path-connected and the growth process described is continuous over time
without any splitting or disconnection, the blob B(#) remains path-connected for all ¢ = 0.

11
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4.2. From firefighting on a graph to surrounding a blob with a fence

The main problem we need to consider when drawing an analogy between surrounding a blob with a fence
and firefighting on a random geometric graph G; , (Definition 2.10) is that the first process is continuous and
the second is discrete. Suppose we draw the graph G; , in the Euclidean plane. We remember from Definition
2.10 that two vertices are adjacent if they are at Euclidean distance smaller than 1. We assume that, at time
t = 0, the fire starts out on all the vertices on a closed unit disk as can be seen in Figure 4.1. Without loss of
generality, we can assume that this unit disk is centred around the origin. Moreover, we assume that we do not
place any firefighters at any timestep. At time ¢ = 1, the fire can spread to all vertices adjacent to the vertices
initially on fire. Thus, the vertices on fire at time ¢ = 1 are at distance at most 2 from the origin, implying
that they are contained in a closed disk of radius 2 centred around the origin as can be seen in Figure 4.2. We
can do the same for time ¢ = 2 as can be seen in Figure 4.3. We can continue this process and conclude that
at time ¢ = k the vertices on fire, when placing no firefighters, are contained in a closed disk of radius k + 1
centred around the origin. We observe that this is exactly a blob starting as a unit disk centred around the
origin and with growth rate function equal to 1 in all directions 6 € [0, 27]. Therefore, the spreading of fire and
the growing of a blob have a clear resemblance when we choose a blob that starts as a unit disk centred at the
origin and has unit growth rate in every direction. Note that at time ¢ = k, the blob has radius k + 1, assuming
no fences are encountered up to time ¢ = k. For the placement of firefighters, the resemblance to the fence is

77
© f\\!«l\ /\

B o

A=
AT
i\

e

Figure 4.1: The graph and the blob at Figure 4.2: The graph and the blob at Figure 4.3: The graph and the blob at
time ¢ = 0 (Python, ChatGPT-assisted). time ¢ = 1 (Python, ChatGPT-assisted). time ¢ = 2 (Python, ChatGPT-assisted).

slightly more complicated. We will return to this similarity in Chapter 5; we argue that the fence building rate
is proportional to the number of firefighters. Therefore, if we want to find an upper bound on the number of
firefighters to be used to contain fire on a random geometric graph G; ,, we need to find an upper bound on
the fence building rate p for the blob that grows at unit growth rate and starts as a unit disk. In Sections 4.3,
4.4 and 4.5 we will give three bounds for the fence building rate p following the exposition of [3].

4.3. Fence building strategy for p > 27

We will prove Theorem 4.1.
Theorem 4.1. The critical rate p for fence-building to surround the blob is at most 2.

Proof. To surround the blob with fence-building rate p > 27 we will build a circular fence of radius d. An
illustration of the circular fence can be seen in Figures 4.4, 4.5 and 4.6. We used p = v/(27)2 + 0.1 so that the
Matlab code does not run too long. To ensure p > 27 we will take

p=V@2n)?+¢e ,forsomee>0. (4.6)

We let time ¢ = s be the time at which the fence is finished and simultaneously hit by the edge of the blob.
Since the radius of our blob at time ¢ is given by the function r(¢) = t+1, we know thatattime ¢ = s, r(s) = s+1,
giving us d = s+ 1. Moreover, we know that the perimeter of the fence is 2rd. Furthermore, the fence was
built at rate p, implying that, at time ¢ = s the fence has length sp. Therefore, we have

2n(s+1)=sp 4.7)
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Figure 4.4: The blob and the circular
fence at time one third of the way (Mat-
lab).

Figure 4.5: The blob and the circular
fence at time two thirds of the way (Mat-
lab).

Figure 4.6: The blob is surrounded by a
circular fence (Matlab).

where we used d = s + 1. Solving for s yields

2n
s= . (4.8)
p—2m
Using d = s+ 1, we get
p
= . 4.9
p—2n (4.9)

We can conclude that, if we build a circular fence of radius d = p/(p —27), we have contained the blob at time
s =2n/(p —2n). This finishes the proof. O

4.4. Fence building strategy for p > 4

We will prove Theorem 4.2.
Theorem 4.2. The critical rate p . for fence-building to surround the blob is at most 4.

Proof. To surround the blob with fence-building rate p > 4 we will build a rectangular fence. To ensure p > 4
we will take
p=V16+¢ ,forsomee>0. (4.10)

We start by building 4 vertical fences up and down from (-d,0) and (d,0), each at rate p/4, ensuring total
building rate p. An illustration of the process can be seen in Figures 4.7, 4.8 and 4.9. We used p = V4% + 0.7 so
that the Matlab code does not run too long.

N - L S

6 4 2 0 2 4 6 -30 -20 -10 0 10 20 30 -300 -200 -100 0 100 200 300

Figure 4.9: The blob is surrounded by a
rectangular fence (Matlab).

Figure 4.8: The blob and fences at time
t = s (Matlab).

Figure 4.7: The blob hits the vertical
fences (Matlab).

We will choose d minimal such that the blob cannot spill over the vertical fences. The goal is to build these
vertical fences until it is possible to close of the blob with horizontal fences into a rectangular shaped fence.
By similarity, we only show the calculations for the fence going up from (d, 0). As the blob starts as a unit disk
centred around the origin (0,0) and it has unit growth rate in all directions, the blob reaches the fence at time
t=d—1. For time t = d — 1, the blobs edge will advance along the fence and thus intersect with the half-line
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{(d,y): y=0}at (d, y). Since the blob has radius ¢+ 1 at time ¢ = d — 1, we can use the Pythagorean theorem
to get y* + d? = (¢ + 1)>. Rewriting gives us the y-coordinate of the edge of the blob along the fence.

Pblob (1) =V (£ +1)2 - d? (4.11)

We also know the y-coordinate of the fence.

ot
Ytence (f) = Z (4.12)

Since we do not want the blob to cross the vertical fence and we want to be able to close of the blob with a
vertical fence, the vertical fence should be ahead of the edge of the blob when we start building the horizontal
fence. Therefore, we need yence (£) = Yblob (¢) forall £ = 0. Since ypiob (), Yience (£) = 0 for all £ = 0, we can square
both sides of the inequality and thus we need (,0/4)2 t2 — (t+ 1)% + d? = 0. This means that we should have a
non-negative minimum of the function

2
fn= (g) -+ 1)?%+d% (4.13)

To find the minimum of f(#), we set the derivative of f(#) with respect to ¢ to 0 and solve for ¢, yielding = s,
with
16

== 4.14
s 216 (4.14)

To check that it is indeed a minimum, we compute the second derivative with respect to ¢ to be 2(p/4)>—2 > 0,
since p > 4. Subsequently, we can set f(s) = 0 and solve for d, giving d? = (s +1)? — (sp/4)? = 0. Since it can be
checked that d? = 1, which implies d > 1, minimising d is the same as minimising d? and thus we get

d=1/(s+1)2—(sp/4)2. (4.15)

Because our vertical fences are all a horizontal distance d apart from the vertical line through the origin, we
can build 4 horizontal fences of length d at rate p/4, starting at the endpoints of the vertical fences. Again,
by similarity, we only show calculations for the horizontal fence corresponding to the vertical fence going up
from (0, d). Let tsyitch be the time at which we stop building the vertical fence and start building the horizontal
fence. Let fyor be the time it takes to finish the (horizontal) fence. The horizontal will have length d when
finished. Since we build it at rate p/4 it will have length #,,,p/4 and thus we must have d = f;,;p/4, giving
thor = 4d/p. The vertical fence will have length fgyitch /4 by the time it is finished. Since we stop building the
vertical fence after time ¢ = tgyiich, it will still have length #gyitch 0/4 when we finish our total fence, call it time
fend- Note that feng = fswitch + thor- Since we want the blob to be contained inside the rectangle of fences. By
the time we finish the horizontal fence, the most northern point of the blob must be at the same height as the
vertical fence. We finish the horizontal fence at time ¢ = £, so the top of the blob will be at y = f,,q + 1 and
the fence at height y = tswitchp/4. Using fend = fswitch + thor, this implies

4 p
Lswitch T+ ;d +1= Ztswitch- (4.16)

and solving the equation for fg;c, wWe get

16d +4p

_— 4.17
Py 4.17)

switch =

Therefore, if we build 4 vertical fences going up and down from (—d,0) and (d,0) until time ¢ = fgyjtch and
then build 4 horizontal fences starting from the endpoints of the vertical fences until time ¢ = tgyicch +4d/p,
we can contain the blob with a rectangular fence built at rate p > 4. This finishes the proof. O

4.5. Fence building strategy for p > 2

We will prove Theorem 4.3.

Theorem 4.3. The critical rate p for fence-building to surround the blob is at most 2.
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Proof. To surround the blob with fence-building rate p > 2 we will build a teardrop-shaped fence. To ensure
p > 2 we will take

p=V4+e ,forsomee>0. (4.18)
Moreover, we define
4 4 (4.19)
S p2-4 ¢ '

where we used (4.18) to simplify. The blob starts as a unit disk centred around the origin (0,0). We will start
by building a horizontal fence at at the point (0, —d), which is distance d — 1 south of the origin. The formula

for d is

82 2
d=1\/(s+1)2- R L. (4.20)

i Ve
where we use (4.18) for p and (4.19) for s. We have chosen (4.19) and (4.20) in a clever way that will become
clear later in the proof. From the point (0, —d) we will built a horizontal fence to the west at rate p/2 and to
the east at rate p/2, giving us the assumed total rate of p. Since the west and east side of the fence have similar
characteristics, we will only show calculations for the east side of the fence. At time ¢ = d — 1, the blob will
intersect with the fence at (0, —d), as can be seen in Figure 4.10. We use p = V22 + 0.7 for images if the blob
with teardrop-shaped fence so that the Matlab code does not run too long.

-3 2 -1 0 1 2 3
Figure 4.10: The blob hits the horizontal fence at time ¢ = d — 1 (Matlab).

Then, for time ¢ = d — 1, the blobs edge will advance along the fence and thus intersect with the half-line
{(x,—d): x =0} at (x,—d), as can be seen in Figure 4.11.

Since the blob has unit growth rate and starts as a unit disk centred at the origin, it will have radius ¢+ 1
at time ¢ = d — 1. Moreover, it will intersect the fence at point (x, —d), which is at distance v x2 + d? from the
origin. Combining the two gives us (4.21).

Vx2+d?=rt+1. (4.21)

We can rearrange (4.21) to get (4.22) for the x-coordinate of the edge of the blob, along the fence, over time.
Moreover, by using the unit growth rate of the fence we can get (4.23) for the x-coordinate of the fence over

time. Giving us (4.22) and (4.23).
Xplob () =V (£ +1)2 - d? (4.22)

tp
Xfence(£) = ? (4.23)

We can plot (4.22) and (4.23) against time ¢ = d — 1 as can be seen in Figure 4.13. We see that at the time
the blobs edge hits the fence, time ¢ = d — 1, the fence is ahead of the blob. Then, at time ¢ = s, which we
specifically chose, the blob catches up with the fence, but for ¢ > s, the fence gets ahead again. An illustration
of the situation at time ¢ = s can be seen in Figure 4.12. We can show the catching up of the blob with the
fence at time ¢ = s algebraically. Since we grow the east part of the fence at rate p/2, it will reach from the
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Figure 4.11: The blob’s edge grows along the horizontal fence (Matlab).

I 4 2 0 2 4 6

Figure 4.12: The blob’s edge meets the horizontal fence (Matlab).

origin (0,0) to the point (sp/2,—d) at time t = s. For this point (sp/2,—d) we can calculate its distance to

the origin to be /(sp/ 2)2 + (=d)?, which simplifies to s + 1. Since the blob has unit growth rate and starts
as a unit disk centred at the origin, it will have radius s + 1 and therefore, the blob and the fence intersect at
time t = s. Moreover, we can interpret Figure 4.13 in terms of velocity. To catch up with the fence, the blob
needs to have a higher growth-velocity than the fence. However, after the blob catches up with the fence, it
gets behind again, implying a higher growth-velocity of the fence. This would suggest that, at time ¢ = s, the
growth-velocity of the fence and the blob are equal. We can show this algebraically. By differentiating with
respect to ¢ and rearranging (4.21), we can find the horizontal advance rate of the edge of the blob along the
half-line {(x,—d) : x = 0} at (x, —d) to be

dx r+1

—(t) = —

dt( ) X

dx s+1 (4.24)

T ()= _Sp
2

where the second line represents the situation at time ¢ = s, when the blob is at (—sp/2, —d).If we simplify
(4.24), we get a horizontal advance rate of the blob of p/2, which is exactly equal to the rate of growth of the
fence. Therefore, at time t = s, the growth-velocity of the fence and the blob are equal. As we could see in
Figure 4.13, the blobs edge gets behind of the fence again, implying that the fence grows faster than the blob.
Therefore, in order to keep up with the blob, we do not have to build a horizontal fence anymore. The fence
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Figure 4.13: We see a plot of the x-coordinate of the fence (in red) and the x-coordinate of the blob along the half-line {(x,—d) : x = 0} (in
blue). The black vertical line represents the time s of which we also see a circle around the corresponding x-coordinate of the fence and
the blob along the half-line. We used ¢ = 0.7 (Matlab).

can follow the blob upwards. Thus, intuitively, we 'bend’ the fence upwards and grow it along the edge of
the blob at rate p/2, to get our desired teardrop-shaped fence. An illustration of how the fence is bent can be
seen in Figures 4.14 and 4.15. For t = s, we will express the growth points in polar coordinates (r (), —0(t))

150

100

50

0
10 5 0 5 10 -100 -50 0 50 100

Figure 4.14: The fence is bend upwards along Figure 4.15: The fence is bend further upwards
the blob (Matlab). along the blob (Matlab).

for the west side and (7(#),0(?)) for the east side of the fence. We let 8 = 0 represent the south. As before, we
continue our calculations for the east side. We can interpret the growth points as moving points in the plane
and express them as vector-valued functions over time. We can write the position vector X(¢) in Cartesian
coordinates

x(1)
vl (4.25)
In polar coordinates this gives
T = [r(t)cos(B(t)) (4.26)

r(6)sin@(1) |
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To compute the velocity vector U (), we take the derivative with respect to time of the position vector.

i/’(t)—i [r(t)cos(@(t))
~dt [r(9)sin(0(1)

d—;(t) cos@(0) - r(0sin@() 2 (1 (4.27)

r .
— (B sin(@(8)) + r(t) cos(@ (1)) — (1)
dt dt

To compute the arc-speed of the growth points we take the Euclidean norm of the velocity vector #i(¢) [35].

d
Since we build the fence along the blob, we know r(#) =t +1, so d_; (1) =1.

dr . do

— () cos(0(1) — r(8)sin(@ (1)) — (1)
lwon=| 4t

a(t) sin(0(1)) +r (1) cos(Q(t))a(t)

B ( tdet)Z (drt)z (4.28)
=\ |rOg,@) + 5O

=\/(z‘+1)2 d

—Q(t)
dr

2
+1

Since we grow the fence at rate p/2, we have an arc-speed of p/2, giving us (4.29).

1Y , (40 )
5= (r+1) (a(t)) +1 (4.29)

do
Note that 6(¢) is the only unknown in (4.29). We can get an expression for a (#) by rewriting equation 4.29.

p

aw Vi !

P (4.30)
Ve
T 2(t+ 1)

where we used p = v/4 + ¢, implying p?/4 — 1 = ¢, for the second line. Integrating with respect to t gives us the
desired formula for 6(#):

0=C+ glog(t+1), CeR. (4.31)

To find the constant C € R, we have to know one value of 8(¢), for a certain time . Fortunately, we know
enough about the situation at time ¢ = s to find 8(s). We take a right triangle with an angle 6(s). The hy-
potenuse side of the triangle is the radius of the blob and the opposite side is the horizontal part of the
fence. Note that the sine of the angle 0(s) is equal to the length of the opposite side divided by the length
of the hypotenuse side. We know that, at time ¢ = s, the radius of the blob has length r(s) = s+ 1. More-
over, the fence is build from (0,-d) to (sp/2,—d) giving us the length of the opposite side to be equal to

\/(sp/Z — 0)2 + (—d + d)?. Therefore, for the sine of the angle 0(s), we have

sp 2
$(——0) +(-d+d)? Sp
2 ? 2

sin(0(s)) = P =il E (4.32)

By taking the inverse sine, we get

2
0(s) =sin~! (;) . (4.33)
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We can know calculate the constant C € R in formula 4.31.

2 2
C=sin"! (;) - glog(s +1)=sin™! (%) - \/?Elog(%) . (4.34)

By using the expression for C in the formula for 8(s), we get

2 r+1
H(t)zsin_l(;)+£10g(€( i ))

2 02
4.35
‘_1(2) VE (E(t+1)) (4.35)
=sin"" | —|+ —log
o 2 £+4

where we used (4.18) for p. Since the teardrop is finished north of the origin, the growth point of the east side
of the fence collides with that of the west side of the fence when 6 = 7, giving the teardrop-shaped fence as
can be seen in Figure 4.16. If we say the collision happened at time ¢ = fe,q, then 0(fpq) = 7 and we can use
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Figure 4.16: The blob’s edge meets the horizontal fence (Matlab).

(4.35) to get an implicit expression for fepq-

2 £ E(tenga+1)
m=sin"! (—) + £log (L) (4.36)
p 2 £+4
Rewriting formula 4.36 gives the explicit expression for fgpq.
. £+4 2 ( . _1(2)) 1 4.37)
= ——exp|—=|m—sin"" |—|]||- .
end £ p \/E P
This finishes the proof. O

Remark 4.2. Note that (4.37) implies that the time it takes to finish the teardrop is exponential in 2/+/¢. To
argue that the length of the teardrop is also exponential in 2/+/¢, we need to compute the arc-length. Our
teardrop consists of two horizontal parts and two curved parts. However, we always build the fence at building
rate p/2, so there is no difference between the horizontal and vertical part of the fence. Hence, we take the
integral from ¢ = 0 to ¢ = fepq of p/2 for the west part and for the east part of the fence. It follows that the

arc-length is equal to
Tend
lend
2[ " Lar=2 |
0o 2 0

—t
2
= Plend (4.38)
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where we used (4.37) for fepnq and (4.18) for p. We observe that (4.38) implies that the length of the teardrop is
also exponential in 2/ /€.

Remark 4.3. We can calculate the angle of the fence with the vertical. We take a right triangle, with the angle
of the fence as one of the not-right angles and the fence building rate tangent to the fence as the hypotenuse
side and the vertical fence building rate as the adjacent side. We know that the fence building rate tangent to
the fence is equal to p/2. We also know that the vertical fence building rate is equal to 1, because at the north
of the origin the blob grows upward at rate 1 and the fence follows the edge of the blob. Therefore, the angle
of the fence with the vertical is given by (4.39).

2
cos™! (—) (4.39)
p

To conclude, as € converges to 0, p converges to 2 and therefore cos™! (2/ p) converges to cos~! (1), which is
equal to 0 giving our teardrop an infinitely pointy shape.



Upper bound for random geometric graph

In Chapter 4, we compared firefighting on a random geometric graph with building a fence around a blob. In
this chapter, we will use the strategy for the blob to find an upper bound for the number of firefighters needed
to contain a fire on a random geometric graph. We will prove Theorem 5.1 following the exposition in [3].

Theorem 5.1. The number of firefighters, f), needed to contain the fire, is almost surely less than 2A for all
A>0.

Proof. If we want to contain the fire we have to make a barrier of firefighters that surrounds the fire. Two
vertices in our random geometric graph are adjacent if the Euclidean distance between the two is smaller
than 1. Therefore, our barrier will have to be of width 1 so that the fire cannot jump across the barrier. An
illustration can be seen in Figure 5.1. The red vertices are the vertices on fire. The yellow vertices are the
protected vertices inside the barrier that has lavender colour. The saved vertices are coloured gray. We can
see that the fire cannot cross the barrier and spread to the gray vertices, because all the vertices inside the
barrier of width one are protected. Our barrier will be the region R between two curves C; and C,. We will

Figure 5.1: The barrier needs to be of width 1 (Python, ChatGPT-assisted).

contain the fire in the interior of C;, which, in turn, will be contained in the interior of C,. The curves will
be distance 1 apart from each other, ensuring width 1 for region R. As with the blob, our goal is to make a
teardrop-shaped barrier. We will take the outside curve C, as our fence in the blob-strategy and we will take
p =2(1+0), for § > 0, as our building rate. Note that, similarly to the teardrop-strategy, p > 2. Our initial blob
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will be a disk with radius r; centred around the origin. To ensure the fire never crosses our protection region
R, we assume the initial fire is contained inside a unit disk of radius r» = r; — 2. For the firefighting problem,
our fence C, contains A firefighters per unit length. Therefore, we will need more than 2 firefighters per unit
length of C,. We will take our number of firefighters to be f = 2A(1 +§)2. As with the blob, we will consider
an east and a west part of our barrier. For the east part we take C{*" as our inside curve and C5*" as our
outside curve. Similarly, we take C["**" and C}*" for the west part. Because of similarity, we will only show
the steps for the east side from now on. Each curve is naturally parametrised by time ¢. Since we build the
outer curve, CgaSt, at rate p/2, we get that the arc-length of {CSaSt(t) 1 St < t}is (k- t1)p/2. If we look at
the set R?\ C,, we see a bounded region, enclosed by C». We define C) as the set of all points in this bounded
region that are at distance 1 from C,. Since C; is convex, each point Cga“(t), will be at distance 1 from a
unique point of C{*', which we will call C{*(z). Since C{*"is the inner curve of the region R, we get that
{CfaSt(t) 11 <t < 1y}, has arc-length at most (£, — #;) p/2. We can now take a look at a small piece of our barrier
R for the time-interval [#1, 1], call it R®3![ 1, £,]. This is the region enclosed by the curves {Cfa“(t) N <t< b}
and {C§*'(1) : t; < t < 1} and the unit line segments from C{*(#;) to C5*'(1) and from C{*'(1,) to C$*'(12).
This region has area at most (£, — #1) p/2. If we do the same for the west side of the barrier we get that the area
of the region RV®'[#1, 1»] is at most (£, — 1;) p/2. We start building our barrier at time 7, = 0. Suppose we are at
time £, = t, then our total barrier is R; = RV®st[0, £] U R®3![0, ¢], which has area at most 2(¢ — 0)p/2 = tp. Since
in our random geometric graph the number of vertices per unit area is Poisson distributed with densityA, the
number of trees in R, Ny, is Poisson distributed with density at most Atp. If we want the build of our barrier
to succeed, we must make sure that all the vertices in our barrier are protected by a firefighter before the blob
reaches the barrier. We will fail to do so if, at time ¢ = k, the number of trees in Ry, Ny, is greater than the
number of deployed firefighters f k. Therefore, we need the probability of failure to be bounded away from 1.
To find an upper bound for this probability, we need to prove Lemma 5.1.

Lemma 5.1. The probability that the number of trees in Ry, Nk, is greater than the number of deployed fire-

2
fighters fk is bounded from above by e~ e , giving rise to (5.1).

52 \pk

P(Nk>fk)<e 3 (5.1)

Proof. We borrow from [36][Thm. 2.19, p. 70] the fact that, if (X;);> is a sequence of independent identically
distributed random variables, then, for all a = E[X;], there exists a rate function a — I(a) such that

n
P (Z X; = na) <e M@, (5.2)
i=1

Therefore, if we assume that (X;) are independent Poisson random variables with mean y; = kpA/n for every
i=1land a=(1+0)u;, we get
n
P(Z X; 2n(1+6)p1) <e M@, (5.3)
i=1

Moreover, since f = 2A(1 +8)? and p = 2(1 +8), we have that fk = (1 +8)kpA. Furthermore, i, Xj is the
sum of independent Poisson random variables with mean u; = kpA/n for every i = 1 and thus itself Poisson
distributed with mean u = kpA [32], which is exactly the distribution of N, giving us (5.4).

P(Np= fk)<e ™M@, (5.4)
We also borrow from [36][Thm. 2.19, p. 70] the fact that the rate function a — I(a) can be computed as
I(a) = sup (ta—logE [e™1]). (5.5)
=0

To compute I(a), we need E [e‘Xl |, which we can compute as (5.6), using the definition for the expectation of

a function of a random variable and for the probability of a Poisson random variable as in [21].

l 1Y
B[] =Y etlet e > (m; L et = gl (5.6)
=0 : =0 :

To compute I(a), we take a supremum over ¢ > 0. This is equivalent to maximising g(¢) = ta—logE [e'X1] over
t >0, with E[e’*1] as in (5.6). To do so we need to find ¢ > 0 such that g'(¢) = 0, giving (5.7).

d d
0=g'(t)= T (ta—log[E[etXl]) =3 (ta-me'-1)=a—we". (5.7)
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From (5.7) we get ¢ = log(a/p1). There is indeed a maximum at this ¢, because g"(¢) = - e’ < 0, assuming
1 > 0. Therefore, we have

I(a) = alog(ﬂi) —Ml(elog(““‘l) -1)= alog(ui) —a+mI(Q+8w) =m(A1+6)log(1+86)-6). (5.8
1 1

Note that to satisfy (5.1) we need
52
(1+8)log(1+6)-6= — (5.9)
We solve (5.9) numerically. If we define a function f(8) = (1 +6)log(l+8) — & —52/3 and use fsolve(f,

x0=1.7) [0] in Python, we find the root of f(§) to be roughly 1.81696. Therefore, for § < 1.81696, (5.9) and
thus (5.1) is satisfied. To finish our proof, we note that P(Nj > fk) < P(Ny = fk), implying (5.1). O

Proof. (Theorem 5.1) If Ey is the event that Ni > fk, then U2, Ex is the event that Ny > fk for every k = 1
and thus the event that we do not succeed in finishing the barrier and containing the fire. We have

2
00 o) o0 00 _62/1pk e—%ﬂ
P{UEk|<) Ex=) PWNk>fk)<) e 3 =— (5.10)
k=1 k=1 k=1 =1 l—e 3%

where we recognise the last sum as a geometric series [27]. For us to succeed in building our barrier and con-
taining the fire, we need to bound the probability that we succeed away from zero and thus the probability
that we do not succeed away from 1, meaning we need (5.10) to be smaller than 1. Suppose the distribu-
tion of trees in R is such that we do not succeed, then we repeat our calculations with an initial blob with
radius rpew > 11 Whose corresponding teardrop is disjoint from the previous teardrop R. The event that this
teardrop fails has probability bounded away from 1. We can repeat this process over and over again, each with
probability of failure p < 1. The probability of ultimate failure after n tries is lim, o ( p)" = 0. Therefore, the
method always works. It only rests us to bound (5.10). If we name e 0" P13 = r,weneed r/(1-r) <1, implying
r < 1/2. This implies that we can contain the fire if 1 > log(22/3)/(6% + 6°), where we use that p = 2(1 + ). This
concludes the proof.

O



Lower bound for the blob

Bounding f; from below is not an easy task. Suppose that we wanted to prove f; > c¢; for some real number
c1, then we would have to check this bound for every possible firefighting strategy. For example, it is plausible
that there are strategies that protect some key vertices in the midst of the fire and then surround it. The same
difficulties are encountered if we look at the continuous case of surrounding a blob with a fence as in Chapter
4. However, if we assume that there are no fences inside the contained blob, we can find a lower bound. This
gives rise to Theorem 6.1. We follow the exposition in [3].

Theorem 6.1. For p > 2 the blob can be successfully surrounded by and end up as exactly the interior of a
Jordan curve ® of fence.

We use Definition 6.1 to prove Theorem 6.1.

Definition 6.1. The intrinsic diameter is the supremum over all shortest paths between two distinct points
P € R? and Q € R? contained in the interior of the curve ® in R?.

Proof. (Theorem 6.1) Let R* be the region of the contained blob and let D be the intrinsic diameter as defined
in Definition 6.1. For every point P € R? in the interior of @ its distance to the centre of the blob cannot exceed
D, by Definition 6.1. Since the blob has unit growth rate and starts as a unit disk, the point P has been reached
in time at most D — 1. Therefore, the blob was surrounded at time less than D. Moreover, if we take two points
T € R? and Q € R? on the fence ® at distance D apart, the two parts of fence extending from T € R? to Q € R?
on either side of the blob are of length at least D, since there would be a shorter shortest path otherwise. We
can thus conclude that the building rate of the fence p, equal to the length of the fence divided by the building
time, is more than 2: p > 2. O

Remark 6.1. Note that the lower bound obtained by Theorem 6.1 is exactly the upper bound derived in Chap-
ter 4, meaning that the teardrop strategy is optimal when we only build around the blob and not inside it.

However, if we consider all possible fence-building strategies, we would hope to bound the building rate
from below by 1. This is very hard to prove, but we can prove a similar theorem for an oriented blob, defined
by Definition 6.2.

Definition 6.2. An oriented blobis ablob (Definition 4.2) that is restricted to grow only in a specified direction.
More formally, the blobs growth rate function is only defined for 6 € [O1in, Omax] and at time ¢ = 0 the blob is
an arbitrary connected region B(0) < {[r cosB,rsinf]T: r € [0,00),0 € [Omin, Omax] }, with 0 < Opin < Omax < 271.

We can prove that for an oriented blob as in Definition 6.2, where Oy, = 7/2 and Oyax = 7, assuming the
south is at angle 8 = 0, the critical fence-building rate p. is at least 1, giving rise to Theorem 6.2.

Theorem 6.2. The oriented blob (Definition 6.2) (and therefore the normal blob), where 0 iy, = /2 and 0 a5 =
7, assuming the south is at angle 8 = 0, cannot be contained by a fence built at rate p < 1.

Proof. We will prove by contradiction, following the exposition in [3]. Suppose that we have an oriented blob
B* that is contained by a fence built at rate p. < 1. Let ¢ = s be the time at which the blob is contained, giving
B*(s) as the final blob. We let (¢, d) € dB*(s) be the point on the boundary of B(s) furthest away from the
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centre of the blob. We define the velocity vector 7(¢) of a point of the blob as in Definition 6.2. By our choice
for Omin and Oy, the x and y components of (¢, 60, r) are non-negative, implying that the x and y coordinates
of a point on the edge of the blob increase with time until the blob is contained. Therefore, the point (c, d) is
the point where the sum of its x- and y-coordinates is maximised and we maximise ¢+ d. We observe that ¢, d
is the point in the most upper-right corner of the blob. Let F(s) be the fence at time ¢ = s and let C represent
all the horizontal parts of the fence and D all the vertical parts of the fence, such that F(s) 2 Cu D. Note that
we do not have to build fence west or south of the blob, since it cannot grow in this direction. If we project C
onto the x-axis, it must cover the line segment {(x,0) : 0 < x < ¢}. This is in order for C to prevent the blob from
growing in vertical direction. Therefore, the length of C must be at least c. Similarly, we derive that the length
of Dis atleast d. Thus the length of the fence F(s) is at least c+d. Moreover, since we assumed fence-building
rate p. < 1, it must have taken at least ¢ + d time to build the fence and hence s is at least ¢ + d. Furthermore,
we let P be the path taken by some point (a, b) in the blob to get to the point (c, d). Since we have an oriented
blob, the path P is also oriented. This implies that the x and y coordinates of the points on the path P increase
with time. Therefore, the longest path P is obtained if (a, b) is a point on the boundary and this path must
have length at most ¢+ d — 1. Since the blob grows at unit growth rate, the path P must have been formed
in time at most ¢+ d — 1, implying s < ¢+ d — 1. However, we also derived s = ¢ + d, causing a contradiction.
Hence, we have proved Theorem 6.2 by contradiction. O



Surrounding a blob with a fence influenced
by wind

As described in [1] wind has a substantial impact on the propagation of fire. The fire propagates more rapidly
in the direction of the wind, we call this region the head of the fire. The fire propagates slower in the direction
opposite of the wind, we call this region the rear of the fire. We call the points with direction perpendicular to
the wind the flanks of the fire. To get a more realistic fire propagation, we define a blob with wind in Section
7.1. We assume wind comes from the north. Since the rear of the blob propagates slower because of the wind
and the rear of the blob without wind propagated with speed 1, we assume the growth rate function for the
rear of the blob with wind can be at most 1. In contrast, since the front of the blob propagates faster because
of the wind, we assume it propagates with growth rate function at least 1, subject to conditions specified in
Definition 7.1. We assume the flanks of the blob propagate the same with or without wind. We propose a
strategy for a blob with arbitrary wind in Section 7.3 and for a specific blob with wind in Section 7.2, where
we assume an ellipse-shaped fire front.

7.1. Defining a blob with wind

We define a blob influenced by wind from the north.

Definition 7.1. A blob with wind is a blob (Definition 4.2) whose growth rate function r(0) is defined by

r(0) for 6 € [0, 7],
r(0) =1 r2(0) for 0 € [n,37/2], (7.1)
ro(3m—0) for0e [3n/2,27],

where ry : [0,1] — [0,1] is a continuous function with r1(0) = r; () = 1 and r, : [,37/2] — [1, Vmax] is a con-
tinuous, increasing function with r, () = 1 and r,(37/2) = vmax, for some constant vpyax = 1. The initial blob
is the set

r(0) cos(6)
r(0)sin(0)

:9€[0,2n]}.

7.2. Finding a teardrop-strategy for ellipse-shaped fire front
As an example of the blob with wind, we take an ellipse-shaped fire front. By this we mean that, for 6 € [r,27],
r(0) corresponds to the bottom half of the ellipse, defined by

1?2

x(0)* + y(z = (t+1)? (7.2)

max

where vimax > 1. We observe that the tip of the fire front propagates at speed vmax and the flanks still propagate
at speed 1. We make no extra assumptions about the rear of the fire. The ellipse is a natural shape to consider
after having considered a circular blob.
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Theorem 7.1. For the ellipse shaped fire-front we can enclose the blob with a teardrop-shaped fence built at
rate p > 2.

Proof. We will build two horizontal fences, both at building rate p/2, starting from (0, —d) and going towards
the west and east, where d is some constant to be determined. The blob will hit the fence at time ¢ = d/ vyax—1
and since we need to build the fence below the initial blob we need d = vp,,x. By similarity, we only show
calculations for the fence built towards the east. Since we want the blob to grow along the fence, we substitute
y(t) = —d in (7.2), which gives

2

Xplob (1) = 4| (E+ 12 = —— (7.3)

Vmax
for t = d/vmax — 1. We observe that the function for xpjoh (#) does not depend on 6. We can now differentiate
(7.3) with respect to ¢ once to obtain the speed of the x-coordinate of the blob along the fence and twice to
obtain its acceleration, giving us

r+1
Xplob (1) = (7.4)

V0412 = a2V

and
—d? V2

2_ g2 2 3/2°
max.
((t+1)? - d?/ Vi)

Note that Xpjop < 0. Therefore, &0 (2) is a decreasing function. We want to bend our fence upwards, at
time ¢ = s once the edge of the blob and the endpoint of the fence intersect. To do so we need to show that
Xblob(S) = sp/2 and Xpoh(S) < p/2. Moreover, the blob should not pass the fence before time ¢ = s, so we
should check that xpo, (2) < tp/2 for all ¢ € [d/ vmax — 1, S].

We observe that Xpon(£) = (£ + 1)/ Xp1ob(£) and using xpjon (S) = sp/2 and Xpjeh(S) < p/2, we obtain an in-
equality for s:

Xplob (1) = (7.5)

i (7.6)
s= . .
p?—4
To find d, we take minimum such s and substitute it into xpjop (s) = Sp/2 to obtain
v
_ Yo 7.7)
p>—4

If we write (xpjob (), —d) in polar coordinates,let 6* be the angle. We can take a look at the right triangle with
opposite side d, adjacent side sp/2 and hypotenuse \/d? + (sp/2)2. This describes the situation at time ¢ = s.

We obtain
¢ [

—_— 7.8
spl2 2 (7.8)

6* =tan! (
We observe that as p converges to 2, 8* converges to tan~!(0) = 0. This implies that the radius of the blob at
time s converges to 1 and therefore, just as with the regular blob, we can bend the fence into a teardrop-shape,
enclosing the blob with an ellipse shaped fire front. It rests us to check that xy)o, (#) < £p/2 is satisfied for all
t € [d/vmax — 1, s]. By using (7.7) and rewriting xpjop () < £p/2, we obtain

4 V(a4 d? . 79
t— = + - = .
p%:-4 p% -4  p?—-4 Vi (p?/4-1)
which is true for all £ € R. We can conclude that if we build a horizontal fence starting at (0, —d), we can bend
the fence upward at time ¢ = s = 4/(p? — 4) to enclose the blob with ellipse-shaped fire front. O

7.3. Finding a teardrop-strategy for arbitrary wind

We want to prove that the teardrop-strategy of Section 4.5 works for a blob with arbitrary wind. To make the
strategy work, we need to build two horizontal fences towards the west and the east from (0, —d). The fences
must stay ahead of the edge of the blob and we bend the fence upwards into a teardrop shape when the blob’s
edge and the fence meet at time ¢ = s. To enable us to bend the fence, we need the speed of the blob to not
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exceed the fence building rate at the time of meeting. The goal is to find d and s so that the fence meets
these conditions. To see the difficulty with an arbitrary blob with wind, we look back at the regular blob of
Section 4.5. We built two horizontal fences at rate p/2 going west and east from (0, —d). By similarity, we
only looked at the part of the fence built towards the east, giving Xfence(t) = £p/2. The x-coordinate of the
blob was described as xpjop (£) = v/ (£ + 1)2 — d2. We could then find s and d for which xpjop (S) = Xfence(s) and
Xblob (S) = Xfence (8). To find the function xpjop (2), we used the Pythagorean theorem. This was easy because
r(0) was constant for all 0 € [0,27], but if we have an (almost) arbitrary function for r(8) such as with the blob
with wind, r(6) is not constant. Moreover, the radius of the blob at angle 0 is (¢ + 1)7(0) and therefore xpop
depends on both time ¢ and the angle 6, making it more difficult to find a formula for xy,o,. Therefore, we
need to find a new condition to check whether we can bend the fence.

Again, we onlylook at the horizontal part of the fence built towards the east. If we describe the intersection
point of the blob with the fence in polar coordinates, let 6 be the angle of this point. If the value of the growth
rate function at angle 6, r(0), would have been greater than p/2, the blob would have spilled over the fence
and we could not have finished the teardrop-shaped fence. We leave the situation r(0) = p/2 as an open
problem. Therefore, we need r(0) < p/2 forall 0 € (ep/g,ZH], where 8,/ is the angle for which r(6) = p/2. We
have thus found a new condition for when to bend the fence. We can bend the horizontal fence, built at depth
d,attime t = s,if 0 € [0,/2,27].

7.3.1. Method for proving if the teardrop-strategy works for arbitrary blobs with wind.
We will now find the right angle 8* for which r(6*) < p/2 for an arbitrary blob with wind. We assume growth
rate function r(0) for all § € [37/2,2x]. Furthermore, we assume that r(6) < p/2.
We can now use the Pythagorean theorem for time ¢ = s, where the blob’s edge and the fence meet, giving
us
d? +52p% 14 = (1+5)°r(0)? (7.10)

which can be rewritten to a quadratic equation of s.
s?(0%/14-10)?) -2sr(O)* +d*~r(©)* =0 (7.11)

We want (7.11) to have only one solution and thus set the discriminant D to 0. Solving D = 0 for d, we obtain
d as a function of 0.

r@pl/2
dO) = —2P= (7.12)
0214 —r(0)?
We can now solve (7.11) for s and plug in (7.12) to obtain s as a function of .
0 —r(6)2 7.13
s()_p2/4—r(0)2 (7.13)

Note that if we had set D > 0 and solved (7.11) for s we would have obtained a negative (unvalid) s and a
positive s larger than the s we found. Moreover, we would have obtained a smaller d than the d we found. We
do not think a smaller d and at the same time larger s are very probable and therefore making the assumption
D =0is areasonable assumption. Looking at the right triangle with opposite side d(0), adjacent side sp/2 and
hypotenuse (1 + s)r(6), we can obtain an expression for the cosine of the angle that we call ¢. By simplifying

we Obtain

To obtain the actual angle 8 = 8* we need to find the intersection point of (7.15) with the function cos(6),
which we can find by solving
r(6)
cos(f) = — (7.15)
pl2
for 0. However, there might not always be a solution 8* € [Hp 12, 27t] and this needs to be checked for the r(0)
that is used. Note that this is equivalent to checking r(6*) < p/2 Assuming there is a solution, we use d(6*) as
the depth of the horizontal fence and time ¢ = s(8*) as the meeting time of the fence and the edge of the blob.
Still, the blob might have spilled over the fence before time ¢ = s and we need to check that

Xplob(t) < tp/2 forall te

d—
Umax’s(e*)] (7.16)

Umax
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where time ¢ = (d — Vmax)/ Vmax i the moment the blob hits the fence. Checking this condition for arbitrary
r(0) is a hard task, since it is difficult to find a formula for xp)0, (#). We leave the verification of (7.16) as an
open problem.

Remark 7.1. We could have used the method for the arbitrary blob for the blob with the ellipse-shaped fire
front. To do so, we need to use the explicit formula for r(6) for an ellipse, which is

v
r@) = (7.17)

\/vrznax cos? () +sin?(0)

However, we would need to get 7(6*) = 1 to get the same s and d for both methods, but solving cos(f) =
r(0)/(p/2) for 6 does not yield 8 = 6* such that r(6*) = 1. We therefore leave it as an open problem to prove
that the method for arbitrary wind works.



Discussion/Conclusion

In this bachelor thesis, we looked at the firefighting problem on random geometric graphs. The firefighting
problem is a problem on graphs where fire breaks out on a set of vertices. Each subsequent turn we can
protect vertices using firefighters, after which the fire spreads to all unprotected neighbours of vertices on
fire. The process ends when the fire cannot spread any more. The protected vertices and the vertices not on
fire are the vertices saved. We explored the firefighting problem on random geometric graphs because these
graphs much resemble actual rainforests and forest fires are increasing in frequency and intensity in recent
years [40]. Vertices are placed randomly using a homogeneous Poisson Point Process. Vertices are connected
by an edge if they are distance less than 1 apart. You could translate this to an actual forest where trees are
not planted by humans but end up at the place where its seed, that was transported by the wind, landed. It
makes sense that fire can only spread from trees next to each other and not between trees far apart. Although
the firefighting problem on random geometric graphs is not an exact representation of forest fires, we hope
that the development of this field of research can help fight forest fighters in the future.

We started in Chapter 2 by defining a random geometric graph. We gave some basic definitions about
graphs before explaining the Homogeneous Poisson Point Process. Thereafter we defined the random ge-
ometric graph and some of its properties. In Chapter 3, we formally defined the firefighting problem and
showed that we can find lower and upper bounds for the number of firefighters needed to contain the fire
on a random geometric graph. We translated the firefighting problem on a random geometric graph to the
problem of surrounding a continuously growing blob with a fence in Chapter 4. We defined the blob and the
fence and explained the proof of [3] that we can surround the blob with a teardrop-shaped fence built at rate
p > 2. We retranslated this result to the firefighting problem in Chapter 5, where we explained the proof of
[3] that the number of firefighters needed to contain the fire on a random geometric graph is almost surely
less than 21. In Chapter 6 we explained why it is difficult to bound the number of firefighters needed from
below. We introduced the oriented blob and explained the proof of [3] that this blob and therefore the normal
blob cannot be contained by a fence built at rate p < 1. In Chapter 7 we attempted to model firefighting in a
more realistic way by introducing the blob with wind. Since, in the real world, the front of the fire propagates
faster under the influence of wind and the rear of the fire propagates slower because of the wind, we intro-
duced a blob having these exact properties. We proved that we can surround a blob with ellipse-shaped fire
front, where the front of the blob propagates at speed vmax, by a teardrop-shaped fence built at rate p > 2. We
introduced a method that shows that the blob with arbitrary wind can (sometimes) also be surrounded by a
teardrop-shaped fence built at rate p > 2.

We leave one major open problem resulting from this bachelor thesis. It would be interesting to formally
prove the method that (if possible) determines how to surround an arbitrary blob with wind by a teardrop-
shaped fence and to check that this method works for the blob with ellipse-shaped fire front.

There are multiple other interesting open problems concerning the firefighting problem. In [3] it is proved
that for all A = 200, if f < A/40 then f is not sufficient to contain the fire on the the random geometric graph
with density A. It would be a great addition to the field to prove a general lower bound for the number of
firefighters.

One might also consider different random graph models on which to study the firefighting problem. For
instance, we might change the connection rules on the random geometric graph, so that the radii are chosen
at random according to some distribution, or we might consider random graphs with weighted vertices. In
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geometric inhomogeneous random graphs, vertices are assigned weights and vertices with high weights have
higher degree. This could be interpreted as a vertex having more burning material and hence igniting more
neighbouring trees.

Besides firefighting models where the underlying graph is random, there remain open problems where the
underlying graph is a deterministic lattice. For example, the hexagonal or the triangular grid. Open problems
in this setting are surveyed in [37] and we point out the following problem: does one firefighter suffice to
contain a fire in the hexagonal grid? Partial progress has been made in [12].
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