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CHAPTER 1

INTRODUCTION

1.1 BLEVE and tunnel safety

The risk of explosion due to rupture of a truck filled with pressurised liquefied
gas (PLG) is one of the risks to be considered in the context of studies on tunnel
safety. When a vessel containing liquid well above its boiling point at normal at-
mospheric pressure fails catastrophically, a Boiling Liquid Expanding Vapour Ex-
plosion (BLEVE) can occur. A vessel containing PLG can rupture due to the con-
sequences of mechanical impact and or external fire. Because at ambient pres-
sure the thermodynamic equilibrium state of PLG is the gaseous state, after the
sudden depressurisation caused by the vessel rupture, a rapid vapourisation takes
place possibly leading to blast waves propagating in the surroundings and pos-
sibly damaging the tunnel wall and tunnel structure. On the other hand, projectile
damage from the container pieces and impingement damage from ejected liquids
and solid is also possible.

The motivation for this study on thermodynamic and fluid dynamic aspects of
a BLEVE is the need for more accurate predictive models for explosion hazards
in tunnels. The topics of investigation in this thesis are the rapid vapourisation
immediately following rapid depressurisation and the creation of an overpressure
close to the vessel. These phenomena can be described using thermodynamics
and fluid dynamics. Other aspects of the event of tank rupture and explosion in
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a tunnel are the mechanics of vessel rupture and the mechanics of the impact of
the pressure waves on the tunnel wall and the surroundings were studied in other
parts of the project.

It should be remarked that in the literature on safety engineering, BLEVE often
refers to a chemical explosion, occurring after the ignition of the released flam-
mable vapour. Here we do not use the term in that sense and the term BLEVE
is used to denote the physical explosion due to rapid vapourisation. As a con-
sequence this study not only covers explosion of a flammable PLG, e.g. propane,
but also explosion of a non-flammable PLG, e.g. carbon dioxide (CO,). The oc-
currence of a physical explosion of a flammable PLG not followed by chemical ex-
plosion is possible because (i) the tunnel geometry limits the supply of the oxygen
compared to the amount needed for combustion of a flammable PLG; (ii) a pre-
ceding external fire can result in an oxygen-lean environment. Due to its relatively
weak explosive effect, compared to chemical explosion, and the complexity of the
phenomenon, the physical BLEVE has rarely been studied in large scale experi-
ments of safety engineering, and relatively few relevant large scale experimental
data are available.

In general, vessel failure can have several causes such as an external fire, mechan-
ical impact, corrosion, excessive internal pressure or metallurgical failure (2, 20,
47). This leads to many possible scenario’s to be considered. Here we only con-
sider those of direct relevance for our study.

1.1.1 Tank rupture by mechanical impact

Imagine a PLG tank suffering a mechanical impact in a tunnel, e.g. due to a road
accident. The mechanical impact leads to a crack on the tank wall. Depending on
the crack geometry and the strength of the tank wall, there are two possibilities of
the tank wall: 1) total tank rupture; 2) non-total tank rupture.

In the case of non-total tank rupture, the crack will either remain unchanged or
develop into a larger opening without leading to total tank rupture. In this case,
PLG liquid will be ejected from the opening and vapourise in the surroundings, e.g.
on the ground. On the other hand, because the containment is lost, the PLG in the
tank can not remain at high pressure and phase transition occurs inside the tank
also. So the PLG liquid jet will change into a two-phase mixture jet. Because the
vapourisation of PLG liquid occurs gradually at various locations (on the ground
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and in the jet), there is only a low probability that a blast wave is generated and if
itis generated, it is a local phenomenon and will not propagate along the tunnel.

In the case of total rupture, the tank is fully opened, separated into several parts
and parts of the tank can be projected a certain distance away from the PLG liquid.
Total tank rupture occurs when the initial crack is generated rapidly and rapidly
develops further in a crack of the size of the vessel. In this case the boundaries of
the liquid are in contact with the surroundings at ambient pressure and the initial
conditions is created for a very rapid vapourisation of a large part of the liquid,
which is essential necessary condition for the creation of a significant blast.

1.1.2 Tank engulfed in fire

Another possible incident is the occurrence of a fire engulfing a PLG tank in a tun-
nel. Due to the heating of the tank by the fire the temperature and pressure in
the tank will rise and also the mechanical properties of the vessel wall will change.
This can lead to conditions of tank rupture even if the tank was still undamaged be-
fore the fire started. It can lead to variants of BLEVE starting from different initial
temperature and pressure than the conditions during normal transport.

1.2 Important concepts

Before addressing the key issues in BLEVE research, some important concepts
need to be introduced and/or clarified.

1.2.1 Two superheat limits

As will be explained in detail in Chpt.(3), the thermodynamic states of a substance
at various pressures and temperatures are described by an equation of state (EOS).
Fig.(1.1) shows a typical p — v (pressure-specific volume) diagram for a cubic EOS.
A cubic EOS is called such because it can be written as a cubic function of the
specific volume v. The isotherm at temperature T is abe fb’d. c is the critical
point. bcb’ is the saturation curve or the binodal. b and b’ are equilibrium states
on the binodal. ps,; is the equilibrium pressure at T.
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Figure 1.1: p — v diagram for a cubic EOS. Coexistence line (bcb’), isotherm at
equilibrium (abb’d), liquid spinodal (ce) and vapour spinodal (c f).

When the liquid state is between a and b, it is called the subcooled liquid. The
liquid at point b is called the saturated liquid. When the liquid state is between b
and e, it is called the superheated liquid because its temperature has been higher
than the saturation temperature of its pressure or its pressure has been lower than
the saturation pressure of its temperature. When the liquid becomes superheated,
it also becomes metastable which means its stability can be easily broken by ex-
ternal perturbations. If so, it can no longer maintain its liquid state and phase
transition must occur. When the metastability of the liquid becomes larger (the
liquid is approaching point e), the minimum perturbation required to break the
stability of the liquid becomes smaller and finally at point e, the thermodynamic
stability limit has been reached, which means phase transition will spontaneously
occur without any external perturbations. The stability of the liquid can be broken
by the density fluctuations of the liquid itself. Point e is called the thermodynamic
superheat limit (TSL) of the liquid and ce is called the superheated liquid spinodal
or briefly the liquid spinodal.

Correspondingly, we also have the superheated vapour between b’ and d; the sat-
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urated vapour at point b’; the supercooled vapour between f and b’ and point f
is called the thermodynamic supercooling limit of the vapour and c f is called the
supercooled vapour spinodal or briefly the vapour spinodal. Unstable states are
shown by the dash curve e f.

Because of the relevance for the BLEVE phenomenon and for reason of simplicity,
the following discussion is limited to a discussion of instability of the liquid. The
thermodynamic superheat limit (TSL) has a clear mathematical definition from
the stability analysis (23) as

0

in which N is the number of the molecules. Any cubic equation of state can be
used to predict this TSL. The phase separation occurring at the TSL is called spinodal
decomposition. Experimentally the spinodal decomposition has only been ob-
served by light scattering techniques at a temperature very close to the critical
point in binary mixture systems and the process is too fast to allow transient meas-
urement of thermodynamic properties. Detailed information on the spinodal de-
composition can be found in (23). Direct correspondence between a BLEVE and
the spinodal decomposition has never been proven by experimental data.

In experiments on superheating of aliquid, bubble nucleation (generation of small
bubbles) will start when point k on the isotherm in Fig.(1.1) is reached, and be-
fore the point e of the TSL is reached. Point k is called the kinetic superheat limit
(KSL). The KSL can be measured experimentally provided early bubble generation
by impurities of wall effects is prevented. When the term superheat limit is used,
it can refer either to the KSL measured from experiments or to the TSL predicted
by an EOS. Therefore confusion can arise when the distinction between the two
superheat limits is not taken into account. In R.C. Reid’s superheat limit theory
(68) which will be introduced in Chpt.(2), Reid attributes the severity of the haz-
ard of a BLEVE to the fact that the KSL has been reached, not the TSL. Abbasi et
al. (1) presented an evaluation of seven cubic equation of state by comparing the
TSL predicted by these EOS with the experimental KSL at atmospheric pressure
and did not clearly make the distinction. The accuracy of an equation of state to
predict the TSL can not be demonstrated by such comparisons unless the meas-
ured KSL has been proven to be very close to the real TSL, which has not been
done in any experiment yet. Throughout a study on BLEVE one should bear in
mind the difference between the two superheat limits definitions and the differ-

5
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ence between the an experimentally observed phenomenon (KSL) and a theoret-
ical thermodynamic property (TSL).

1.2.2 Homogeneous and heterogeneous nucleations

When a liquid becomes superheated, vapour embryos can be formed because the
excess energy of the superheating can be used to cover energy needed for phase
change and to maintain surface tension. This process called bubble nucleation,
has two forms, depending on the locations where vapour embryos form: homo-
geneous nucleation, as the name indicates, occurs in the middle of the fluid where
no phase boundaries are present while heterogeneous nucleation occurs on phase
boundaries such as rough walls or suspending solid impurities.

Fig.(1.2) indicates three modes of heterogeneous nucleation at a liquid-solid inter-
face. To form a vapour embryo with the same volume, heterogeneous nucleation
requires less energy than homogeneous nucleation because the presence of the
phase boundaries allows a lower interface area of the vapour embryo. Generally
speaking, heterogeneous nucleation occurs at a lower degree of superheat than
homogeneous nucleation.

For a BLEVE to occur it is necessary that a large part of the liquid vapourises in
very short time. This will be more easy to realise in the presence of homogeneous
nucleation. In small scale experiments the surface to volume area of a container
is larger than in large scale systems. Therefore in the design of small scale BLEVE
experiments special attention has to be paid in the suppression of heterogeneous
nucleation at wall, e.g. using polished inner wall. Also, sometimes homogeneous
and heterogeneous nucleation are not easy to distinguish, e.g. when the liquid
contains evenly suspended very small solid impurities or when gaseous impurities
start to separate out when the liquid is getting superheated.

Nucleation phenomena are not limited to generation of bubbles in liquid. They
can also occur in solid-liquid phase transition and solid-vapour phase transition.
Oxtoby has written a very good review article on the subject (54).

1.2.3 Volume fraction and mass fraction

From the fluid dynamic point of view BLEVE is a two phase problem. The most
basic concepts in the description of a two phase problem are volume fraction and
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CASE(A} FLAT HYDROPHOBIC CASE (B) FLAT HYDROPHILIC
SURFACE (8>m/2) SURFACE (f<w/2)
BUBBLE

%

%BB LE "’FP
SRR [-2e-.d

CASE (C) CONICAL CAVITY

Figure 1.2: Various modes of heterogeneous nucleation. Reproduced from (13)

mass fraction of the two phases, and resulting density of the two-phase mixture.
These concepts will be introduced here, because they play a important role in all
chapters of this thesis. Consider a fixed region in space (control volume), filled
with two phase mixture. Whatever the shape of the boundary between the phases,
the volume of the gaseous part V; and the volume of the liquid part 1} sum up to
the volume of the mixture V},

Vn=Vg+ Vi (1.2)

Pg and p; are the densities of gas and liquid, respectively. For simplicity we here
assume that they are constants. Mass is the product of density and volume

Mg+ M;=Mp, (1.3)

Mg=pgVy Mi=piVi (1.4)

The volume fraction of the phases is denoted as ag and a;

Ve Ve
= a;= (1.5)
G T

Qg
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where a; = 1—ayg. It follows that the density of the two-phase mixture p,, is given
by
Pm=0QgPg+a;p] (1.6)

For simplicity, the volume fraction of the gases phase is also called void fraction a,
hence

Qg = a (1.7)

The fraction of the mass of the mixture which is in gaseous or liquid form can be
calculated from the volume fractions and the densities of the phases via

a
yg_¢ Y = aipi (1.9)

—_ l _———
QgPg+aiP1 QgPg+ APl
The amount of mass in the gas phase and the liquid phase can also be written as

Mg =(Vg+Wagpg M;=(Vg+V)a;p; (1.10)

The density of the gas and the liquid phases referred to the volume of the mixture
is

o Plm=aipr=

ety Ve +Vi

Pgm=0gPg= (1.11)

Both py and pg,, are physically well defined quantities, but they are different. We
see that care has to be taken to make it clear whether a density is with respect to
the volume of one phase or with respect to the volume of the mixture. The two
quantities defined by choosing these two reference volumes are related by a factor
a.

1.3 Key problems of BLEVE numerical simulation

As mentioned, the main features of a BLEVE can be described by combining ther-
modynamics and fluid dynamics. In order to create an adequate model for BLEVE
simulation the following four key problems have to be addressed.
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1. An appropriate simplified form of the conservation equations of mass, mo-
mentum and energy has to be formulated;

2. A solution algorithm of the model equations of two-fluid two-phase com-
pressible flow has to be formulated;

3. An equation of state has to be chosen to describe the relations between the
relevant thermodynamic variables;

4. Models have to be formulated for mass, momentum and heat transfer between
liquid and vapour phase.

The challenges in dealing with the four key problems are from various aspects
and often correlated. For example, there are different ways to formulate trans-
port equations for a multi-phase multi-component flow. In the so-called Eulerian-
Eulerian approach both liquid phase and vapour phase are described by continuum
equations. Consistent formulation of these continuum equations is a difficult
topic. In particular incorporating slip between the phases is presenting problems
due to the fact that this often leads to non-hyperbolic equations and a mathemat-
ically ill-posed problem. This is avoided in our model which uses the assumption
of equal velocity of liquid and vapour (in an average sense, on a length scale of sev-
eral bubble or droplet diameters). This assumption seems reasonable but may be
challenged at a later stage. Since heat transfer between the phases is a key feature
of the phenomenon, another assumption that has been made during formulating
the transport equations is the unequal temperature assumption in which separ-
ate transport equations are solved for the energy or temperature of the liquid and
vapour phases. The assumption has a direct influence on the development of the
interfacial flux models. The accuracy of the interfacial flux model also depends on
the quality of the equation of state because only several state parameters can be
directly solved from the transport equations and most state parameters are solved
from the equation of state.

So the common challenge in all four key problems is verification and validation.
The accuracy of an equation of state is a key parameter for evaluation during its
development, therefore all we need to do is to select the best equation of state from
our resources. It turns out that the solution algorithm can be verified using stand-
ard numerical test cases. In our current implementation, the one-dimensional
model for BLEVE is in effect a Riemann problem with some known exact solutions,
e.g. the Sod’s test problems. Following (59), the numerical accuracy of our current
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solution algorithm can be verified by comparing the outputs with the exact solu-
tion of the Sod test problems. These tests validate the prediction of expansion
wave, contact face and shock wave in the absence of phase transition.

For the validation of the conservation equation and models of the interfacial flux, a
first type of validation is by comparison of model predictions with measurements
of field tests or lab-scale explosion tests. Proceeding in this way only the combined
use of all submodels is validated. In case of bad agreement with experiment, it is
necessary to analyze in detail which submodel is the weakest link. In the case of
good agreement, one must remain aware that there may be a cancelation of errors.
Therefore in a more detailed validation study, for each of the different model com-
ponents the question of experimental validation can be asked. This should only
be done for those components where agreement between theory and experiment
is still an issue. Because we also consider the need for this detailed validation we
also review available experimental data for testing each of the submodels.

An obijective of this thesis work is to make an inventory of relevant experimental
data for the validation of the overall model and the submodels and to evaluate
whether sufficient data are available or additional experiments are needed. After
a brief review of the main theoretical model for a BLEVE, the superheat limit the-
ory, and underlying complexity of vapourisation dynamics, we consider availab-
ility of experiments on the various aspects of the problem. First we review the
fundamental aspects (thermodynamic equation of state, bubble nucleation rate,
bubble growth rate, evaporation fronts), then we proceed to experiments on the
BLEVE phenomenon. (small scale experiments focusing on pressure evolution in
the two-phase mixture, medium scale experiments reporting the far field blast
effect.) Next we also consider relevant experiments from related fields (flashing,
blowdown). Finally we draw our conclusions.

10



CHAPTER 2

LITERATURE REVIEW ON BLEVE

In this chapter a brief overview is given of the literature on BLEVE-related phe-
nomena. The emphasis is on experiments but related modeling is mentioned.
The presentation is divided in three parts: investigations of fundamental aspects,
BLEVE experiments and experiments from related fields.

2.1 Theory and fundamental aspects

2.1.1 The superheat limit theory of BLEVE

The standard theory of BLEVE is the so-called superheat limit theory, originally
proposed by Reid (67, 68). The essential idea is illustrated by Fig.(2.1). Under nor-
mal conditions the content of the PLG vessel containing a liquid and its vapour
is in thermodynamic equilibrium and the pressure and temperature combination
lies at the saturation curve (points A or C). In the case of vessel rupture the pressure
suddenly decreases resulting in superheated liquid. There is a limit to the degree
in which a liquid can get superheated. At constant pressure, the superheat limit
temperature is the highest temperature that a liquid can sustain without undergo-
ing phase transition and at constant temperature, the superheat limit pressure is
the lowest pressure for a liquid to maintain its liquid state. The superheat limit

11
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P Critical Point

latm
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T

Figure 2.1: Schematic explanation of Reid’s superheat limit theory for BLEVE in
depressurisation processes

curve is shown as the dashed line in Fig.(2.1). According to Reid’s theory, when the
pressure of the liquid decreases from point C to D, the liquid reaches the superheat
limit curve and a BLEVE will occur while in the process of A to B, the liquid does
not reach the superheat limit curve, no BLEVE will occur. Based on our discus-
sion in Chpt.(1), the superheat limit referred in Reid’s theory should be the kinetic
superheat limit (KSL).

Where does the superheat limit curve in Reid’s theory locate? Although he claimed
that the thermodynamic superheat limits predicted by the Redlich-Kwong equa-
tion of state is reasonably in agreement with the measured superheat limits, he
doubted those results because "...no satisfactory correlation now exists to relate p,
v and T in the superheated liquid region...". An equation of state is obtained by
correlating experimental data outsides the saturation dome. Using an equation of
state for metastable states inside the saturation dome is equivalent to extrapola-
tion of those experimental data. For slightly superheated liquid, the extrapolation
is still reliable (23), but for highly superheated liquid states, Reid’s worry is inev-
itable. If the validity of an equation of state in predicting the thermodynamic su-
perheat limit has not been proven, the close agreement of its predictions with the
measured superheat limit can not be interpreted as matching (1). On the other

12
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hand, Reid also mentioned the need to derive more information on the vapour
bubble formation from kinetic theory, as will be done in the following chapters.

Reid’s superheat limit theory is widely accepted in the literature on explosions
(2), but it has not been directly proven to be true, due to the impossibility to do
detailed measurements in the superheated liquid during a realistic BLEVE exper-
iment. Direct measurements of vapourisation at the superheat limit have only
been made in droplets of mm size.

2.1.2 Vapourisation dynamics of a BLEVE

In a practical BLEVE, the decrease in pressure is not felt instantaneously all over
the liquid but spreads in the form of a wave. Furthermore the local temperature
at different locations in the liquid may be different, depending on the features of
the accident causing the vessel rupture (e.g. mechanical impact or fire) and the
amount of heat used for vapourisation. As a consequence the situation in a real
incident will be much more complicated than the simple trajectories from A to B or
from Cto D in Fig.(2.1). The starting points at different locations in the liquid may
be at different locations on the saturation curve. The decrease in pressure due to
opening of the vessel will be felt at different locations at different moments in time
and once vapourisation starts the decreases in pressure can be stopped by the
expansion of the mixture due to vapour generation. The rate of depressurisation
is also controlled by the time needed for vessel rupture.

When a liquid is superheated but is still far away from the superheat limit, vapour-
isation will start first on locations most favorable for the formation of initial small
bubbles which is on solid surfaces or on dust or other solid particles in the fluid.
Once bubbles are formed they grow according growth laws which have been well-
studied in the literature (61, 79).

Approaching to the superheat limit state, the process generating smaller bubbles
(nuclei) is different than away from the superheat limit state because the small 'va-
pour’ nuclei originate homogeneously in the fluid and at a much faster rate. The
smallest stable bubbles close to the KSL are much smaller than away from the
KSL. Classical homogeneous nucleation theory has been developed to describe
this case. It turns out that its predictions of nucleation rate are extremely depend-
ent on details. De Sé et al. (22) and Delale et al. (24) give alternative formulations
of the theory to improve this situation. The growth of bubbles at the superheat
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limit also proceeds in a different manner than away from the superheat limit (78).

The rapid growth of bubbles may create a rise in pressure which counterbalances
the initial pressure drop, and keeps the liquid away from the superheat limit. This
phenomenon must be taken into account in the evaluation of the effects of rapid
depressurisation or rapid heating. In fact, the view that when a vessel ruptures,
its contents 'instantaneously’ reach atmospheric pressure or the superheat limit
curve is not realistic. This has been taken into account in a refinement of the su-
perheat limit theory proposed in (50). As summarized in the review (47), in (50) the
homogeneous boiling only occurs at the rupture location where the liquid sucked
out of the breach first reaches atmospheric pressure. Their study focuses on the
liquid behavior inside the vessel (liquid hammer, pressure recovery etc.), before a
possible total disintegration of the vessel.

A vapourisation front can have very complex shape and wildly fluctuating proper-
ties. The break up of existing bubbles in smaller bubbles in a wildly fluctuating va-
pourisation front creates extra area and also new nuclei for heterogeneous vapour-
isation. This can enhance the vapourisation rate and the front propagation rate
enormously. The question arises whether the vapourisation in a propagating front
can generate a sufficiently strong volume source for significant blast propagation.

These considerations indicate that apart from experiments and thermodynamic
models to determine the superheat limit curve for various substances, also experi-
ments and fluid dynamic models are needed to determine the propagation speed
of vapourisation fronts.

2.1.3 The KSL and single vapour-bubble nucleation and growth

The generation of a BLEVE depends on rapid vapourisation. Vapourisation starts
by formation of small bubbles (nucleation) and proceeds by the growth of these
bubbles. Distinction has to be made between nucleation and bubble growth in the
meta-stable state but still far away from the KSL and nucleation and vapourisation
close to the KSL. In conditions away from the KSL, homogeneous nucleation is
much less probable than heterogeneous nucleation and the question how fast the
nucleation is, also involves questions on availability and properties of surfaces for
nucleation.
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Experiments

The standard experimental set up to determine the kinetic superheat limit of a
liquid is nicely described in (67). It consists of a tall slender column filled with
liquid in which a small droplet of the test fluid of which the superheat limit is to be
determined is rising upwards. The test fluid must be immiscible with the column
fluid and have a density which is lower than the column fluid. The droplet must be
small enough to assure that it can be homogeneous in temperature. Droplets with
diameter of about 1 mm are usually used. The liquid in the column is heated such
that the top is significantly warmer than the bottom. When the droplet is injected
into the bottom of the column, it will start to rise. If the temperature profile in
the column is designed in such a way that the bottom of the column is at lower
temperature than the boiling temperature and the top sufficiently larger than the
boiling temperature, the droplet will pass the height where the column fluid has
the boiling temperature of the test fluid, but because of absence of nucleation sites
will not start to boil and enter the meta-stable region. Only when it reaches the
height where the column fluid has the superheat limit temperature of the test fluid,
evaporation will start. It is observed that this happens from a single nucleation
site at which a bubble is formed, which grows until it the complete droplet has
evaporated.

Experimental studies on the bubble growth process at the superheat limit are de-
scribed in (29, 31, 46, 49, 78).

In (78), it is reported that the liquid-vapour interface in a vapour explosion pro-
cess has a large-amplitude small-scale roughening during most of the evaporative
stage in contrast to the smooth bubbles in conventional boiling.

Lesin et al. (46) studied the dynamic behavior of a single liquid butane droplet
boiling explosively at its superheat limit and also developed a model for it.

These experiments use high speed camera observations of a single small bubble
and do not enter in the question what the nucleation rate is. However it seems
possible to derive from the experiments some upper limit on nucleation rate.

Modeling

The equation of state of a fluid describes the relation between the thermodynamic
state variables in the equilibrium state. Therefore a priori it does not provide in-
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formation on non-equilibrium properties. In particular it is not supposed to pre-
dict the superheat limit temperature. Nevertheless it is possible to extrapolate the
use of an equation of state to non-equilibrium conditions. This is what usually
is done to check whether the superheat limit temperature is predicted in agree-
ment with experiments. Such studies have been made in (22), (24) and (1). In
particular the study of Abbasi and Abbasi (1) gives a comprehensive set of results.
It can be concluded that for the investigated substances the thermodynamic su-
perheat limit predicted by equation of state is comparably close to the kinetic su-
perheat limit measured from experiments, which gives a convenient method to
obtain the kinetic superheat limits from equation of state directly. But it should
be emphasized again that the close agreement of thermodynamic superheat limit
from equation of state to the kinetic superheat limit does not prove that the real
thermodynamic superheat limit or the spinodal has been reached in experiments.

When the kinetic superheat limits are measured, the next problem becomes the
bubble nucleation rate at the kinetic superheat limits. Several bubble nucleation
theory have been developed to predict the bubble nucleation rate with the meas-
ured superheat limit or vice versa, among which the classical nucleation theory
is the first one. The classical nucleation theory assumes a macroscopic nucleus
size. This theory cannot be applied to the meta-stable states close to the spinodal
where the nuclei size is of the order of molecules. Oxtoby (54) discussed and re-
viewed classical and non-classical approaches in 1992. More recently, Delale et
al. (24) systematically modified the formulations of the classical nucleation the-
ory to obtain a formulation giving higher homogeneous bubble nucleation rates
and smaller critical bubble sizes.

The nucleation process in highly superheated liquid leads to formation of vapour
embryos which contain a relatively small amount of molecules. It is a challenge
to extend thermodynamic concepts originally design for macroscopic systems to
such small systems. This extension of thermodynamics is an active area of re-
search in several fields of physics and chemistry. We refer to Reguera et al. (66)
for developments in this area.

A general review of models for bubble growth rate is given in (79). Fairly accurate
models have been developed for the rapid vapourisation of a single droplet of mm
size at the superheat limit (46). Recently a new model was presented in (6). Com-
pared to previous modeling approaches, they more accurately take into account
that there is a high mass flux through the moving bubble surface. They success-
fully applied their model to the experiments of Lesin et al. (46) and of Frost and
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Sturtevant (31).

The conclusion is that accurate models for growth rate seem to be available. The
question remains how relevant a good model for the nucleation rate is. The total
vapour fraction after some very short time is more determined by the growth rate
than by the nucleation rate (27).

2.1.4 Evaporation fronts

Generation of a BLEVE depends on a high overall rate of vapourisation in a mass
of superheat liquid. For a range of conditions vapourisation starts at the liquid
air interface. The vapourisation of the bulk then follows after the passage of a
rarefaction wave. This leads to the development of an evaporation front. The evol-
ution towards a highly meta-stable state then does not occur simultaneously at
all locations but follows from the passage of a rarefaction wave. The properties
of the front cannot be determined solely from single vapour-bubble experiments.
A thermodynamic description, giving the detailed trajectory of matter from the
meta-stable liquid state to the stable liquid and stable vapour state, has to be com-
bined with fluid dynamic description describing the overall conservation of mass,
momentum and energy on a larger scale. A recent thorough study on this is (74).

A front can have a complex structure with a bubbly or foamy nature and need not
be flat. The rough front has a larger area per unit volume than a flat front which
increases the propagation speed of the front compared to a flat front.

Experiments

Das et al. (21) report experiments on boiling propagation in a suddenly depressur-
ised superheated vertical column filled with water. The velocity of boiling front
propagation (BFP) is found to depend strongly on liquid superheat, liquid purity
and test section size. Using a similar configuration several other authors have suc-
ceeded in identifying the key properties of evaporation fronts (35, 71, 80).

These experiments consisted of connecting a vertical tube filled with a liquid in
thermodynamic equilibrium at atmospheric pressure (or higher) to a very low-
pressure chamber (Figure 2). As soon as the membrane between the liquid and the
vacuum is ruptured, rarefaction waves propagate through the liquid producing a
superheated liquid. Then a subsonic phase-transition front propagates through
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the superheated liquid producing a high-velocity liquid-vapour mixture in ther-
modynamic equilibrium moving towards the low pressure chamber. The front ve-
locity is much lower than the ejected mixture velocity (e.g. 1 m/s front velocity
versus 100 m/s ejected mixture velocity). The experimental observations indicate
that both liquid and vapour compressibility have to be considered. They also re-
port the presence of an acoustic wave (expansion wave) preceding the evaporation
front, a contact discontinuity and a compression wave. In the context of BLEVE re-
search the properties of the compression wave are of most interest. Is it a shock
wave or a continuous wave, and what is its strength?

Liquid at high Liquid-vapor |
initial pressure mixture .. _G_as at low

N R initial pressure

\\

\ Superheated \1 k

liquid Compressed %

A L)

j\\

/” ',_,r—"”f f B ™~ Compression

Expansion Transition Contact wave
wave front discontinuity

Figure 2.2: Sketch of the experimental setup of (80). Reproduced from (74). The
test cell is round Pyrex glass tube, of length 340 m m and diameter 15mm. A
volume of 50 cm3 of liquid is evaporated. The piercing time of the diaphragm
separating high and low pressure region is a few milliseconds.

Simdes-Moreira and Shepherd (80) make the following observation on the range of
conditions in which evaporation waves occur: "There were also definite limits of
minimum and maximum superheats for which we reliably observed evaporation
waves. Outside these limits, nucleation upstream of the wave would disrupt our
observations. At low superheats, the evaporation wave was slow and there was a
long dwell time before the onset of the wave. This required metastable fluid to
be in the test cell for a long period of time, and heterogeneous nucleation would
occur. At moderate superheats, the wave would start promptly and move quickly
enough that heterogeneous nucleation upstream of the wave would not occur. At
high superheats, the nucleation rate became so high that despite high evaporation
wave speeds, heterogeneous nucleation occurred upstream of the wave."

The working fluid in their experiments is dodecane and the range of temperatures
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for which evaporation waves were observed is 180 — 300°C. The value of the su-
perheat limit temperature is not given in the tables of (3), but it can be read from
Fig.(15) of (80) that it is higher than 350°C. Their motivation for using dodecane is
the objective to generate a 'complete evaporation wave’, with all liquid converted
to vapour. The experimental result was that at the most extreme superheat tested,
a vapour content of over 90% (mass fraction) was estimated from the measured
data.

The conclusion is that the vapourisation process is in the form of an evaporation
wave only at temperatures significantly lower than the superheat limit temperat-
ure.

Modeling

Detailed computational modeling of evaporation fronts has been described in (45)
and (74).

Saurel et al. (74) give a review of existing models. They distinguish between two
classes: 1) pressure and temperature equilibrium models and 2) temperature non-
equilibrium models. In the second class they further distinguish

Six-equation model obtained e.g. by averaging mass, momentum and energy
equations for two phases

Seven-equation model which has, in addition to the six equations, an equation
for the volume fraction of one of the constituents

Five-equation model which is composed of two mass-balance equations, one mix-
ture momentum equation, one mixture energy equation and a volume frac-
tion equation and assumes equal pressure and equal velocity for both phases

The last model is the starting point of their further analysis. An original thermo-
dynamic closure is used. The model is shown to be able to compute evaporation
fronts by solving their internal structure. Metastable states are involved, as well as
shock, rarefaction and interface dynamics. However the main focus of their work
is on cavitation rather than on flashing.
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2.1.5 Vapourisation at high vapour volume fraction

In the case of a rapid depressurisation causing a BLEVE, a multitude of bubbles
will be formed and the nucleation rates and growth rates of a single bubble in a ho-
mogeneous environment may not be sufficient to describe the total vapour form-
ation rate. E.g., the influence of neighboring bubbles on the nucleation rate has
been studied in (26). When the void fraction increases, complex two phase flow
patterns are expected, and guidelines for handling these can be looked for in mul-
tiphase flow studies. There different flow regimes are distinguished, depending on
the volume fraction of the phases, the slip velocity and geometric aspects. The lit-
erature on multiphase flow has numerous experiments on these flow regimes, but
they usually refer to steady state conditions and not to explosive systems. Risnic
and Ishii (72) describe models for nucleation and bubble growth in flashing flow.
The study concerns conditions of moderate superheat.

What happens in a rapid vapourisation process once the vapour fraction reaches
such high values that it is no longer possible to describe the vapour as a collection
of bubbles? This will depend on the ratio of heat stored in the superheat of the
liquid and the heat needed for vapourisation. When all superheat has been used
the vapourisation will stop, when remaining superheat is available the vapourisa-
tion will continue. But the remaining liquid will be entrained with the expanding
vapour.

Clearly the flow aspects will start to play a larger and larger role once the explo-
sion develops. We have found little or not literature describing in detail the final
stages of the vapourisation process in case of vapourisation starting from homo-
geneous nucleation. Accordingly, accurate models for the evolution of the total
area of the contact face between the phases seem to be missing. Pinhasi et al.
(59) have used the concepts of flow regimes (bubbly flow of vapour fraction be-
low 0.3, churn-turbulent flow of vapour fraction between 0.3 and 0.7, droplet flow
of vapour fraction above 0.7) and taken representative area estimates, but prob-
ably better models are needed. A statistical treatment going beyond the Eulerian-
Eulerian approach seems necessary (detailed characterisation of the structure of
the two-phase flow, bubble/droplet number density, bubble/droplet size distribu-
tion etc.).
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2.2 BLEVE research

Recently Birk and others (10) after an analysis of a number of medium scale BLEVE
tests have come to the conclusion that in the case of rupture of high pressure ves-
sels only partially filled with liquid propane (fill level in the range 0.13 to 0.61) the
shock waves observed in the far field seem rather produced by expansion of the
vapour and not by the vapourisation of the liquid, which is said to be a too slow
process for generating a strong blast. In (10) it is mentioned however that the rapid
vapourisation process can produce significant dynamic pressure effects in a near
field. These effects are of particular importance in case of a BLEVE in a confined
space such as a tunnel. Their demonstration does not involve superheat limit the-
ory but uses a thermodynamic estimate of the available energy. Such estimates
can assume isentropic expansion (62) or, more realistic, adiabatic irreversible ex-
pansion (60).The second estimate is about half of the first (2).

At the relatively small scale of 1 m m diameter droplets, the rise in pressure in the
surroundings of the exploding droplet has been measured, but this seems to be
a too small scale to generate a shock wave! while at the large scale (explosion of
a partially filled 2000/ it er vessel) blast waves have been measured, but it is de-
bated whether those blast waves are generated by a rapid vapourisation process
or by expansion of vapour already present in the vessel before rupture.

The question arises whether there is an intermediate scale where the vapourisa-
tion dynamics and the pressure wave in the far field both have been measured. So
far, we have not found reports on such experiments in the literature. Here we di-
vide the treatment of BLEVE experiments in two parts: the studies on phenomena
inside a vessel subject to rapid depressurisation (pre-BLEVE phenomena) and the
studies on blast effects of a completely rupture vessel (BLEVE phenomena).

In the first class of experiments vapourisation and pressure were measured inside
a vessel in experiments on of volume 1007/ up to a few liters, where the (par-
tial) vessel rupture is simulated by a controlled opening of a valve or by bursting
a foil diaphragm. In those experiments the emphasis is on the question how low
the pressure can drop before the pressure starts to rise again because of bubble
formation (re-pressurisation).

In the second class of experiments pressure waves are measured in a region at

Tt is noted that when a spherical shock is generated, it can decay during its propagation
(48)(85).
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some distance of the ruptured container or vessel. Usually also temperature and/or
pressure is measured inside the vessel in the time interval before rupture.

2.2.1 De-pressurisation / re-pressurisation
Experiments

Kim-E and Reid experiments In (42) simple experiments are described using
both saturated liquid and supercritical carbon dioxide where depressurisation of
a7liter tank with 1.5in. diameter burst disc did not lead to an explosion. The
reason for these failures is discussed. In this article also some reported industrial
accidents are described and analyzed as to whether they did result from the sys-
tem reaching the superheat limit state. Kim et al. (41) give further comments on
the experiments of Kim-E and Reid. Reasons for disagreement between theory
and experiments may include factors like growth of vapour bubbles on the wall of
the vessel (heterogeneous vapourisation) which prevents adequate pressure-drop
to trigger homogeneous nucleation within the bulk liquid.

McDevitt et al. experiments Experiments on BLEVE of refrigerants R-12 and
R-22 were reported in (50). They report two types of experiments: in the first, a
1liter commercially available tank was ruptured with arifle bullet. In the second,
the explosion occurred in a shock tube. High speed photographs during the explo-
sion of the 1/iter tank indicate that the event takes less than 2 ms. They conclude
that due to the short time frame, along with the fact that pressure travels in waves,
points to a shock related event. The experiments in the shock tube were made to
obtain direct evidence of the existence of shock waves, and to attempt to measure
their destructive capability. But the shock waves referred to are rarefaction waves
traveling in the liquid, not blast waves in the surrounding air. They report that the
boiling of liquid of the fluid around the hole is homogeneous (as seen in photo-
graph) and report the recorded pressure wave in the liquid.

Frost et al. experiments The rapid boiling that occurs when a pressure-liquefied
gas is suddenly vented to the atmosphere was investigated in much more detail
at somewhat smaller scale in (30). As a testing fluid they used refrigerant R-22,
because it exhibits similar thermodynamic properties to propane, and yet is not
flammable. Vessels of different shape and material were used (rectangular steel
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vessel pressure, cylindrical glass vessel, spherical glass test vessel). A parametric
study was carried out to examine the influence of vent area, liquid fill volume and
initial liquid pressure (and corresponding saturation temperature) on the boiling
dynamics in the 260 m [ steel vessel containing R-22. For each case the evolution
of pressure versus time is studied. After opening of the vessel the pressure first
drops and then after start of vapourisation starts to rise again.

The goal of the experiments of Frost et al., was to determine the conditions that
can lead to the maximum repressurisation within a vessel, considered to be the
worst case scenario from the point of view of risk for catastrophic rupture of the
vessel. In all cases heterogeneous nucleation and bubble growth at the vessel walls
is found to play an important role. Of interest for us here are results reported on
whether or not the superheat limit is attained. An intriguing Figure in this respect
is the following figure, reproduced from (30).

The discussion of Fig.(2.3), given by Frost et al. (30) is as the following: "The fig-
ure shows the saturation and spinodal curves 2 for R-22 which bound the meta-
stable region. Path 1-2 corresponds to an isentropic expansion from a pressure of
2.06 M Pa (and a saturation temperature of 53°C) to atmospheric pressure which
yields the greatest possible degree of superheat at atmospheric pressure. The
state of the liquid following depressurisation for both the 65% and 90% liquid fill
volume trials are also shown. Although no homogeneous boiling was observed,
the locus of the data points indicates that there is a limit of superheat attained that
is determined by heterogeneous boiling. Even though the degree of superheat at-
tained will depend on the geometry of the vessel as well as the surface properties
of the vessel walls, it is interesting to note that the maximum degree of superheat is
attained at a liquid temperature that is similar to that predicted by homogeneous
nucleation theory."

In (30) a series of photographs is shown with a close-up of the test section dur-
ing the depressurisation of R-22 from initial pressures of 1.03 M Pa and 1.43 M Pa,
showing heterogeneous boiling from the walls of the steel vessel. Photographs of
the cases with still higher pressure and coming closer to the spinodal curve how-
ever are not shown.

It is hard to believe that in this experiment the spinodal or more precisely, the
kinetic superheat limit, has really been reached, because then a homogeneous
nucleation would have occurred with possibly catastrophic consequences. The

2Note that the spinodal curve is used as the reference threshold of rapid boiling.
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Figure 2.3: Locus of thermodynamic end states following pressure drop showing
the degree of superheat attained attained for the steel vessel. Reproduced from
Frost et al. 1995.

crossing of the spinodal seen in Fig.(2.3) may be due to a measurement error or
due to a error in the value of the spinodal. It is not reported how the spinodal
curve of R-22 was obtained.

Nevertheless the experiments shows that :

e Occurrence of heterogeneous nucleation can prevent a liquid from homo-
geneous nucleation by depressurisation.

e The higher the superheating the smaller the distance in pressure between
saturation curve and superheat limit curve and the easier it is to come close
to the latter by rapid depressurisation.
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o For experiments with R-22, with similar properties as propane, it seems pos-
sible to reach the kinetic superheat limit using steel vessel with volume 260 m [
if heterogeneous nucleation is well suppressed.

Chen et al. experiments Chen et al. (15, 16) have also reported experiments on
rapid depressurisation and consequences for vessel pressure. These experiments
are done with water as testing fluid and well below the superheat limit temperat-
ure.

Modeling

In the literature correlations have been developed to model the minimal pressure
reached after sudden opening of a high pressure vessel, and also the pressure re-
covery. It is clear that when the role played by heterogeneous nucleation is essen-
tial, it seems difficult to handle since it depends on a variety of circumstances, e.g.
properties of the walls and purity of the fluid.

Frost et al. (30) refer to (5), who have developed a semi-empirical model to pre-
dict the pressure undershoot. Their model is based on the assumption that if the
rate of depressurisation is large enough and the size of any physical heterogeneity
present is small enough, then nucleation is initiated stochastically and is governed
by the nucleation theory. To account for nucleation at the wall, they introduce a
heterogeneous correction factor (which is determined by fitting to experimental
data) to the Gibbs number, which is a measure of the potential barrier to nucle-
ation. Application of that correlation to the experimental data of (30) is described
in (9). Another potentially relevant article proposing a model for the heterogen-
eous nucleation factor is (25).

2.2.2 BLEVE blast effects

Experiments

Blast effects of a BLEVE have been measured in field experiments where a vessel
containing a pressurized gas was made to explode by external heating or by fire.

The disadvantage of such experiments is that the vessel rupture does not occur in
awell-defined way and that little or no information is available on the physical pro-
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cesses inside the vessel before and during rupture. In the best case measurements
of pressure and temperature in the vessel or made until the moment of rupture.

Giesbrecht et al. experiments A series of bursting propylene vessel experiments
have been reported in (33). They studied the effects of fast vapourisation, cloud
spreading and chemical explosion. In relation to the first effect, they found that
when propylene, preheated up to approximately 70°C, is expanded from about
60bar to atmospheric pressure, flash evaporation already produces a blast wave
with considerable peak pressure in the vicinity of the vessel. It was possible to
establish a relationship between the peak pressure and distance, valid for ves-
sels of different sizes and initial temperatures. The amounts of propylene con-
sidered ranged from 0.125k g to 452k g (corresponding to vessel volumes from
226cm?3 to 105 cm3). They point out that the vapour pressure at 80°C is only
37bar. Therefore these experiments concern a case where the initial state is not
a liquid/vapour mixture in phase equilibrium, but rather a pressured subcooled
liquid. The amount of energy released in the whole process is possibly larger than
in the case of liquid at saturation temperature because higher initial PLG pressure
can result in faster disintegration of the vessel and larger pressure drop before the
re-pressurisation, which may have contributed to the strength of the blast effect.

Johnson and Pritchard experiments The paper (37) presents the results from
five large-scale BLEVE experiments in which the released gas was ignited. Fuel
was butane or propane. Release pressure was 7.5 or 15 bar, vessel capacity either
5.659 m3 or 10.796 m? with filling ratio’s from 39% to 80%. The pressure of the
blast wave was recorded. Vessel pressurisation was achieved by heating the liquid
within the vessel with electric immersion heaters. The temperature and the pres-
sure in the liquid were monitored. They say that "The maximum overpressure
measured following vessel failure was substantially lower than values predicted by
existing methods for the overpressure generated by the rapid flashing of the re-
leased liquid in a BLEVE. This may be due to the liquid temperature at the time of
the release being below that required to achieve homogeneous nucleation of the
liquid."

Gelfand et al. experiments Blast effects in a very small scale BLEVE experiment
have been measured by Gelfand et al. (32) at the Institute for Chemical Physics
in Moscow. They report on experiments in a shock tube, 3 m long and 50 mm in
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diameter. Initially, the shock tube has a low pressure chamber (LPC) filled with
air at normal conditions and a high pressure volume containing an electric heat-
ing element and a small aluminum container immersed into hot water. The con-
tainer is partially filled with the 'liquid under investigation’ (LI) and is covered with
a rupture disk. During the heating process the pressure and the temperature of
the contents of the high pressure volume rise in agreement with the LI saturation
curve. When the pressure reaches a chosen value p4 the diaphragm bursts and
the liquid becomes superheated relative to the LPC conditions. Outflow of liquid
and vapour leads to shock wave formation. In the experiments the pressure of dia-
phragm rupture, the high pressure volume (HPV), the mass and the properties of
the liquid were varied. The investigated liquids are water Freon-113 and ethanol.
The volume ranges from 26 to 76 cm3. The mass varies from 5 g to 22 g. The rup-
ture pressure varies from 0.5M Pa to 3.1 MPa. The parameters of the shock are
measured by piezo-electric pressure gauges.

The shock tube is positioned vertically. When the LPC is at the top the vapour
containing part of the container is closest to the diaphragm. When the LPC is at
the bottom, the liquid containing part of the container is closest to the diaphragm.
In this way the experiments can represent both a rupture of the vapour space and
the liquid space of a vessel.

Interesting conclusions of this work are:

¢ In case of vapour space closest to the rupture disk, the pressure profile con-
sists of a leading shock of a triangular shape and a pressure wave without
shock front. The leading shock is attributed to the expansion of the satur-
ated vapour. Subsequently the expansion of the vapour-liquid cloud leads
to a slow increase of pressure.

¢ Incase ofliquid closest to the rupture disk, the expansion of the superheated
liquid causes the formation of a pressure wave without sharp shock front.

e With an increase of the liquid mass, the duration (impulse) of the total shock
wave rises significantly, while the amplitude of the shock wave remains con-
stant.

e The contribution of a mass addition process from evaporated liquid in the
shock wave impulse formation become dominant with low values of the li-
quid mass m. With initial liquid volume fraction about 50%, the shock wave
impulse exceeds the value of the case with vapour only by 7 — 10 times. The
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peak value of the pressure however is practically independent of the mass of
liquid.

o The peak value of pressure and the shock wave impulse increase with pres-
sure ratio between high pressure and low pressure chamber.

¢ Aliquid with lower molecular weight gives a long shock wave duration.

A qualitative description the transient boiling liquid expansion process is proposed
and a simple predictive model for the strength of the shock waves is formulated.

Stawczyk experiments The paper (83) describes experiments with explosions of
small LPG tanks. The tests enabled a determination of temperature and pressure
at which tanks containing LPG disrupt. The experiments were carried out in stand-
ard cylindrical tanks of capacity 5kg and 11 k g filled with propane or propane-
butane mixture. For the needs of the experiment, the tank was modified. Instead
of a shutting valve, a specially designed head was mounted. It allows sensors to
be inserted in the tank. The bottom of the tank was heated from the outside using
standard gas burners. The disruption of the tank was found to take place at tem-
perature and pressure above the critical point. In that region of thermodynamic
state space the distinction between liquid and vapour can not longer be made.
When such system is depressurised it is expected to reach states beyond the su-
perheat limit. Blast wave pressure was reported at the distance 10 m from the tank
in open area and at the distance 2 m from the tank in closed area. Since the explo-
sion of the vessel occurred in an uncontrolled way and the pressure measurements
are rather crude, the value of this experiment for model validation is limited.

Birk et al. experiments Birk et al. (10) present an analysis of the blast overpres-
sures created by nearly 20 catastrophic failures and BLEVE’s of propane tanks, re-
ported in earlier publications by Birk et al. They claim that the results suggest that
the liquid energy content did not contribute to the shock overpressures in the near
or far field. "The liquid flashing and expansion does produce a local overpressure
by dynamic pressure effects but it does not appear to produce a shock wave. The
shock overpressures could be estimated from the vapour energy alone for all the
tests considered. This was true for liquid temperatures at failure that were below,
at and above the atmospheric superheat limit for propane.” The possible explan-
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ation of this observation is that in the considered cases the vessels were only par-
tially filled with liquid.

Birk et al. (10) point out that the expansion of the flashing liquid contributes to
other hazards such as projectiles, and close in dynamic pressure effects and con-
clude "Of course BLEVE releases in enclosed spaces such as tunnels or buildings
have different hazards."

Birk et al. (10) also make the remark that the occurrence of a double pressure peak
should not be interpreted as a proof of a liquid vapourisation generated second
blast wave (after the first one generated by the expansion of the vapour space),
but is a well-known effect in explosions by gas expansion.

Because the rupture of the vessel in the reported experiments did not occur in a
controlled way the value of the experiments for model validation are limited.

Van der Voort et al. (TNO) experiments In (95) and (96) results are described of
the BLEVE of a bottle filled with liquid CO,. The cylindrical bottles have a volume
of40!7iter and are filled with 30 k g liquid CO. at a pressure of 57 bar, the satura-
tion pressure at 290 K.

The rupture of the bottle is caused by an explosive charge. The pressure has been
measured at four locations, at distances of 2, 3, or 4 m from the bottle. The meas-
ured signals show a clear peak caused by the explosive charge, and also positive
and negative phases of a blast wave caused by the explosion of the liquid.

Since the homogeneous nucleation temperature or the kinetic superheat limit
temperature of CO, is about 271 K at pressure of 35bar, a depressurisation at
290K from 57bar to 1bar is expected to bring the liquid at the homogeneous
nucleation temperature. Heterogeneous nucleation is not expected to play a large
role since the bottle is completely opened and the liquid is not longer confined by
walls. For these reasons this experiment is highly interesting for model validation.

Bjerketvedt et al. experiments Recently another set of experiments on small
scale CO,-BLEVE was reported (11). The cylindrical vessels containing CO, are
60 mm or 100 mm in length and the outer diameter is 40 mm. Solid CO, is first
put in the vessel and after heating and pressurisation, CO, reaches the saturation
state at the pressure of 30 to 45bar. The pressure in the vessel keeps increasing
until it ruptures. One pressure transducer inside the vessel records the CO, pres-
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sure while three other pressure transducers located 1, 1.5 and 2 m from the vessel
respectively record the blast wave. A high speed video camera with a frame rate
of 10000 frames/sec is used to record the rupture of the vessel, the projection of
fragments and the formation of CO, cloud around the ruptured vessel.

Bjerketvedt et al. compare the measured shock waves with the modeled shock
waves generated by the expansion of the compressed vapour CO, only (without
the boiling of the liquid CO») and find the agreement is quite well. Therefore they
conclude that "the shock front is governed by the expansion of the gas phase (va-
pour) in the vessel prior to explosion" in their experiments. However, they also
admit that this observation can not rule out the importance of the liquid vapour-
isation on the blast effect in large scale or "boiling also will contribute to shock
strength".

In their final conclusions, Bjerketvedt et al. point out the importance of under-
standing the boiling mechanisms, validating the EOS models and developing CFD
codes for risk analysis.

Modeling

Given the complexity of the explosive vapourisation process and the vessel rup-
ture, it is a difficult task to predict the blast effect. Traditionally the blast strength
is obtained from an energy estimate (2, 14). A loss factor representing how much
of the energy is used for acceleration of projectiles rather than creation of blast
wave can be taken into account. Such estimates represent idealized situations,
with spherical symmetry, or hemi-spherical symmetry.

To be more general and flexible, the blast wave has to be calculated using CFD.
In order to make a more accurate calculation, the strength of the volume source
term generating the blast wave has to be known. And for this, the rate of vapour-
isation and the nature of the release of material from the broken vessel has to be
determined (vapour and liquid fragments, eventually also solid fragments).

Van der Voort et al. (TNO) model Van der Voort et al. (TNO) model is based on
the assumption that the explosive vapourisation process is as fast as the inertia of
the expanding mix of vapour and liquid in the surrounding air allows. The over-
pressure from a BLEVE is numerically computed using a single phase model by
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imposing the vapour pressure of a flashing liquid as the boundary condition. This
was done without any modeling of the flashing process.

Here single phase does not imply that complete vapourisation is assumed. The
fact that the vapourisation in general is incomplete (see above) can be taken into
account in the form of an effective density of the liquid/vapour mixture represen-
ted as a single phase.

This method gives a conservative estimate of the overpressure (91, 92, 93) in the
sense that in reality the rate of vapourisation could be smaller than assumed in
this model, leading to a weaker blast.

Van den Berg et al. (92, 93) have applied the expansion controlled evaporation
model to the experiments of Giesbrecht et al. (33). The expansion controlled evap-
oration model has also been applied to the TNO experiments (95) reported above
and the results are presented in (96).

In addition to Van der Voort et al. (TNO) model for predicting the overpressure, Al-
Khoury et al. from TNO has also developed a time integration scheme to evaluate
the blast loading caused by a BLEVE on the porous media (64).

Pinhasi et al. model Pinhasi et al. (57, 59) developed a model which is cap-
able of describing both the volume generation in the vapourising liquid and the
blast effect in the surrounding air. A schematic diagram of the process is shown
in Fig.(2.4). Their research work has special meanings to us because our work is
developed based on their model, therefore we would like to elaborate more on it
here.

For the reason of simplification, they assume the computational domain to be
one-dimensional and separate it into two regions, the PLG region and the air re-
gion. The single-phase air region is described by a set of single-phase conservative
equations similar to van der Voort et al. (TNO) model while the region occupied
by the PLG (two-phase mixture) is described by a set of two-phase conservative
equations. The single-phase equations and the two-phase equations are coupled
at the contact face between the PLG region and the air region where continuities in
pressure and velocity must hold. Those conservative equations will be introduced
in Chpt.(4).

Pinhasi et al. use the particle-path algorithm of the method of characteristics to
solve the conservative equations and get the properties of the PLG and the air. The
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Figure 2.4: Typical wave action in the x-t plane and the pressure profile following
BLEVE. Reproduced from Pinhasi et al. 2007.

particle-path algorithm of the method of characteristics will be discussed and veri-
fied in Chpt.(5).

The EOS is not specified in Pinhasi et al. model and we will talk about our choice
of the EOS in Chpt.(3).

Back to the volume generation of the vapourising PLG, this phenomenon is due
to the vapour generation in the PLG liquid which consists of two parts, the gen-
eration and development of the liquid-vapour interface (hereinafter called the in-
terface) and the heat/mass fluxes of the PLG via the interface. In Pinhasi et al.
model, those two parts have been considered separately: i) Pinhasi et al. take the
flow regime into consideration in developing their interfacial area density (inter-
facial area per unit volume) model. Distinctions have been made between the
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bubbly flow, churn-flow and droplet flow when the dependence of the interfacial

area density on the vapour volume fraction is considered. ii) for the interfacial

heat/mass flux (the interfacial heat/mass transfer per square meter of the inter-
face per second) models, the vapourisation of the PLG is generally assumed to be

thermal-controlled while for highly superheat conditions, the interfacial heat/mass
fluxes are derived from the kinetic theory.

Therefore the advantage of Pinhasi et al. model is the introduction of the two-
phase model which allows the vapourisation of the PLG to gradually occur from
the surface of the bulk liquid to the interior, accompanied by the depressurisation
process of the involved PLG. As one remarkable feature, Pinhasi et al. model does
not consist of the bubble nucleation model and the PLG is initially two-phase mix-
ture containing a very small amount of vapour (e.g. the volume fraction of 109).
This simplification puts limitations on Pinhasi et al. model and also leaves spaces
for us to improve it.

As the result of their computation, Pinhasi et al. report that the predictions of
the model are in agreement with the calculation of blast effects using an energy
estimate assuming adiabatic and irreversible expansion. But the model has not
been directly validated with experiments.

2.3 Research from related fields

Vapourisation is a widely used process, occurring in controlled conditions in boil-
ers, heat exchangers, steam generators, refrigerators, etc. Extremely rapid vapour-
isation has also attracted a lot of attention in the nuclear industry in relation to
so-called ’loss of coolant accidents’ (LOCA). Therefore it is of potentially very in-
teresting to look at experiments in those related fields, other than containment of
liquefied gases.

2.3.1 Flash evaporation

On a small scale and for conditions of relatively small superheat experiments have
been done with flashing of a liquid layer. See (56) and (75, 76). The relatively low
superheat and the film shape of the liquid in those experiments result in vapour-
isation occurring on the liquid surface rather than in the bulk liquid and the pro-
cess is less violent that that no shock will be generated in the ambient air.
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2.3.2 Steam explosions / rapid phase transitions

Explosions arising from the contact of molten metal and water can occur in a num-
ber of metallurgical processes. Explosions caused by LNG (Liquefied Natural Gas)
contacting sea water are also possible. In either case, the contact face between two
layers acts as the site of heterogeneous bubble nucleation and heat is also supplied
from below layer to the upper one via the contact face. Two essential parts of rapid
phase transition, the nuclei and the heat, are ready at the contact face, therefore
shock waves are possible in those scenarios.

Experiments

Cleaver et al. (18) provide a summary of the experimental information that Ad-
vantica Ltd. has collected on LNG behavior over the course of the last 30 years.
This includes experimental data on rapid phase transitions obtained in a collabor-
ative project with Gaz de France and Statoil. During the collaborative projects, li-
quid nitrogen was jetted into water to mimic a spill of LNG. And also experiments
with LNG released from a pressurized container vertically downwards to impact
on the water surface were made. It was shown that the RPT tended to occur in the
spreading pool rather than in within the jet-mixing region. The severity of the RPT
was found to be variable.

Modeling

In (77), some aspects of the steam explosions are considered. They draw atten-
tion to the importance of the superheat limit and to the fact that only a part of
the explosive energy enters a shock wave. They give references to other articles
analyzing real explosions from molten materials and water from energetic point
of view.

In the review (18) also modeling issues of rapid phase transitions are discussed.

2.3.3 Medium scale blow down tests

The rapid depressurisation of hot saturated water in a pipe has been studied ex-
tensively due to its relevance for nuclear reactor safety. It is known as 'Standard
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problem number 1".

At ambient pressure, the superheat limit temperature for water is 553.2 K, approx-
imately 280°C. This limit most often is not reached in blowdown experiments.
And blast wave effects apparently have not been reported in the literature on blow-
down experiments.

Nevertheless, among the list of BLEVE events compiled in (2) is a case of steam
pipe depressurisation in a nuclear reactor in Mihama, Japan.

Experiments

Experimental results are described in (4, 63, 99). The experiments of Edwards and
O’Brien (63) consisted essentially of heating a water-filled pipe to the required
temperature with the pressure maintained above saturation conditions, then ad-
justing the required pressure before rupture a glass disc at the end of the pipe and
recording the transient pressure, temperature and density changes at several loca-
tions along the pipe during the blowdown phase. To density measurement using
X-ray tomography provides information on the void fraction.

Alamgir et al. (4) refer to experiments at temperatures above the superheat limit.
However, these experiments are at the smallest pipe diameter, with probably the
largest effects of heterogeneous nucleation.

Modeling

Although the experimental results are already quite old, they remain a standard
database for model testing.

The numerical solution method (method of characteristics) we are using for the
model presented in this thesis has been first applied to the blow down problem by
Ferch (28).

More recent modeling results are described in (17, 36, 53, 86, 90).

The fact that the experiments have been simulated with different models makes
them an interesting addition to a database for BLEVE model validation. It allows
to compare the performance of a new model for the vapourisation during rapid
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depressurisation not only with experiment but also with predictions of other mod-
els.
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CHAPTER 3

EQUATION OF STATE

A first ingredient needed in a model for a BLEVE is a thermodynamic equation of
state (EOS). The main function of an EOS is to give the relation between the state
variables like pressure, temperature and specific volume in states of thermody-
namic equilibrium. In the context of BLEVE, it is necessary to use an EOS adequate
for describing the two-phase mixture of a liquid and its vapour. And moreover the
EOS should also be adequate to describe the relation between state variables in a
metastable state, out of equilibrium. Using the properties of the metastable state
and using information from the vapourisation model, the EOS will, for example,
predict the change in pressure due to changes in temperature and density of the
mixture. Clearly this is an important part of a model to predict blast wave genera-
tion.

In this chapter we discuss the selection of an EOS, the calculation of the properties
in the metastable states from the EOS and the validation of the selected EOS for
prediction of the superheat limit.

3.1 Equations of state

In equilibrium thermodynamics, the state of matter is described by state variables,
such as temperature, pressure and specific volume. Different states correspond to
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different values of state variables. An equation describing the relation between
state variables in a wide range of states is called equation of state. Equations of
state have been widely used in describing the properties of pure fluids, mixture of
fluids and solids.

The research on equation of state started on gases. Based on Boyle’s law in 1662
and Charles’s law in 1787, the ideal gas law was first derived by Emile Clapeyron in
1834 and further developed to be

pvy =RT (3.1)

where vy, is the molar volume and R is the universal gas constant. The ideal
gas law ignores the molecular interactions in regarding the molecules as mater-
ial points with zero volume (equivalent to ignoring the molecular repulsion) and
neglecting the attracting force of the molecules. Those simplifications are accept-
able for gaseous states because the specific volume is relatively large, therefore the
interactions between molecules are negligible.

In liquid states the molecular attraction and repulsion are not negligible and in or-
der to describe liquid states, the EOS has to be different from the ideal gas law. This
work was initiated by Johannes Diderik van der Waals in 1873 and he proposed the
equation, now called the van der Waals equation of state (vdW-EQS), as

a

(p+—5)wm-0)=RT
Um

27R2T?

a= (3.2)
64p.
b= RT:
8p.

in which a and b are substance-specific constants and the term a/vZ, is the cor-
rection on the pressure considering the molecular attraction and the term b is the
correction on the specific volume considering the molecular repulsion. T; and p.
respectively are the critical temperature and critical pressure of the material.

The vdW-EOS can be written as a third order polynomial equation for the specific
volume and therefore is called a cubic equation of state. The vdW-EOS is of his-
torical importance but not sufficiently accurate for many substances. Keeping the
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PSdI
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Figure 3.1: p — v diagram for a cubic EOS. Saturation curve (bcb’), isotherm at
equilibrium (abb’d), liquid spinodal (ce) and vapour spinodal (c f).

form of a cubic equation of state, other researchers either made direct modifica-
tions on it or introduced more constants to characterize the molecular forces and
proposed equations of state with higher accuracy. Those equations are normally
capable of describing p — v — T relations for both gaseous and liquid states of a
substance. Figure 3.1 shows the characteristic features of the p — v diagram given
by a cubic EOS: the isotherm (abe fb’d), the isotherm at equilibrium (abb’d), the
saturation curve (bcb’), the liquid spinodal (ce), the vapour spinodal (c f). As in-
troduced in Chpt.(1), the thermodynamic superheat limit (e) is at the intersection
of metastable branch of the isotherm and the liquid spinodal. The kinetic super-
heat limit (k) is expected close to but away from the thermodynamic superheat
limit.

Widely used cubic equations of state are the Redlich-Kwong equation of state (RK-
EOS) (65) as in Eqn.(3.3)
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RT a/ TO5

vy —b B vpm(vp +b)
0.42748R2 T2
g=— ¢ (3.3)
Pc
b— 0.08662R T,

Pc

p:

and the Peng-Robinson equation of state (PR-EOS) (55) as in Eqn.(3.4)

RT af
p= vpm—b v, +2bvy — b?
_ 0.457235R2T?
T Pe
b— 0.077796R T, (3.4)
Pc

f= [1+K(1—Tr0'5)]2

K = 0.37464 + 1.542260 — 0.26992 w?

where T, = T/ T, is the reduced temperature; w is the acentric factor, a character-
istic parameter, different for every substance; x is the polynomial fit of the acentric
factor w; f is an intermediate factor.

The RK-EOS and the PR-EOS have been further developed (81) (84) (88) (89) ever
since they are proposed. In this work we shall use the modified Peng-Robinson
equation of state proposed by Stryjek and Vera, called the Peng-Robinson-Stryjek-
Vera equation of state (PRSV-EOS) (84). It has the following form:
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RT af
P o=t v +2bvy —b?
_ 0.457235R2T?
T Pe
b— 0.077796R T,
Pe (3.5)

f= [1+K(1—Tr"-5)]2
K:KQ+K‘1(1— Tro,s) (0.7— Tr)

Ko =0.378893 +1.4897153 — 0.17131848w? +0.0196554 w3

where x is the polynomial fit of the acentric factor w; k1, an adjustable pure com-
ponent parameter, is introduced to prompt the accuracy of the model. In (84),
the substance-specific constants of T¢, p., @ and x; can be found for over ninety
industrial compounds.

The reason for choosing the PRSV-EOS in the current research is very practical:
it is quite generally applicable and available in a thermodynamic software pack-
age named FluidProp developed by Colonna and co-workers (19), that can easily
be coupled to flow simulations. The package FluidProp has five sub-programs,
namely IF97, TPSI, GasMix, RefProp and StanMix, for different purpose of calcula-
tions, e.g. IF97 is for the calculation of water and steam; GasMix is for ideal gases
and mixtures of ideal gasses. StanMix allows to calculate the properties of more
than sixty industrial fluids and mixtures using PRSV-EOS. However, before it could
be applied in BLEVE simulation, an extension of StanMix is needed as described
next.

3.2 Extension of StanMix for metastable states

StanMix as available from its creators (19) is meant to be used as an equilibrium
thermodynamic code. It gives as output the properties of the equilibrium state,
either of a single phase or of a two-phase mixture. In the vapour-liquid-equilibrium
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(VLE) region (the region under bcb’ in Fig.(3.1)) the output consists of the proper-
ties of the equilibrium vapour-liquid mixture, which are mass-fraction-weighted
averaged values of the corresponding properties of the saturated liquid at point
b and the saturated vapour at point b’. In our BLEVE simulation, the equation
of state must be capable of predicting the properties of the metastable states i.e.
the superheated liquid and the supercooled vapour. The calculation for the single-
phase properties must be extended into the VLE region. Therefore StanMix needs
modifications.

Pressure and Specific Volume of Propane at 340K using StanMix and modified StanMix
10 T T T LA S B B T L ——
[ StanMix
T=340K O Modified StanMix

10 Vapour B
r Saturation ]
Liquid Point
Saturation Critical Point
Point g

Pressure [Pa]

Thermodynamic  Thermodynamic
superheat limit supercooling limit

i | | L
10° w0’ 10 10
Speciic Volume [kg]

Figure 3.2: Illustration of the extension of StanMix to calculate the metastable
states. Blue line is the isotherm at 340 K of equilibrium states. Green curve is the
saturation curve. Red symbols are the isotherm including metastable states of
either liquid or vapour. The metastable branches of the liquid and vapour
isotherm respectively end in the thermodynamic superheat limit and the
thermodynamic supercooling limit.

We use the p — v diagram of propane at 340K to demonstrate this problem. In
Fig.(3.2), the blue line is the locus of the p — v outputs from StanMix showing that
under the saturation curve (the green line), the specific volume of liquid-vapour
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mixture is gradually increasing from the saturated liquid specific volume to the sat-
urated vapour specific volume. The red circles are the outputs from the modified
StanMix. It can be observed that above the saturation curve, the outputs from the
modified StanMix match the ones from StanMix. However, under the saturation
curve, the liquid specific volume can be computed down to the liquid thermody-
namic superheat limit pressure as well as the vapour specific volume up to the
vapour thermodynamic supercooling limit pressure predicted by PRSV-EOS for a
given temperature. Therefore, the properties of the metastable states can be com-
puted using PRSV-EOS in the modified StanMix.

3.3 Quality test of PRSV for the superheat limit prediction

In the previous chapter distinction has been made between the thermodynamic
superheat limit (TSL) and the kinetic superheat limit (KSL). The value of the TSL
follows from a chosen thermodynamic equation of state whereas the KSL is in the
first place determined experimentally. The difference between the KSL and the
TSLis also indicated in Fig. 3.1.

In (1), Abbasi et al. compared the TSL predicted by seven cubic EOS with the meas-
ured KSL at the atmospheric pressure in a way to evaluate the qualities of those
EOS in predicting metastable states. They conclude that for ten alkanes they com-
puted, the RK-EOS gives the minimum average absolute deviation of 1.64% from
the experimental value; The Twu-Redlich-Kwong equation of state (TRK-EOS), a
modified RK-EOS, gives 2.02%; The PR-EOS and its modified version, the Peng-
Robinson-Mathias-Copeman equation of state (PRMC-EQOS) give the deviations
of 3.46% and 3.49% respectively; The Berthelot equation of state (Berthelot-EOS)
gives 3.74%; The vdW-EOS gives 4.47% and the Soave-Redlich-Kwong equation of
state (SRK-EOS) gives 5.02%.

We here carry out the same comparison for the PRSV-EOS simply to show the qual-
ity of the PRSV-EOS compared with the other seven EOS. The work has been re-
ported previously in a BSc thesis by R. Glas (34) prepared under supervision of the
author of this thesis. For this comparison only the TSL has to be calculated, rather
than the full metastable branch of the isotherm. The results in Table (3.1) and
Table (3.2) indicate that for the same ten alkanes used in (1), the average absolute
deviation is 3.50% which is comparable to the PR-EOS and the PRMC-EOS.
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Table 3.1: Superheat limit temperatures (SLT) at 1 at m pressure of ten alkanes
calculated using three equations of state, data obtained from (34).

. SLT predicted at 1 atm pressure (K)

Alkanes | Experimental SLT (K) SdAW-EOS | RK.EOS |~ PRSV-EOS
Butane 378.00 360.40 381.60 388.70
Decane 558.10 525.30 555.40 575.10
Ethane 269.00 258.60 273.90 276.80
Heptane 487.00 458.70 485.30 499.00
Hexane 457.00 430.70 455.80 463.00
Methane 165.00 161.80 171.20 171.70
Nonane 538.30 504.50 533.60 551.50
Octane 512.80 483.20 511.20 527.00
Pentane 420.80 421.30 445.90 455.90
Propane 353.00 312.80 331.20 336.10

Table 3.2: Deviation of the predicted superheat limit temperature (SLT) using
three equations of state for ten alkanes

Alkanes Deviation from experimental values (%)
vdW-EOS | RK-EOS PRSV-EOS
Butane 4.66 0.95 2.83
Decane 5.88 0.48 3.05
Ethane 3.87 1.82 2.90
Heptane 5.81 0.35 2.46
Hexane 5.75 0.26 1.31
Methane 1.94 3.76 4.06
Nonane 6.28 0.87 2.45
Octane 5.77 0.31 2.77
Pentane 0.12 5.96 8.34
Propane 11.39 6.18 4.79
Avg. abs. deviation (%) 5.15 2.10 3.50
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CHAPTER 4

(GOVERNING EQUATIONS

When a BLEVE occurs, the vapourisation of PLG will result in a region containing
a two-phase mixture of liquid and vapour. The expansion of the two-phase region
will push the surrounding air aside and this possibly will result in the appearance
of ashockin the air. In order to describe these phenomena transport equations are
needed expressing conservation of mass, momentum and energy, both in the two-
phase region and in the single phase region. In the limit of high Reynolds number
viscous and diffusive effects can be neglected and the governing equations take
the form of the Euler equations. In this high Reynolds number limit the diffusive
mixing between two-phase mixture and air at the interface of the two regions can
be neglected. In the case of expansion predominantly in one direction (e.g. along
a tunnel), a one-dimensional form of the Euler equations can be used, with the
effect of the dimensions transverse to the expansion direction taken into account
by an effective area (see below). In what follows we restrict ourselves to this 1D
form of the Euler equations.

4.1 For the two-phase flow

According to (28), the conservation-law equations for one-dimensional two-phase
flow, neglecting viscosity and axial heat flux terms, are given as
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Ai(a )-l—i(Aa Up)=m; 4.1)
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In these equations, the subscript k(= [ or g) denotes the phase (liquid or vapour).
t and x are the independent variables of time and space respectively. g is the grav-
itational acceleration. The flow quantities ax, pk, Uk, px and hi are the volume
fraction, density, axial velocity, pressure and specific enthalpy of phase k respect-
ively. The source terms m; k, Ti k, Tw,k> Gi,k and gy  are the interfacial mass flux,
interfacial friction, wall friction, interfacial heat flux and wall heat flux into phase
k, respectively. Models for the source terms will be presented in Chpt.(6).

Those one-dimensional equations are derived by integrating the three-dimensional
equations over the cross-sectional area of the flow, which gives a simplified de-

scription of the two-phase flow through a tube or a tunnel. A and Z are the cross-

sectional area and the altitude above a horizontal place in three-dimensional space

of the tube respectively. In general cases, A and Z can be written as functions of

axial distance x.

As introduced in Chpt.(1), the phase volume fractions for two-phase flow satisfy

ajt+ag=1 (4.4)

or in terms of the void fraction a,
ag = a (4.5)
a = l-«a (4.6)
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In order that mass, momentum and energy are conserved at the interface between
two phases, the following relations must hold

mi; = —Mjg 4.7)
MigUg+m; Uy = Tjg+Til (4.8)
r, 1,
Gig *TTiglg+Mig (hg+§”g) = _[qi,l+7i,lul+mi,l (h1+5ul)](4.9)

4.1.1 1D conservative EVUT Euler equations

1D Conservative Euler equations mentioned in the previous section form a six-
equation model with ten unknowns. With Eqn.(4.4) and a certain EOS, we can
decrease the number of the independent unknowns to be seven, i.e. ag, pg, pi,
ug, Uy, pg and p;, but still the equations are not closed. It can be made closed
by providing an extra equation e.g. an evolution equation for the volume fraction
of one phase (8). Alternatively, additional assumptions can be made to decrease
the number of the unknowns. Commonly used assumptions are that the velocity
and pressure of both phases is the same (Equal-Velocity-assumption) or that the
temperature of the two phases is the same (Equal-Temperature-assumption).

Making both assumptions the EVET (Equal-Velocity-Equal-Temperature) model is
obtained, where the pressures, velocities and temperatures of two phases become
identical. Then the system can be simplified into a three-equation system with
three independent unknowns. But as R.L. Ferch discussed in (28), the EVET model
is not applicable for the flows with thermal non-equilibrium and unequal velo-
city effects. Making only the EV-assumption the EVUT (Equal-Velocity-Unequal-
Temperature) model is obtained in which the pressure difference and the velocity
difference between the two phases are neglected while the temperature difference
remains. This is an interesting model for two-phase flow with rapid vapourisation
processes, i.e. one has

Pr = Pg=Pm (4.10)
up = Ug=unp 4.11)
T, # Tg (4.12)
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4. Governing equations

As the result of this simplification, the Euler equations for two-phase flow have two
continuity equations, one momentum equation and two energy equations and
form a five-equation model for two-phase flow with five unknowns : ag, pg, p1,
Um, pm- The enthalpy of each phase is related to pressure and density via the
chosen EOS. Taken into account that friction force arises from velocity difference
in fluid flow, a direct result of EVUT simplification is that the interfacial friction
forces between the two phases are zero.

Ti1 =Tig=0 (4.13)

The 1D conservative Euler Equations with the EVUT simplification applied are

Ai(a )—i—i(Aa Up)=m; (4.14)
ET! kPk ox kPkUm)= Mk .

OPm
ax

Ai(a u )—i—i(Aa u?)+Aa
T kPkUm EP kPkU,, k

az
=M kUm—Twk —Aakpkg% (4.15)

5o )] o 5 e )] a5

1, az
=6li,k+61w,k+mi,k(hk+§um) —Aakpkumga (4.16)

in which p,, and u,, as the flow quantities of the two-phase mixture replace py
and uj respectively, and 7, x has been cancelled.

4.1.2 1D non-conservative EVUT Euler equations

The 1D conservative EVUT Euler equations can be transformed into the following
non-conservative form:
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4.1. For the two-phase flow

i(oc )+i(a u )——mi"‘—a u ld—A(417)
ot kPk Ox kPk m_A kPk mAdx .

— =— — ol 418

Pm =g TPmUm— =+ 50 A pmg g (418)

a %+a U ahk_a 3Pm_a u OPm _ qik+quk+ Twklm 4.19)
kP T QkPkUm =5 = = Gk — GkUm =5+ A ‘

where p,, =agpg+a;py, is the density of the two-phase mixture.

This transformation also makes the left hand side of Eqn.(4.17-4.19) independent
of the cross-sectional area A. The steps of the transformation are described below.

Transformation of the continuity equation

Eqn.(4.14) can be rewritten as Eqn.(4.17) by the following steps:

0 0
Aa(akpk)'i‘ E(Aakpkum) = Mk (4.20)
0 0 dA

Aa(akpk)"‘Aa(akpkum)+akpkumE = mk (4.21)
Aa( )+Aa( )=m; dA (4.22)

ET: APk ox ArPrUm)=Mjk ArPrkUm dx .
0 ( )+ 0 ( )= mi k 1dA (4.23)

T APk EP AkPrUm)= " akpkumAdx .

Transformation of the momentum equation

Eqn.(4.15) leads to Eqn.(4.18) by the following steps:

(1) Use the differentiation product rule on the first two partial derivatives in Eqn.(4.15).

49



4. Governing equations

[Aum E(akpk)‘FAakpk_] + [Aakpk Un—— +Unm E(Aakpk um)]

adt Jx

aum]

>u [Ai(a )+i(Aa u )]—i—[Aa a‘ﬂ—i-Aoz u
(ST I S ekt

ot

(2) The underlined part is equal to m;  in Eqn.(4.14), therefore Eqn.(4.15) be-
comes

du u 17

miUm+ [Aakpka—tm +AarPrUm 8xm] +Aak%

dz
=MikUm—Twk —Aakpkga (4.24)

(3) Delete m; . u, from both sides,
Jum Oum opm az

A —+A A =— —A — 4.25
Pk, +AQkprUm ax +Aay ax Twk ~ACkPLE (4.25)

(4) The momentum equations can be integrated into one equation as the two
phases have the same velocity. Write the momentum equations for liquid and va-
pour phase respectively

A —4+A — 4t A ——=—71 —A —_ (4.26)
arp ajpru a arp .
1Pl 5 IPlYm 5 l 2 w,l P18 ]

Ju du dz
Adgpg—— T +A05gpgum +Aag P —Tw,g—AagpggE (4.27)

Jx

(5) Add up the two equations

du
Alaipi +agpg) +A(alpl tagpglum—— +A( dg +ag)

ox

az
:—Tw'l—Tw'g—A(alpl—i-agpg)gE (4.28)
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4.1. For the two-phase flow

Because of p,, =agpg+ap;and a; +ag =1,

duny duny oPm dzZ
T’ +APm UM r — t+A Ix =—Tw,l—fw,g—Apmga (4.29)

Apm

(6) Moving A to the right hand side of the equation, we finally get Eqn.(4.18) as

Oum oum + OPm _ TwltTug az

Pm—g TPmUm g =t m =TT T Pm8

Transformation of the energy equation

The transformation of Eqn.(4.16) into Eqn.(4.19) is taking similar steps.

(1) Use the differentiation product rule on the first two partial derivatives in Eqn.(4.16)

A% [akpk(hk + %ui)] + ﬁi [Aakpk Um (hk +

[ A i

hk+1u i Adrprlm | +AAPrUm 5= d hk+lufn -
WWMNW dx 2 .

(2) Rewrite the underlined part as

(hk—i—%ufn)Aa(O;kfk) (h —I—lu )ai(Aakpkum)
s 302) 22, ()

Insert Eqn.(4.14) and the underlined part finally cancels out the same term on the
right hand side of Eqn.(4.16) as
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4. Governing equations

) [Aﬁ(akpk)

(hk—i—lufn 3 +8x(Aakpkum)] (hk+;um)mi,k

2

(3) Now the energy equation becomes

Aakpk; (hk+ u )+Aakpkum;—x(hk+%u;)

oPm az
_Aak_—qzk+QWk_Aakpkumg_ (4.30)
at dx
dhy J 1, o hy
[Aakpka— +Aa kpka (2 m)] + [Aakpkum ax

+Aa u a(lu )] AaaL + —Aa u dz (4.31)
kPk m 5 5 %m k Er: =dqi,k T quw,k kPk mgd .

(4) Use u,, times Eqn.(4.25)

m[AakpkW—i-Aakpkum ax T +Aa kﬁ]
—u [—r e d—Z] (4.32)
=Un w,k kpkgdx .
Jdrl Jd r1 OPm
Aakpka (2 m)+Aakpkuma (2 m)+AakumW
az
:—Tw_kum—Aakpkumg% (4.33)
(5) Subtract Eqn.(4.33) from Eqn.(4.31)
o hy O hi Opm dpm
A S 4A Ao A
QkPk a7 +AAKPEUM o 077 a1 QkUm—F— ax
=qikt+quik+TwikUm (4.34)

(6) Move A to the right hand side of the equation, we finally get Eqn.(4.19) as
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4.1. For the two-phase flow

akpk% +okPrUMm % - akaaLtm —QrUm aapxm = Jix ™ qw'ﬁ: Twktm
Apparently, there are eight unknowns in the left hand side of the 1D non-conservative
EVUT Euler equations for two-phase flow, namely p,,, um, @k, px and hi. With
Eqn.(4.4), two unknowns of aj could be replaced by one unknown «, the void
fraction. Moreover, the densities will be given as px = px(pm, hr) by EOS. Finally,
we have five unknowns, p;;, um, @, hg and h; and five equations. This set of one-
dimensional equations can be solved using the method of characteristics. In order
to do so the equations need to be first brought in characteristic form.

4.1.3 Characteristic form
Here we explain in detail how the equations are brought in characteristic form. We

successively consider the equation for enthalpy of the two phases, the equation for
the void fraction and the equations for mixture pressure and mixture velocity.

Equations for the enthalpies

Dividing Eqn.(4.19) by a p«, we get the two enthalpy equations for the liquid and
vapour respectively as

dhg dhg 1 (Opm 2pm

m _ —\|=C 4.35
ot " ox pg(at tun g ) =G *:35)
dhy dhy 1 (Opm opm

m -— m— | =C 4.36
ot "Umay p,(at tun 5 ) =Cs (436

in which
c, = TgtdwgtTwglm (4.37)
v apgA '
Cs = qil +Gu, i + Tw,iUm (4.38)

(1-a)p;A
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4. Governing equations

Note that it is assumed here that 0 < a < 1 since the flow is two-phase.

Equation for the void fraction

The phase densities are given by equation of state as

Pk =pk(Pm, hi) (4.39)
therefore we have
opk 0px Ohy Opi Opm
-, = 4.4
ot ohy 0t | dpm Ot (4.40)
apk 3pkahk apk 3pm
= = 441
% ohy 9x " op, ox (44D
or
17
Pk Ohy _ Opk _ Opk Opm (4.42)
Jdhy Ot ot Opm Ot
oprdh 7] opy @
Pche _ 9Pk _ 9Pk OPm (4.43)
Ohy O0x ox Odpm Ox

We take following steps to derive the equation for the void fraction a:

(1) Use agdpg /0 hg times Eqn.(4.35)
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4.1. For the two-phase flow

“€an,

0pgrdhg Ohg 1 (Opm OPm\1 _ dpg
“gahg[ ot " ox _p_g( ot T4 ox )]_C“O‘gahg (449
Opg (Ohg Ohg Qg Opg (OPm opPmY _ dpg
(G +un )_gahg( ar M ox )_C“O‘gahg (4.45)
[3pg_apg opm (3pg_3pg ﬁpm)]
81 ot Opm Ot "\ ox Opm 0x
Qg apg[ﬁpm apm] 9pg
__° _|-um =C4ag (446)
Pghgl Ot ox Jhg
Ipg Ipg pg Opm pg Opm
g or " UmTox ]_“g[apm or "M, ox ]
Qg OpPg 1OPm Ipm dpg
- =C -— 4.47
pgahg[ ot ] Wop, 7
Idpg dpg 9pg 1 9pg\1dpm 9Pm
W‘“g(apﬁpgahg)[ o tun ]
Ipg

=Ciag an, 49

(2) The underlined part can be found from Eqn.(4.17)

E(agpg)—l-a(agpgum):T—agpgumza (4.49)
0pg Jag dpg du Jdag
@55 tPe gy | [ astn S epe G+ peun S !
=i g peumt 2 ws0)
TTa  %ePetmyy '
dpg opg Ja 1% Ja
ag [t un T E |+ [pe G Fanpe S ppun S
A gPglm 0y '
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4. Governing equations

(3) Eqn.(4.51) minus Eqn.(4.48) gives

Jdag Jdag dpg 1 0pg\19Pm Ipm
L T ]+ag(3pm+pg3hg)[ TR
du mi 1dA d
tagpg—— ax m =% agpgumA dx —Cyag 6ZZ (4.52)

(4) If Eqn.(4.52) is divided by py, it results in

[&'ag+ 8ag] +%(3pg +iapg)[8pm umapm]
ot ox Pg\Opm pgdhg/L Ot ox
Qum _Mig 1dA ag apg
4.53
g ox pgA Felmyax ~ pgﬁhg (4-53)
(5) We can get the corresponding equation for the liquid phase as
da; da; a; r0p; 1 0pI\[9pm oPm
Erasrrik (3pm+p18hl)[ 5i+un 5
dum mi,i 1dA a; ﬁpl
= m —Cs— 4.54
TG T oA T Ay T Y am (#:54
(6) Eqn.(4.53) times a; minus Eqn.(4.60) times ag gives
0 0 0 10 7 OPm
dt 0 Pg\Opm pgdhg/L Ot Jdx
da; Jdua; ajrop; 1 0piN[Opm OPm
ag| Gy +ungy |- (apm plﬁhl)[ a1 TUm oy
Jdum Oum  [Mig 1dA Qg 0pg1
il 1dA a; apl'
—ag | —= — —— 4.55
“ [PZA M A dx Csplahl- (4.55)
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4.1. For the two-phase flow

(7) The underlined parts are canceled out, giving

ag (0pg , 1 0pg\[9pm 9pm
alpg(ﬁpm+pg6hg)[ ot ibm ox

da; dua; ajrop; 1 0piIN[Opm OPm
] agpl(apm+/015hl)[ ot T4 ox

Mmig ag 0pg mi a; op;

= Ci—2 5| - —Cs———
al[PgA 4Pgahg] g[PlA “piohy ]

(8) Rearranging terms leads to

[al%—ag@] + U, [al—x—a —_

+ajag [—

Pg\Opm pglhg’/ p1\Opm p1dh ot ox

10 10
| -arag[— 205 - — 22
Speh e PgOhs = p1oh

! (%JFL%)_L(WN LEPZ)HE?Pm Ipm

(4.56)

| @s57)

(9) Since ag =a,q; =1—a, pm =agpg+a;p; and m; ¢ = —m; , we can simplify

the underlined parts in Eqn.(4.57) as

[a Jag u é’al] _— a)é’a a&’(l—a) _da
Yor “¢orl ot ot ot
Jag da; da dl—a) Oda
- ° _ _ = 1-— _— = —
[az dx “g &‘x] ( a)ax ¢ ox ox
AMmig GgMil _ QIPiIMig—0gPgMil aPIMig+AgPgMig
pgA pPIA PgPIA PgPIA
_ (aipit+agpg)mig  pm Mig
PgpP1A Pgp1 A

(10) Finally after a;, ag and m; ¢ are eliminated, the equation for the void fraction

a is found to be
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4. Governing equations

[3_“+umj | +a1- )[ (

9pg , 1 9pg
a1 o)

Ipm  pgdhg

_i(apl +L5P1)H9Pm OPm

apm T oram M Ty |=c

in which

Pm ﬁ—(—a)[ 9Pg 13dp: ]

Cy= (4.58)
’ pgp1 A gahg Plahl
We define the sonic speed for each phase ay as
0 10
apr=Pk, — 2Pk (4.59)

3}9 pkahk

The equation for the void fraction a can be rewritten as

[60(

E—f—u 1 B 1 )[3pm Opm

. Yu, ] —C;  (4.60)

6_0(] +a(1—a)(
" ox pgas pia;/l ot ox

Equations for the mixture pressure and mixture velocity

Under the assumption of EVUT, the two phases have the same pressure and the
same velocity. Therefore it is possible to directly solve for the equations for the
mixture pressure and the mixture velocity. These equations are obtained through
following steps:

(1) Use differentiation chain-rule on Eqn.(4.17) as
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4.1. For the two-phase flow

(e )+a(a Up) =K _ Lda (4.61)
kPk kPkUm)= A kPkU mAd .
apk dag 2Pk da duny,
[047% PT, + Pk o1 +Uund— ox +UmPk ax +akpk ax
mi; g 1dA
:—A —akpkumAd (4.62)
(2) Divided by px
ar dpr  Jag ar 0pk day Oum Mg 1dA
Lt} —= = - ——— (4.63
pr Ot at umpk Jdx tlm dx +ak ax PrA akumAd ( )
(3)Add up the equations for the two-phases and use Eqn.(4.4) and (4.7)
agdpg a;dp; Jdag Jda ag Opg a; 9p;
—= — Um—>—— Uy — ——
pPg Ot p; Ot ot ot Pg Ox p1 0x
dag oa Oum dum
m,-,g i m;i 1dA 1dA (4 64)
=—= —Qolyy——— — QU —— .
PgA  plA 87 A dx POm A dx
ay 0 ay 0 a; 0 a; 0 du
(—g&—i-u gpg)+(zpzu lpl)+ m
“Pg 0t Tpg 0x ) tpr ot pidx /) ox
mig(1_1y_, 1dA
A ( B ) “m A dx (4.65)

Pg P

(4) Insert Eqn.(4.40) and (4.41) into the underlined parts, we get
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4. Governing equations

ag Opg ag Opg
pg Ot pPg Ox

B ag(apgﬁhg+8pg ﬁpm) ag(apgﬁhg+apg 8pm)

T pg\Ohg 9t ' Opnm Ot "pg\Ohgy Ox  Opm 0x
_ ﬁapg(athrumahg)Jr%apg (3Pm+umapm)
pPgdhg\ Ot ox PgOpm\ Ot ox

05 20 [ L (20, D) 200 (P, TP

pg Ohg ar " ax T p ap, ar T ax

_ ﬂ@[c i(apm 5Pm)] %55;(35?%,”6::)

(5) Put it back, we get

%%[C l(apm 3Pm)]+&%(% %)

pedhg T \ar T o T b apm \ar Y ax
a; dp; 1 (9pm OPm a; 0p; (Opm OPm
o+ = m Rt wL B ekt L "”—
+p15‘hl[ > pl(ﬁt tu ax )]+p18pm(3t tu 8x)
dum migrl 1 1dA
= — —— ) —upm—— (466
ox A (pg pl) umAdx (4.66)

(6) Move the terms containing C4 and Cs to the right-hand side of the equation
and define C; as

ier 11 1 dA ) 1-a)d
m'g( )— ldA @ 0pg, (1-a)0pi (4.67)

"Adx pgdhg ' pi oMy
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4.1. For the two-phase flow

(G ) (G o+ 50

at Ox JLlpg\Ohgpg Opm
ag (9pg 1 0dpg Jdum
s — 4 _T5 =C 4.68
+Pg(3hgpg+apm)]+ dx 1 e

(7) Because the sonic speed of phase k has been given as a in Eqn.(4.59) and the
sonic speed of the mixture, denoted a,,, is defined by

) Ug a
al=p +— (4.69)
m m (pgazg pl a§)

finally we have an equation with two unknowns p,, and u,, as

Jx

(6;? +um aapxm)(z_iu_lé z—iai%) aﬂ—Cl

m =C
( ot tu ox )pmafn—l_ ox !
3 +um o +pmaz, o =pma®,C (4.70)

(8) Usin Eqn.(4.70) and subtracting the momentum equation Eqn.(4.18) multiplied
with a,, we can derive below two equations exactly the same as in (28) for solving
the mixture pressure and the mixture velocity

e +(um+am) Ox +pmam[ e +(um+am) Dx :|
=pmafnC1+amC2 4.71)

17 17 du du

T ) G pman [ —am) 1
:pmafncl—amCZ (4.72)

where
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4. Governing equations

4.1.4 The characteristics and the compatibility relations

(4.73)

Eqn.(4.35,4.36,4.60,4.71,4.72) are the characteristic form of 1D EVUT Euler equa-

tions as below

opm opm um Jum
T e an) T pan | e )
=pmdfnC1+QmC2

oPm oPm dUum, dum
T Hm e pman [T —am)
=pma?,C1—amnCs

oa Ja 1 1 Opm opm

—tup=—|+all-a) - tupm——|=C
[3t m@x] (pgai, plaf)[ ot " ox ] ’

Ohg  Ohgy 1 (Opm  Opmy_
ot " ox pg(at o) =Ci

dhy dhy 1 (Opm 5'Pm _
51 Umay pl(at n e ) =Cs

where the C-coefficients C; are given by
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4.1. For the two-phase flow

Ci= %(plg
o=
Cs=
Cy=
Cs=

Pm mivg
A

1dA 0 —
um___i ng4_(1 0‘)3Plc5
Adx pgdhg p1 dh;
TwitTug  dZ
A pmgdx
1 dpg 1 dp;
—a(l-a)| —=2c,—-—=C .
al-a) =ZptC-—ore] )

dig tqu,g+TwgUm
apgA

qi, 1 tqu,i +TwiUm
(1-a)piA

The reason for deriving the characteristic form of the EVUT Euler equations is that
along the characteristics, the partial differential equations can be transformed
into ordinary differential equations. According to (28), Eqn.(4.35,4.36,4.60,4.71,4.72)
can be rewritten in the form of paired characteristics and compatibility relations,

as

C+:

PP:

PP:

PP:

Ax=(um~+am)dt; Apm+pPmamdum =(pma>, Ci+anCr)dt

dx=Uum—am)dt;dpm —pmamdun =(pmafnC1 —anmCdt

dx=undt;
dx=updt;
dx=u,dt;

da—a(l—a)[

1
——|dpm=Csdt
2 2
plal pgag] (4.76)

1
dhg——dpm=Cydt
Pg

1
dh;— —dpm=Csdt
P

in which the characteristics described by u,, + a,, are called waves (C+ for u,, +
anm and C— for u,, — a,) meaning the paths along which small-amplitude sound
waves propagate and the characteristic described by u,, is called particle-path
(PP) meaning the path along which a fluid particle (fluid particle here means a
small control volume of fluid) moves.
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4. Governing equations

The characteristics and the compatibility relations along them could be used to
solve for the flow and fluid particle properties. We briefly introduce the basic idea
of the method of characteristics as follows:

(i) Two different-type waves from two particles (one C+ from one; one C— from
the other) respectively will intersect at a point in x — ¢ plane. Along each wave, a
certain compatibility relation between the pressure and the velocity must be sat-
isfied, therefore at the intersection point, the pressure and the velocity must sat-
isfy two compatibility relations simultaneously, which means a paired solution of
(pm,um) can be obtained from these two compatibility relations.

(ii) Along the particle-path, the ordinary differential equations can be integrated.
Therefore given the initial and boundary conditions, the fluid particle properties
could be solved for the upcoming moments.

Depending on the different way of dealing with the characteristics, different al-
gorithms of the method of characteristics have been developed, i.e. the wave-
tracing algorithm in (28) and the particle-path algorithm in (57) and (59). More
detailed information will be given in the following chapters.

4.2 For single-phase flow

In the part of the domain occupied by air, the flow can be described as single-
phase flow. Assuming the air flow is in isentropic condition, 1D conservative Euler
equations for single-phase flow were given in (59) !

Aapa n 0(Apaua)

= 0 4.77
at ox ( )
2 2(Apau?)  dpa
Aa(puua)—k TCHATE = —Tug (4.78)
J5s4 J5,4 _
ot +uaa =0 (479)

in which s is the entropy, given by ds = dQ/T. Using the differential chain rule
and the definition of sonic speed as

1We rewrite those equations so that the wall friction force 7, , will have the same unit as in (28).
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4.2. For single-phase flow

1%
2
a‘zz(

the corresponding characteristic forms can be derived as

[3819: +(ua+aa)%] +Pata
[aap: +(ug— aa)a;;“] —Pala
0 0pa
[T gy
where
Cs
Cr

and the compatibility relations are

C+: dx =
C—: dx =
PP: dx =

dug,

Uugzdt; dpa—aidpa=0

+(ug+ )au“_ 2Cs+a,C
Ug+a,)— | =pga a
o1 a a x| Paa, e al7
rou dug
5, (e —aa)—* | =paa;Cs—aaCs (4.80)
1 19pa OPa
—_ (== =0
az [ ot tia Ox |
1dA
= —u _——
“Adx
_ —Tw,a
A

(Ua+aa)dt; dpa+paaadug=(paa’Cs+aqCe)dt

(g —aqa)dt; dpa— paaadug=(paa’Cr—ayCr)dr (4.81)
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CHAPTER 5

THE PARTICLE-PATH ALGORITHM OF
THE METHOD OF CHARACTERISTICS

In this chapter solution algorithms of the method of characteristics for solving the
Euler equations are presented. In the previous chapter it has been shown that
along the characteristics the partial differential equations are transformed into or-
dinary differential equations. Different solution algorithms exist for solving this
set of ordinary differential equations. In the previous chapter we have already
mentioned the particle-path algorithm of the method of characteristics (the PP-
MOC algorithm), or briefly the particle-path algorithm. Here more details will be
given and we also briefly discuss the fixed-mesh algorithm and the wave-tracing
algorithm. In discussing the particle-path algorithm, we first present the generic
case handling what happens in the bulk of the single phase region or the bulk of
the two-phase region and next present the special cases needed to handle at the
interface! between the single- and two-phase region, or at boundaries of the com-
putational domain. Then we discuss the algorithm determining the discrete time
step and finally present a small verification study.

!The exact name for this interface is "the contact face’, which will be further explained in this
chapter.
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5. The particle-path algorithm of the method of characteristics

5.1 The particle-path algorithm: the normal case

Consider a location in the bulk of either the single-phase or the two-phase region.
Figure 5.1 shows the one-dimensional domain at two successive time steps #, and
t1. The figure also illustrates the particle-path algorithm to obtain the new pres-
sure and velocity of a given particle. It exploits that certain compatibility relations
must hold along the characteristics (wave or particle-path).

1 x]
A
L > C+
— > PP
Lo :
e
X2 x;')—i-l

Figure 5.1: The particle-path algorithm: the normal case

With the known location, velocity of the particle x;.) (the subscript j denotes the
Jj — th particle in space and the superscripts 0 and 1 denote two successive mo-
ments in time, respectively) at the moment of ¢y and the time step At, its particle-
path (PP) has been illustrated as the solid line as well as its new location x1. There-
fore once we find the corresponding C+ (illustrated as the dashed red line) and
C- waves (illustrated as the dotted blue line) which reach x} at the moment of 13,
we will have two compatibility relations from the two characteristic waves respect-
ively which could be used to solve for the new pressure and the new velocity at
1

xj.

According to (57) and (59), the particle-path algorithm of the method of character-
istics is taking following steps.

1. Find the new location x} of the particle initially locates at x;.);
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5.2. The particle-path algorithm: the contact face

5.2

. Use linear interpolation between the C+ waves from the particles at x

0
-1
and x]Q to find the intersection point x; whose C+ wave will reach x} at the

new moment ti;

. Use linear interpolation between the C- waves from the particles at x? and

J
x;.) 41 to find the other intersection point x, whose C- wave will reach x} at

the new moment f;;

Use the compatibility relations along those two characteristic waves to solve
for the new pressure and velocity of the particle at x};

. Use the known new pressure and velocity at x} to compute other properties

along the particle-path from x;’ to x}:

¢ For the two-phase particle: the void fraction, the vapour enthalpy and
the liquid enthalpy;
¢ For the single-phase particle: the density.
Compute other auxiliary properties i.e. the sonic speeds, the interfacial heat
and mass fluxes, the wall friction forces..., and finally obtain the new C-

coefficients on the right hand side of the characteristic form of Euler equa-
tions at the new moment ¢;;

Move on to the next time step.

The particle-path algorithm: the contact face

The interface between the mixture region and the air region is named the contact
face in order to be distinguished from the interface between the liquid phase and
the vapour phase in the two-phase mixture region. The particle-path algorithm
for the pressure- and velocity-continuity conditions at the contact face will be ex-
plained. We further assume that no heat and mass exchange across the contact
face is allowed just to simplify our problem.

Different from the normal case, the contact face in the particle-path algorithm
is traced by two particles at one location in space, one at the mixture side of the
contact face and the other at the air side of the contact face. For the contact face
particles, the continuity conditions for pressure and velocity must be fully fulfilled.
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5. The particle-path algorithm of the method of characteristics

Normally both the pressure and the velocity continuities must be satisfied at the

contact face or mathematically

XcMm
Uucm

pcm

Xca

Uca

pca

in which the subscript CM stands for the contact face/mixture side and the sub-
script CA stands for the contact face/air side.

1 1

f XicmXj+1,ca
A A
/ H
/ :
/ :
/ :
/ . . :
Two-phase mixtidre -, Air :
/ B
/ :
/ //
/ // :
/ :
Lo / d ‘
7 = = ©
0 0 0 0
Xi-1 X1 XicmXj+1,ca X2 Xive

Figure 5.2: The particle-path algorithm: the contact face

0 0
jcm and x4, oy, the C+ waves are both ob-

tained from (x;.)_1 , x;] o) in the mixture region and the C- waves are both obtained
from (x;) 41.C A,x? +») in the air region. See Fig.(5.2). In this way, the pressure and
the velocity of the two contact face particles will be guaranteed to be identical all

the time.

For the two contact face particles x
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5.3. The particle-path algorithm: the inlet/outlet boundaries

5.3 The particle-path algorithm: the inlet/outlet
boundaries

In this section, the particle-path algorithm for the particles on the boundaries of
the 1D computational domain or the inlet/outlet particles will be introduced. For
these particles, the flow-dependent boundary conditions must be embedded into
the particle-path algorithm, therefore the algorithm for these particles is different
from the normal one. For convenience, we always assume the inlet is at the left
end of the computational domain and the outlet is at the right end. The formu-
lation of inlet and outlet boundary conditions is an example of the more general
topic of boundary conditions for hyperbolic equations which will be discussed
first.

5.3.1 The boundary value problem for hyperbolic equations

According to the nature of hyperbolic equations, the number of initial or boundary
conditions must be equal to the number of characteristics which point into the
computational domain. We will use the 1D unsteady single phase Euler equations
to explain it.

The 1D unsteady Euler equations have three characteristics which are

c dx

—1— = u-—a

dt

PP dx
— = u
dt

o +
i— = u+ta
dt

Now we will discuss the initial and boundary conditions in domain Q in x, £ -space
which is a rectangular region given by 0 < x < L and 0 < ¢ < 1y, as indicated in
Fig.(5.3). For convenient discussion, we suppose the velocity # > 0 on the bound-
aries of the domain (.
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At .. PP .

to ;//

/124 A7
A 0 C
44 44
A C

0 B L

Figure 5.3: The initial boundary value problem for 1D unsteady Euler equations
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. If the flow on the boundary of x = 0 is supersonic (z > a) as point A indic-

ates, all three characteristics at A are pointing into (2, hence three boundary
conditions are requested at x = 0. If the flow is subsonic (¢ < a) as point A’
indicates and only C+ and PP are pointing into €, only two boundary condi-
tions should be given.

. For an arbitrary point B on ¢ = 0, no matter the flow is supersonic or sub-

sonic, all three characteristics are pointing into 2, therefore three initial con-
ditions are requested.

. If the flow on the boundary of x = L is again supersonic as point C indicates,

all three characteristics are pointing outwards, hence no boundary condi-
tions should be given at x = L. If the flow is subsonic as point C’ indic-
ates and only C- is pointing into (2, only one boundary conditions should be
given.

. For an arbitrary point D on ¢ = ty, no matter the flow is supersonic or sub-

sonic, all three characteristics are pointing outwards, therefore neither ini-
tial nor boundary conditions should be given at ¢ = #y.



5.3. The particle-path algorithm: the inlet/outlet boundaries

5.3.2 The particle-path algorithm: the inlet

The particle-path algorithm for the inlet is illustrated in Fig.(5.4).

t
1
to® 5 o—» X
0 0

Figure 5.4: The particle-path algorithm: the inlet

If the inlet is closed, the boundary condition of zero velocity (u = 0) is given (one
boundary condition since only one characteristic points into the computational
domain from the boundary); if the inlet is open, depending on the local Mach
number, two boundary conditions for the subsonic/sonic flow and three for the
supersonic flow are needed respectively.

5.3.3 The particle-path algorithm: the outlet

The particle-path algorithm for the outlet is illustrated in Fig.(5.5).

If the flow at the outlet is subsonic (# < a) which means only C- wave (u — a) is
pointing into the domain, the ambient pressure outside the tunnel will be used as
the only boundary condition; if the flow at the outlet is sonic (z = a) or supersonic
(u > a), no characteristics are pointing into the domain, therefore no boundary
conditions are needed.
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Figure 5.5: The particle-path algorithm: the outlet

5.4 The particle-path algorithm: mesh size and time step

Before we discuss the relation between the mesh size and the time step, we in-
troduce two other algorithms of the method of characteristics, different from the
particle-path algorithm discussed above. Those two algorithms have different
mesh structures and differ in the way the time step is determined.

5.4.1 The fixed-mesh algorithm

In the fixed-mesh algorithm, the mesh points are fixed in space and time. Besides
the two points x; and x», origin of the C+ and C— waves, also the origin of the PP
x3 is found by linear interpolation. See Fig.(5.6).

The advantage of the fixed-mesh algorithm is the simplicity of the mesh; the disad-
vantage of the fixed-mesh algorithm is that for unsteady flow three interpolations
are requested per mesh point per time step, therefore it is time-consuming and re-
latively inaccurate. The fixed-mesh algorithm is suitable for steady flows in which
the mesh points are not necessarily moving.

In the fixed-mesh algorithm, the necessary relation between the mesh size and the
time step, or so-called stability criterion is given as
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Xit1

Figure 5.6: The fixed-mesh algorithm

X Ax
— >max|u+al or At ———
At max|u + al

5.4.2 The wave-tracing algorithm

In the wave-tracing algorithm the local time step is chosen that the two C+ and C-
waves from two 'neighboring’ mesh points intersect with each other exactly after
that time step. The interpolation for obtaining x; and x;, the origins of C+ and
C- wave respectively, is skipped. But now the interpolation is applied to obtain x3,
the origin of the new mesh point. See Fig.(5.7).

The advantages of the wave-tracing algorithm include i) relatively higher accuracy
in computation; ii) implicit mechanism for determining time-step. The disadvant-
ages of it include i) difficult for coding, especially at the boundaries; ii) interpola-
tion error generated in demonstrating computational results at one moment. The
reader could find more detailed information about the wave-tracing algorithm of
the method of characteristics in (28).

In the wave-tracing algorithm, local time step is calculated as part of the algorithm
itself. In other words, the algorithm always chooses the maximum possible time
step for one mesh point, hence it is most efficient in time marching. Since the local
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‘

X

0
J
Figure 5.7: The wave-tracing algorithm
maximum time step is in general not a constant throughout the domain, the inter-

polation is used to obtain the property distribution at certain moments, however
the error in interpolation will not influence the solution.

5.4.3 Global maximum time step
The particle-path algorithm can start with uniform or non-uniform mesh as long
as the time step is properly chosen to ensure the intersection points x; and x, for
the particle at x; are located in the two intervals constituted by the three particles
at x;j_1, xj and x;; respectively as

Xji-1< X1 ZXj

Xj< X2 =Xjn

The distance between two neighboring particles in the particle-path algorithm, in
general, is varying in time, so for each time step, we have to compare the charac-
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5.4. The particle-path algorithm: mesh size and time step

teristics of every particle with the ones of its neighbors to find the local maximum
time step and further choose the minimum out of all the local maximum time
steps as the global maximum time step. The applicable time step for the compu-
tation must not exceed the global maximum time step.

Atjmfx, the local maximum time step for j — ¢ h particle from C+ wave intersec-
tion that ensures x;, the intersection point as the origin of the C+ wave, locates
between x;_1 and x;, is given as

A[jr'n_i_ax — 400 if(C+)j_1§L£j

xj—xj,l

agmer = Tl
It (C+)j_1 —Uj

if(C-Hj_l >Uj

Similarly At;"_’”, the local maximum time step for j — ¢ h particle from C— wave
intersection that ensures x», the intersection point as the origin of the C- wave,
locates between x; and x;1, is given as

A[]-'Tl_ax — 400 if(C—)j+1>u;

Xj+1 = Xj

Agmax
b uj—(C-)jn

if(C—)j.H <uj

The applicable time step At and the global maximum time step are given as

At S A = min[min(ALIE, L A, min(AR, L ALR)]

in which N is the total number of the particles in the computational domain.

It is possible to determine whether the local maximum time steps are finite or
infinite. If taking Atjmfx for example, we have

aj>0:>(C+)j>u]-

If (C+)j-1 < uj, below inequality holds
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5. The particle-path algorithm of the method of characteristics

(C+)j_1 Suj< (C+)j

Linear interpolation between (C+);-; and (C+); can always provide an intersec-
tion point x; to the left of x? whose C+ can catch up with the particle at x;.) for
arbitrary time step, or in other words, the algorithm is unconditional stable. See
Fig.(5.8).

h

Figure 5.8: Infinite local maximum time step

If (C+)j-1 > uj, no matter whether (C+);—1 > (C+)j-1 or (C+)j-1 < (C+)j-1, a
finite local maximum time step is given.

1. Case 1: (C+)j-1 > (C+); > uj, see Fig.(5.9);

2. Case 2: (C+)j =(C+)j-1 > uj, see Fig.(5.10).

For At]?”_‘”‘ obtained from the intersection of the C—;;; and u;, similar conclu-
sions can be drawn as well.
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Figure 5.9: Finite local maximum time step: Case 1
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tl
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Figure 5.10: Finite local maximum time step: Case 2
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5.5 Explicit shock tracing method in the particle-path
algorithm

In (57) and (59), Pinhasi et al. proposed a shock tracing method based on the
particle-path algorithm to explicitly generate and capture shocks. See Fig.(5.11
5.12 and 5.13). When the C+ waves from two neighboring particles intersect, a
shock will be generated. Similarly to the particle-path algorithm for the contact
face, two particles have been placed at the shock location, one with the properties
of the fluid ahead of the shock, namely the shock head particle and one with the
properties of the fluid just behind the shock, namely the shock tail particle. Their
properties are related by the shock relation. Like the pressure-velocity-continuity
must hold for the contact face particles, the shock relation must hold for the shock
particles, therefore in Fig.(5.13), the particle marked by 3 has a new velocity (see
the bending of its particle-path) after the shock particles pass by. Detailed inform-
ation can be found in (57) and (59).

.

! Shock Wave

At

L
(nd)  (n,i+l) X

Figure 5.11: Wave diagrams of formation of the shock. Reproduced from (57).

The explicit shock tracing method proposed by Pinhasi et al. has been applied in
our initial studies. However, this method has been criticized for being valid for
weak shocks only. It suffers from a deficiency. Namely, the shock propagation
needs a known shock speed us, and once this speed is given by the shock genera-
tion method, it does not change in the following computations, and therefore can
not handle an accelerating shock.

Therefore in subsequent work we did not use an explicit shock tracing method,
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V- N

At

I 23 4 5 6 «x

Figure 5.12: Wave diagram for problem involving shock-wave. Reproduced from
(57).

At

°
3 X

Figure 5.13: Wave diagrams of particle passing the shock. Reproduced from (57).

but just allow the particle-path algorithm to represent the shock as sharp increase
in a spacial interval rather than a jump in pressure, velocity and density profiles
at one location. We made several observations from our computations without
explicit shock tracing method:

1. In the model simulation of the BLEVE development a spacial interval with
steep slope gradually develops in the air region;
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5. The particle-path algorithm of the method of characteristics

2. This steep slope feature, as traced by several particles, could propagate at a
speed higher than the local sonic speed of the undisturbed air ahead;

3. The shape of the slope, once fully developed, maintains its shape quite well
during its propagation.

In fact, as confirmed by Pinhasi (private communication), the explicit shock tra-
cing method is only developed for replacing the numerically diffused shock (a
slope over a spacial interval) with a neat jump (a discontinuity at one specific loc-
ation). The difference between using only the particle-path algorithm and adding
the explicit shock tracing method is that the particle-path algorithm only gives a
space interval in which the fluid properties change rapidly and a shock is expec-
ted and the explicit shock tracing method proposed by Pinhasi et al. gives an exact
location where the fluid properties jump.

As a conclusion, in all results to be presented below, explicit shock tracing has
not been used. All the particles, except the particles on the contact face and the
inlet/outlet, are treated equally no matter whether they are on a sharp slope rep-
resenting a shock or at rest.

5.6 Verification of the particle-path algorithm

In this section, we will carry out the verification of the particle-path algorithm with
a standard numerical test. Although the author of (58) has already carried out the
verification of the particle-path algorithm, it is still very important and valuable
for us to do it by ourselves, not only as the verification for the algorithm but also
as a double-check of our Fortran code.

5.6.1 The Riemann problem and the Sod’s test case

The standard test case used in this section as the benchmark for our code is based
on the exact solution of the Riemann problem. We first introduce the Riemann
problem and the Sod’s test case.

According to (87), the Riemann problem is a special Initial Value Problem as illus-
trated by Fig.(5.14). The initial profile has a discontinuity at x = 0 between two
piecewise constant states uy, and ug.

82



5.6. Verification of the particle-path algorithm

uo(x)
ur

Uug

x=0 X

Figure 5.14: Illustration of the initial data for the Riemann problem. At the initial
time the data consists of two constant states separated by a discontinuity atx =0

u; ifx<o,

u(x,0)=up(x
(x,0) of ){uR if x > 0.

More detailed information on the Riemann problem can be found in Chpt.(2,4) of
(87).

In the review work (82), Sod used one Riemann problem as the test case for sev-
eral numerical algorithms and compared the outputs. Later on, this particular
Riemann problem was named as Sod’s test case bearing the author’s name and
widely used as a standard test case for the solution algorithms for hyperbolic equa-
tions. The exact non-dimensional values of the Sod’s test case are given as

d p lul| v
Left 1 1 1.4
Right | 0.125 | 0.1 | 0 | 14

(e}

The Riemann problem can have different solutions for different hyperbolic equa-
tions as well as different equations of state. In Chpt.(4) of (87), the exact solu-
tion of the Riemann problem for the standard Euler equations (no source terms)
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with ideal gas equation of state has been provided by a Fortran code namely HE-
EIRPEXACT. Therefore we need to use the same equation of state and eliminate
all the source terms in our TUDelft code accordingly in order to use the output of
HE-EIRPEXACT as the benchmark.

5.6.2 Verification on the coarse mesh

100 uniformly distributed nodes/particles have been used in the computations by
HE-EIRPEXACT and by our code leading to an initial uniform mesh size (particle
distance) of 0.01m. The profile after 0.5m s has been computed and the pressure,
velocity and density spatial profiles from two different codes have been compared
in Fig.(5.15, 5.16, 5.17).

Despite of some error in capturing the two ends of the rarefaction wave propagat-
ing to the left, the matching of the results are satisfactory even compared with the
results given in (82).

pressure

ok 4

I I I I I I I I I
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
X

Figure 5.15: Pressure profile at 0.5ms, coarse mesh, red circled line: exact
solution; blue dotted line: the particle-path algorithm
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Figure 5.16: Velocity profile at 0.5ms, coarse mesh, red circled line: exact solution;
blue dotted line: the particle-path algorithm

density

Figure 5.17: Density profile at 0.5ms, coarse mesh, red circled line: exact solution;
blue dotted line: the particle-path algorithm

85



5. The particle-path algorithm of the method of characteristics

5.6.3 \Verification on a finer mesh

Subsequently we tested whether better accuracy is obtained on a finer mesh. By
increasing the total number of nodes/particles by a factor ten an initial uniform
mesh size (particle distance) of 0.001m was used. The results are shown in Fig.(5.18)
and Fig.(5.19).
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0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Figure 5.18: Velocity profile at 0.5ms, finer mesh, red circled line: exact solution;
blue dotted line: the particle-path algorithm

It is clearly observed that the two ends of the rarefaction wave are better captured
due to the lower numerical diffusion on the finer mesh. However, the wiggles near
the shock front have increased indicating numerical instability has increased.

5.6.4 Conclusions on the particle-path algorithm verification

The following conclusions can be drawn from the verification of the particle-path
algorithm:

1. The generation and propagation of the rarefaction wave and the shock wave
can be clearly observed in the solutions, therefore the particle-path algorithm
is applicable for our BLEVE simulation;
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Figure 5.19: Density profile at 0.5ms, finer mesh, red circled line: exact solution;
blue dotted line: the particle-path algorithm

2. The predictions of the magnitudes of profile jumps by the particle-path al-
gorithm is acceptable in accuracy;

3. The errors in the prediction of the locations of the profile jumps is clearly
visible but still acceptable because the prediction of the magnitudes is more
important than the prediction of the locations for the problem of BLEVE
simulation;

4. Tt has been demonstrated that there is a trade-off between the numerical
diffusion and the numerical instability;

The particle-path algorithm for a problem with a contact face between a two-phase
region and a single phase region is not essentially different from the particle-path
algorithm used in the solution of Sod’s test case. Therefore the verification in the
case of Sod’s test case can be considered sufficient to conclude that the particle-
path algorithm is adequate for solving the 1D BLEVE problem. Indeed, the main
uncertainty in the overall quality of model predictions from the EVUT model will
come not only from the numerical algorithm, but also from the physical models
of phase transition.
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CHAPTER 6

SOURCE TERM MODELING

The source terms in two-phase EVUT Euler equations and single-phase Euler equa-
tions can be categorized into three groups

1. Interfacial fluxes!, including the interfacial heat flux terms g; ; and the in-
terfacial mass flux terms m; .

2. Wall source terms, including the wall friction terms 7k, Tw,s and the wall
heat flux terms gy k, qu,a;

3. Tunnel geometry source terms, including the cross-sectional area variation

term 1 24 and the inclination term d—Z;
Adx dx

In this chapter, most emphasis has been put on the interfacial fluxes. Both a
qualitative model and a quantitative model for these source terms are presented.
The qualitative model is relative simple and robust while the quantitative models
is rather complex. In order to present it in a systematic way the explanation is
bottom-up from basic process to overall features, from the generation of the inter-
face, via the evolution of the interface, and the closed model for interfacial fluxes.

!The interface here represents the interface between liquid PLG and vapour PLG in the two-
phase region when a BLEVE occurs.
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On the other hand, in the present application to 1D BLEVE development, the wall
and tunnel geometry terms can be kept very simple. This is explained in the final
section of this chapter. In the case of the single phase Euler equations the inter-
facial source terms vanish but the wall source terms and tunnel geometry source
terms could remain.

6.1 Qualitative interfacial fluxes model: the relaxation
time model

The relaxation time model is a qualitatively correct, robust and compact model
for the interfacial fluxes. The basic underlying assumption of the relaxation time
model is that the process of return-to-equilibrium has a constant relaxation time.
R.L. Ferch proposed this model in (28). However as the researcher mentioned, the
assumption of constant relaxation time is not made because of the correctness
of the model, but because of its simplicity in application. The formulas of the
relaxation time model are

i = ar(1—ap)Api(hisar —hi)/tik (6.1)

mig = —mi1=—(qig+qi1)/(hg—hi) (6.2)

in which ¢; x is the relaxation time for phase k and A is the cross-sectional area of
the tunnel.

Itis clear that, in Eqn.(6.1), ax(1—ax)A is an estimate of the interfacial area density
A% and py(hi sar — hi)/ti i is the interfacial heat transfer term in which (kg sqr —
hi) describes the potential that drives the phase k back to its saturated state. Fur-
thermore, Eqn.(6.2) describes that both the energy and the mass are conserved at
the interface between phases since it can be derived into

mig+m;; = 0

(mighg+qig)+(miihi+qi1) = 0

2Tt is unnecessary to include a proportionality factor in the formula because the relaxation time
is an parameter that can be set to any assumed value.
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and those two relations must hold for any interfacial flux models developed under
the equal-velocity assumption between phases.

As the computations in Chpt.(8) will demonstrate, the relaxation time model is
capable of demonstrating all the relevant phenomena involved in a BLEVE of PLG:

the rapid pressure drop that triggers a BLEVE;

the propagation of the rarefaction wave into the undisturbed PLG liquid;

the pressure recovery due to the phase transition from the liquid to the va-
pour;

the expansion of the two-phase mixture;

the formation and the propagation of a shock in the air.

However, our objective is to give predictions on the hazard caused by a BLEVE,
and for that purpose quantitative models are needed as discussed next.

6.2 Quantitative interfacial fluxes model

The uncertainties in the relaxation time model mainly come from

1. the lack of information on the relaxation time ¢; x;
2. the lack of information on the initial void fraction ag, ;

3. the inaccuracy in the estimation of the interfacial area A; o< ax(1 — ai)A.

Correspondingly, for the quantitative interfacial fluxes model, we prefer to

1. avoid using free parameters e.g. ¢; i in the interfacial fluxes and if the model
is not closed, use reasonable assumptions;

2. establish a bubble nucleation model which can use the local instantaneous
flow variables to estimate the initial void fraction when the criteria for the
bubble nucleation are fulfilled. This part of work belongs to the category of
interface generation;
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3. build up an interfacial area evolution model which, with reasonable assump-
tions, uses the void fraction evolution and the bubble status to estimate the
interfacial area.

Considering that during a BLEVE the liquid state will probably approach the re-
gion in phase space close to the kinecit superheat limit, which is far away from the
equilibrium state, we cannot only rely on equilibrium thermodynamics but have
to refer to non-equilibrium thermodynamics, a theoretical framework in which
both the deviation from and the return to the equilibrium state can be described.

This section is arranged in a bottom-up manner, starting from the bubble nucle-
ation model, then the interfacial area evolution model and finally the interfacial
fluxes model.

6.2.1 Interfacial area generation: bubble nucleation

To mathematically describe the bubble nucleation, we must know

1. at which thermodynamic states, bubbles will start to form in PLG liquid;

2. when the bubble are formed, what are the states of the liquid surrounding
and the vapour inside the bubbles.

Therefore the target of this section is to find the relationship between (i) the KSL
i.e. TKSL or pXSL at which critical bubbles form; (ii) the critical bubble nucleation
rate Jcpn, the critical bubble radius r* and (iii) the thermodynamic properties of
the vapour insides the critical bubbles and the liquid states surrounding the crit-
ical bubbles during or after the nucleation process. This is the subject of homo-
geneous nucleation theory.

Homogeneous nucleation theory

Homogeneous nucleation is still an active topic of research. The homogeneous
nucleation theory, developed to describe all three phase transitions (condensa-
tion: vapour-to-liquid; cavitation: liquid-to-vapour and crystallisation: liquid-to-
solid) involving single-component fluids (54), has already been extended to multi-
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component systems (38). In our research on BLEVE, the application of homogen-
eous nucleation theory only concerns homogeneous bubble nucleation in a super-
heated liquid due to rapid depressurisation, which means we limit the discussion
to the case of cavitation. It will become clear that this limitation will help us to
choose the most useful form of homogeneous nucleation theory, instead of the
most advanced one.

According to (23), the first homogeneous nucleation theory, namely the classical
nucleation theory (CNT), was originally developed by Volmer and Weber in (97)
and in the late 1970s, Katz and his colleagues started to challenge CNT on its as-
sumption of equilibrium distribution of vapour embryo’s in their works (40) (39)
and (98). As a result, they proposed a new theory, kinetic nucleation theory (KNT).
Later on, with the help of computers, non-classical methods, e.g. the density func-
tional method and the molecular dynamics simulation, have been applied and
more and more non-classical phenomena have been found seriously challenging
the classical nucleation theory (24).

The homogeneous nucleation theory for cavitation aims to answer two questions:

1. At what threshold, vapour embryos will appear and grow spontaneously?

2. What will be the rate of generation of the vapour embryo’s once the homo-
geneous nucleation starts?

The first question refers to the kinetic superheat limit and the second question
refers to the critical bubble nucleation rate. To give a proper estimation of the
bubble nucleation rate, the liquid state surrounding the embryo and the vapour
inside the embryo must be estimated in advance.

In (7), Avedisian summarised various experimental techniques for the research
on homogeneous nucleation of liquids, including pulse heating method, capillary
tube method, bulb method, isobaric droplet heating and isothermal decompres-
sion methods, which can be categorized into isobaric heating technique and iso-
thermal decompression technique altogether. More importantly, Avedisian dis-
cussed the nucleation rates obtained with different techniques and gave the con-
clusion that different techniques will result in different ranges of the nucleation
rate. For floating droplet and capillary tube methods, the following equations were
proposed to estimate the nucleation rates
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Figure 6.1: p-T diagram showing the critical point, the saturation curve, the
kinetic superheat limit and the spinodal curve

GrT
Jebn = ‘T/ for isobaric heating (6.3)
Grp dT
Jebn TP for isothermal decompression (6.4)
V. dpo

in which Gr is the derivative of the Gibbs free energy to the temperature, which is
approximately constant over the experimental temperature interval; T is the tem-
perature increase rate and p is the decompression rate. py is the initial pressure of
the test liquid and V is the volume of the test liquid.

When isobaric heating is applied to the capillary tube method, the nucleation rate
in the mentioned range of temperature change rate and volume is given by

0.01<T < 3[K/s]
0.01<V < 0.1[cm?
1<Jepn < 103[1/(cm33)]

When isothermal decompression is applied to the capillary tube method, the nuc-
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leation rate in the mentioned range of depressurisation and volume is given by

p =~ 1.01[MPa/s]

dT/dp, ~ 0.5[K/MPal
0.006<V < 0.15[cm?
10< Jepn < 10%[1/(cm?®3s)]

When isobaric heating is applied to floating droplet methods, the nucleation rate
in the mentioned range of temperature change rate and volume is given by

0.03<T < 50[K/s]
1077<V < 107%[cm?]

100< Jopn < 108[1/(cm3s)]

Pulse heating method gives a range of nucleation rate as 10'° < J.p,,, < 10%2[1/(cm3s)].

Above discussions reveal one thing, the capabilities of different techniques that
bring the liquid into superheated state are different. The technique that can bring
the liquid to the highest superheat state is always excellent in i) depressing the
heterogeneous nucleation; ii) maintaining the stability of the liquid during the
heating or the decompressing. For the same technique, the smaller the volume
of the experimental liquid is, the higher the liquid can be superheated either by
isobaric heating or by isothermal decompression, the higher the superheat limit
temperature (or the lower the superheat limit pressure) will be.

From this point of view, the target of the research on homogeneous nucleation of
the liquid becomes different from the one of our BLEVE research. The former aims
at bring the liquid to a higher superheated level resulting a larger bubble nucle-
ation rate, therefore breaking the record of the superheat limit, with the aim of pro-
posing a new homogeneous nucleation theory or modifying an old one. The latter
aims at the probable superheat limit and the probable bubble nucleation rate that
can happen during a BLEVE. If all the non-classical phenomena can only be ob-
served under a circumstance that will not occur in a real BLEVE, the nucleation
theory that can explain those non-classical phenomena means nothing to our re-
search and maybe CNT, the origin of the nucleation theory proposed far before
the scientists put great efforts to increase the superheat limit or more obviously in-
crease the bubble nucleation rate by manipulating a small-volume liquid, will be
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the most suitable nucleation theory for our BLEVE research. Detailed quantitative
discussions will be given in the following sections.

The classical nucleation theory

The classical nucleation theory was based on determination of the minimum work
required to form a vapour bubble in the bulk of homogeneous liquid at constant
temperature from the capillarity approximation? as in (24)

WminZUAb_(pg_pl)‘/I?+i(llg_lll) (6.5)

where o is the surface tension; Ay, is the surface area of the bubble; p, is the pres-
sure within the bubble; p; is the surrounding liquid pressure; V; is the volume
of the bubble; i is the number of molecules inside the bubble and ug and u; are
the chemical potentials of the vapour and liquid phases, respectively. As shown
in Fig.(6.2), the minimum work of formation W},;, has a maximum, W;”. ,» Which
naturally forms an energy barrier for the bubble clusters or nuclei to grow up be-
cause

e for a bubble nucleus with radius less than the critical bubble radius r*, fur-
ther growth requests more and more work of formation which it has to take
in from the surrounding liquid. Hence the possibility of shrinking for that
nucleus is higher than the possibility of expansion, and it will probably dis-
appear;

¢ for a bubble nucleus with radius larger than the critical bubble radius r*,
further growth requests less and less work of formation which it has to take
in from the surrounding liquid. Hence the possibility of expansion for that
bubble is higher than the possibility of shrinking, and it will probably grow.

It was assumed that the number of bubbles per unit volume, namely the bubble
number density, is related exponentially to the minimum work W,;, required to
form the bubbles (12)

3The capillarity approximation is the assumption that the critical nucleus surface tension
equals the surface tension of a flat interface, which means the influence of the surface curvature
on the surface tension has bee neglected.
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Figure 6.2: The minimum work of formation of bubble clusters W, ;,, the radius

of the critical bubbles r* and the nucleation barrier W . .

Wmin)

KT, (6.6)

np :Nexp(—

where K is the Boltzmann constant; nj is the number density of bubbles; the pre-
factor N is the number density of liquid molecules. If the critical bubbles in the
nucleation process are considered, their steady-state nucleation rate J.;, is given
by (24)

*

Jebn = Joexp( — %) 6.7)

The presence of the exponential factor in Eqn.(6.6,6.7) is most important, and the
influence of errors in the prefactors is not crucial. Therefore the classical nucle-
ation theory is capable of predicting the kinetic superheat limit successfully by
properly choosing the bubble nucleation rate. When Blander and Katz published
their work in 1975, they reported that the measured superheat limits for a large
amount of pure components agree with predictions from the classical nucleation
theory (12).

However as the research proceeds, the classical nucleation theory has been widely
criticized for underestimating the critical bubble nucleation rate compared with
the results by other approaches. In 2003, Delale et al. introduced a new phe-
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nomenological model to decrease the nucleation barrier W . (24). As a result,
the nucleation rate was predicted to be higher, namely of order 1026 ~ 1032m =351,
or equivalently 102 ~ 10*6¢m~=3s~1, which is much higher than the prediction of
10* ~ 105¢m=3s~1 in (12). On the other hand, the classical nucleation theory has
not been criticized for underestimating the superheat limit, or in other words, ever
since 1975, the predicted superheat limit has not been increased so much com-
pared to the bubble nucleation rate. The reason is that at the experimental level
of the 1970s, heterogeneous nucleation has been sufficiently suppressed in the su-
perheat limit research by using purified liquids and smooth vessels, in order for
the superheat limits measured in those experiments to be quite close the the sta-
bility limit of the liquid where a small increase in the liquid temperature 6 T will
result in exponentially increase in the bubble nucleation rate. Another reason is
that, compared to the measurement of the bubble nucleation rate, the time win-
dow to observe or measure 6 T is too small for the temperature measuring instru-
ments.

Hence, the prediction of the superheat limit by the classical nucleation theory is
as reliable as the ones from other state-of-art theories. As found in our compu-
tations, the underestimation of the bubble nucleation rate by the classical nucle-
ation theory will result in overestimation on the shock strength possibly generated
by a BLEVE. Before reaching that conclusion, we have to introduce the classical
nucleation theory in detail.

Bubble nucleation: the Delale et al. 2003 model

The classical theory of homogeneous bubble nucleation has been criticized in pre-
dicting low nucleation rate. Therefore Delale et al. (24) improved it by proposing
a phenomenological term to decrease the nucleation barrier in the capillarity ap-
proximation. They derive the following relation between the temperature and the
pressure at the kinetic superheat limit

KSL KD (1 - Tl,r)TD AHvup Zl,sat
- m[1--2 ( )(1- )] 6.8
Pir pg,sat,r( 1) 5 T, RT,AZ Zg.sar (6.8)

Here kp is a substance dependent constant; and the constant 7p ~ 2.2.
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According to (24), pg sar,r(T7) and the normalised latent heat AHy ) /(RT. AZ)) are
given by the Wagner equation (70) as

ay+by'>+cy3+dys
pg,sat,r(Tl) = exp[ 4 £ 1_xx 4 ] (6.9)
AHyap/(RT,AZ) = —a+by® 0.5y —1.5)+cy*(2y —3)+dx>(5y —6.10)

in which y =1— T;,. The substance dependent coefficients a, b, ¢, and d are
given in (51) for 250 fluids.

Zg,sar and Zj sq; are the saturated compressibility factors of the liquid and the
vapour at Tj respectively, which can be solved from the SRK-EOS as

73 — 724+ (A*— B*+ B*)Z—A*B*=0 (6.11)

in which?

o o 0A2748p, [wa(l_ m)]z

(T1,r)?
g _ 0.08664p,
I,
fo = 0.48+1.574w—0.1760> ~0.48

when p; = pg sa:(T1)/pc and T;,, = T; / T, is the reduced liquid temperature.

According to (69), the p-T diagram of the SRK-EOS can be separated in two regions
depending on the number of real roots: the single-real-root region and the three-
real-root region. See Fig.(6.3). Solving Eqn.(6.11) for the saturated compressibilit-
ies of a given temperature will guarantee the solution containing three real roots
including Zg sq: and Zj,s4¢. It should be noted that in the three-root-region, the
largest real root corresponds to the vapour and the smallest one corresponds to
the liquid.

“The terms containing the acentric factor w were neglected in (24).
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Black: Single-real-root region;
White: Three-real-root region.

0 0.1 0.2 03 0.4 05 0.6 0.7 0.8 0.9 1

Figure 6.3: Number of real roots of the Soave-Redlich-Kwong EOS as function of
reduced temperature and pressure

The equilibrium vapour pressure p., also called the saturated pressure pg 541, refers
to the pressure when the liquid and the vapour are saturated and the interface
between them is hydrostatic and of zero-curvature. At [p.(T;), T;], the liquid and
the vapour have the same chemical potential, which is normally used to solve for
pe when a temperature is given. However the metastable liquid of temperature T;
is at a pressure less than p.(7;), which means the chemical potential of the meta-
stable liquid is less than the saturated liquid at the same temperature (du = Vd P),
the vapour pressure p of the metastable fluid must be less than p. to assure that
the liquid and the vapour have the same chemical potential. The Poynting correc-
tion factor

0=1

sa T sa T 2
_ Pgsar( l)+1(pg, t( l)) 6.12)

P1 2 P1

is introduced so that the actual pressure difference across the interface between
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the liquid and the vapour (pg — p;) can be estimated from the liquid temperature
T; and its equilibrium vapour pressure, p, or pg sa:(1;) as

pg_pl=5[pg,sut(Tl)_pl] (6.13)

As aresult, with the help of an EOS (e.g. SRK-EOS in (24)), Eqn.(6.8) for the kinetic

superheat limit is closed. For a given liquid temperature 7;, a kinetic superheat

limit pressure p;*°* can be solved and vice versa:

pt = f(T)
TSt = f(p)

The radius of the critical bubble is given as

e 20 20 6.14)
Pg—Pi 5[pg,sat(Tl)_pl] '

in which p; = leSL(Tl) and the surface tension o of nonpolar liquids is given in

(69) as

o=p*PTRQI1-T; ,)"/° (6.15)
where
Tsar r(platm)ln(pc/platm)
=0.1196|1+ : —0.279 (6.16)
Q [ 1- Tsut,r(platm) ]

in which p14¢m, is one standard atmosphere. It should be noted that the prefactor
0.196 in the same equation in (24) is a misprint. The critical nucleation rate J.p,
is given as

3(rp12)1/2 . [_477:r*20

~7Z (— 1-2a ] 6.17
]cbn g, sat 7'[1’)’1‘? 3KT[ ( s) ( )

in which a; is equal to 1/3 for most substances and 7/16 for water and m; is the
mass of one single molecule.
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Modifications of the Delale et al. 2003 model

The Delale et al. 2003 model is clear and closed, but the equation of state they
used is different from the one selected for our BLEVE investigation. In order to
consistently use one equation of state in the model for the BLEVE simulation, it
is necessary to replace the SRK-EOS by the PRSV-EOS in the Delale et al. 2003
model. Therefore these two equations of state have to be compared with respect
to the calculation of the relevant properties of the kinetic superheat limit and cor-
responding liquid and vapour properties.

10

1.0
o4
<05 %
Saturation curve
0.01t L 1 L
o7 1.0 1.5 2.0
7

Figure 6.4: Percent error in molar volume calculated for CO, by using the RK-EOS
with Soave parameters, reproduced from (69)

Fig.(6.4) from (69) demonstrates the percent error of the SRK-EOS in predicting
the liquid molar volume from the experimental data. Fig.(6.5) from (84) demon-
strates the percent deviation of the PRSV-EOS in predicting the saturated liquid
molar volumes. When Fig.(6.4) and (6.5) are compared, the conclusion can be eas-
ily drawn that the SRK-EOS and the PRSV-EOS are at the same level in predicting
the liquid molar volume or the liquid density®.

5The cubic equations of state are generally poor in predicting the liquid density, hence only the
liquid densities are checked when the improvements are carried out.
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Figure 6.5: Percent deviations in liquid molar volumes at saturation calculated
with the PRSV-EOS (C,,, represents the alkane C,, H2,,12), reproduced from (84)

On the other hand, Delale et al. also simplified fo in Eqn.(6.11). In Tab.(6.1), the
predictions from three equations of state are compared with the data from the gas
encyclopedia of Air Liquide (http://encyclopedia.airliquide.com). As can be seen,
simplifying f gives the largest error and the largest percent deviation in p; from
the PRSV-EOS matches Fig.(6.5).

When the PRSV-EOS is introduced into the Delale et al. 2003 model, as Fig.(6.6)
shows, it gives a lower kinetic superheat limit pressure than the one from the SRK-
EOS and the difference is acceptable. A similar conclusion can be drawn for the
critical bubble radius in Fig.(6.7). When critical bubbles become smaller, it is reas-
onable to have higher critical bubble nucleation rate in Fig.(6.8) and again the
deviation is acceptable.

In conclusion we can say, i) it is improper to simplify fw in the SRK-EOS; ii) repla-
cing the SRK-EOS with the PRSV-EOS does not introduce unacceptable error into

103



6. Source term modeling

Table 6.1: Percent deviation in predicting the liquid density of propane at 1atm

Propane p Tsar 1!, Pl Perc. dev.
(bar) | (K) (kg/m3) | inp;
Air Liquide Gas Encyclopedia | 1.013 | 231.05 | 0.6248 | 582.00 -
SRK-EOS + Wagner equation | 1.013 | 231.00 | 0.6246 | 533.03 8.41%
few =0.48
SRK-EOS + Wagner equation | 1.013 | 231.00 | 0.6246 | 550.26 5.45%
fw =0.48+1.574w — 0.176w?
PRSV-EOS 1.013 | 231.24 | 0.6246 | 621.73 6.82%
Propane
1 T T T T T
— - — - SRK-EOS+Wagner equation
PRSV-EOS
0.8 q
. 0.6 T
% 0.4 // - -
g _~
E 0.2 7~ 4
or 4
-0.21 7 - B
-0 - 1 1 1

.4
0.85 0.86 0.87 0.88

0.89 0.9 0.91 0.92 0.93 0.94 0.95
Reduced temperature, Tr

Figure 6.6: Kinetic superheat limit pressure predicted by the Delale et al. 2003
model with the SRK-EOS and the PRSV-EOS
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Figure 6.7: Critical bubble radius predicted by the Delale et al. 2003 model with
the SRK-EOS and the PRSV-EOS

the calculations. Therefore the PRSV-EOS already available in the modified Stan-
Mix of FluidProp, will be used in the construction of the interfacial source term
models.

Application of the bubble nucleation model

The Delale et al. 2003 model forms a complete system to predict the kinetic su-
perheat limit, the nucleation rate of the critical bubbles and the properties of the
liquid surrounding and the vapour inside the critical bubbles. The nucleation the-
ory aims at predicting the KSL and the critical bubble nucleation rate at the KSL.
But in our BLEVE simulation, the depressurisation process will not automatically
stop at the KSL, which means that the bubbles nucleated at the KSL can also grow
due to further depressurisation.
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Figure 6.8: Critical bubble nucleation rate predicted by the Delale et al. 2003
model with with the SRK-EOS and the PRSV-EOS

If we want to introduce the nucleation model into our model, the PLG region must
be initially in a single-phase state, which means that not the EVUT Euler equations,
but the standard single-phase Euler equations have to be used for the air region as
well as for the PLG region. After the computation begins, when some PLG particles
cross the kinetic superheat limit due to depressurisation, the nucleation model
will be activated and transform this single-phase particle into a two-phase particle.
From that moment on, the EVUT Euler equations, in stead of the standard single-
phase Euler equations, will be solved using these particles.

The numerical algorithm to implement the bubble nucleation model into the BLEVE
simulation is illustrated in Fig.(6.9). At certain moment ¢;, a PLG particle L0 hav-
ing the pressure p; ¢ and the specific volume v, ¢ is represented by the open circle
in the p-v-T diagram. It is obvious that L0 is above the KSL. At the following mo-
ment ¢;4;, the state of the particle moves from L0 to M2 which is represented by
the black dot and below the KSL. Because the particle has crossed the KSL dur-
ing the depressurisation process, the PLG particle at M2 has become a two-phase
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Figure 6.9: Sketch of the action of the bubble nucleation model in the p-v-T
diagram

particle with the pressure p,, » and the specific volume v, ». This two-phase mix-
ture particle consists of the liquid located at L2 (open square) and the vapour loc-
ated at V2 (gray square). In this process, the liquid particle L0, after one time step,
becomes a two-phase mixture M2 containing the liquid L2 and the vapour V2 due
to depressurisation and bubble nucleation.

The pressure and the specific volume of the two-phase mixture M2 are known, but
several assumptions and/or simplifications must be made to assure the closure of
the estimation on the properties of the liquid and the vapour inside the two-phase
mixture at the time ¢;41.

1. Theliquid pressure is very close to the two-phase mixture pressure, i.e. p; » ~
Pm,2;

2. The liquid and the vapour have the same temperature, Ty » = T;» = 1> and
are in equilibrium with each other;
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3. The expansion work in the depressurisation process for the bubble nucle-
ation can be neglected according to the calculations;

4. The nucleated bubbles are all spherical and evenly distributed within the
volume of one mixture particle;

The mass balance equation at ¢;; gives

Pme2=0apg2+(1—a)p;2 (6.18)

and the energy balance

Prohio— AW =apgohgo+(1—a)pi2hi2+odnring (6.19)

in which ry, is the radius of the spherical bubbles and 7y, is the number density of
the bubbles. Neglecting the expansion work AW and assuming the bubbles are all
spherical

AW ~ 0
47rr§nb = 3a/n
the energy equation becomes
Piohio=apgahgo+(1—a)pi2hi2+30a/r, (6.20)

in which the unknowns are @, p; 2, Pg 2, hi2, hg2, 0 and rp. They are obtained by

pr2 = EOS(pip Tr)
hip = EOS(pip T2)
Pg2 = EOS(pgp, T2)
hgo = EOS(pga2 12)
o = f(L) SeeEqn.(6.15)
rn = f(pi20,0) SeeEqn.(6.14)
0 = f(pi2, o) SeeEqn.(6.12)
Pg2 = [f(6,pi12,1T2) SeeEqn.(6.9)
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where EOS denotes use of an equation of state and in this thesis means use of the
PRSV-EOS in the modified StanMix. With above assumptions, seven unknowns
can be reduced to two unknowns as 7> and ¢, and then it is possible to obtain
them by a numerical solution method, e.g. trial-and-error method.

6.2.2 Interfacial area evolution: from bubbles to droplets

Once critical bubbles have nucleated, further vapourisation would prefer to oc-
cur at their interface in response to temperature and/or pressure gradients rather
than form new bubbles because the energy barriers for bubble nuclei to grow up
have been overcome in existing bubbles and vapourisation through existing in-
terfaces becomes easier. When a large amount of nuclei have been formed, the
vapourisation by bubble growth soon become the dominant contributor to phase
change. Via the phase change and the accompanying temperature and pressure
changes, the system evolves to an equilibrium state, subject to prevailing, possibly
time-dependent boundary conditions.

The interfacial flux models are developed to describe how the liquid with large
numbers of bubbles will react to the temperature change and the pressure change
and they are normally formulated in terms of the interfacial area density A;. How-
ever, the current EVUT-Euler equations formulated in previous chapters solve for
the volume fraction of the vapour ag (or the liquid ;). Therefore in order to use
the interfacial flux models in the frame of the Euler equations the relationship
between volume fraction a¢ and interfacial area density A; must be known. The
interface fluxes can be transformed from an amount 'per m? of the interface’ to
an amount 'per m3 of the mixture volume’ once the interfacial area density A; is
given.

Interfacial area density and Sauter mean diameter

The area density of the interface A; between liquid and gas in the volume of V}, is
defined as

A .
A= (6.21)
Vin
where A;,; is the interfacial area. It can also be written as
A; A;
Ai=ag—t = (6.22)
Vg Vi
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The value of the interface area density depends on the structure of the two phase
medium. Extreme cases are formed by the situations of disconnected bubbles in a
liquid continuum and disconnected droplets in a gaseous continuum. In general
the bubbles or droplets will have different sizes, as characterized by a size distri-
bution. The simplest case is the case of mono-sized distribution.

In the case of bubbles in liquid continuum the interface area and volume of gas
phase are given by

Np Np
Y
Aine=Y 72, ngzgqsg,i (6.23)
i=1 i=1

where N}, is the total number of bubbles and ¢,; refers to the diameter of the
i'" bubble. In the case of droplets in gaseous continuum the interface are an the
volume of the liquid phase are given by

Ny Na T
Aine =Y 1%, V":Zg‘f’;i (6.24)
i=1 i=1

where N, is the total number of droplets and ¢4 ; refers to the diameter of the ‘"
droplet.

At this point it is useful to introduce the Sauter mean diameter (SMD). By defini-
tion this is the diameter of a bubble/droplet which has the same volume to surface
ratio as the total collection of bubbles/droplets.

Np 5 Ng 5
6V. Z ¢b,i 6V Z (pd,i
g =1 =
PsmDb = =3 Psmp,d = =% (6.25)
Ajnt b 2 Ajne d 2
2 i, 2. Pa,
1= i=

Consequently in the two limiting cases the interface area density is given by

6a 6a
Ai g A —l

= = (6.26)
dsmpp | Psmpd

In order to express the interface area density A; as a function of the volume frac-

tion, it is necessary to express the Sauter mean diameter as function of the volume
fraction. This can only be done after making further assumptions on the evolution
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of bubble/droplet number. In general, it is useful to introduce the bubble number
density and the droplet number density, as the number of bubbles or droplets in
a given diameter range per unit volume of the mixture n,(¢p) and ni(¢4)

Ntotal 00 Ntotal 00
7 Eni‘”“gf np(91)d(91) "V—zn;‘”“l=f na(pa)d(@a) 6.27)
m 0 m 0

The volume fraction and the Sauter mean diameter can be obtained from the mo-
ments of the distribution. A general quotient of two moments is defined as

J (@n)" nu(¢n)d(p)
Pbmn = T (6.28)
I, (@b)" ni(dp)d(d)
and in the case of bubbles in liquid continuum
SMDb == (f)b,gz (629)
ag = J %qﬁinb(m)d(m):%qbb,gon;,”m’ (6.30)
0
A = J ngynp(@p)d(¢p)=Tdp20n) ! (6.31)
0

the relationship between the interfacial area density and the vapour volume frac-
tion is given as

Pp20  bog

b0 Dbz

For every size distribution, the relation between ¢, 30 and ¢p,2¢ can be found and
it may be possible to find the ratio of ¢ 30 and ¢p,20. On the other hand if ¢p 20
and nZ"ml can both be expressed in terms of known quantities, we also have an
expression for the interface area density.

Ai =6ag

(6.32)

Evolution of interfacial area density

Let us consider first the situation where the total number of bubbles is constant in
time (or in the case of droplets in gas, that the total number of droplets is constant
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in time). This situation occurs when nucleation, and breakup and coalescence
phenomena are absent. The fact that the total number of bubbles or droplets is
constant in time does not imply that the number density is constant because the
volume containing a given number of bubbles or droplets can change under the
influence of vapourisation or pressure changes.

Consider a liquid with ’infinitely small bubbles’ initially contained in an initial
volume V;,; and with initial density

Pini =0g,iniPg,ini +QliniPl,ini (6.33)

where the subscript i ni denotes the initial state. The initial bubble number dens-
ity and initial bubble size distribution are related to the assumed initial gas volume
fraction by

n
total
Ag,ini = g¢b,3o,ininb?,-,f,- (6.34)

The initial bubble number density must be chosen such that above equation is
satisfied, but there are many possibilities. In the case of mono-sized initial size
distribution

Pb,30,ini = Py ini (6.35)
therefore
6 Qg ini 11/3
Qb,ini = Pb32,ini = [— foltzll] (6.36)
T nb,inl

And the initial interface area density is

6Olg,ini 6 ag,ini1-1/3
Ajjini = Bbint =60ag,ini ~ Tiotal
b,ini nb,ini

(6.37)

When vapourisation proceeds, as a reaction to pressure built up in the bubbles, it
will expand to reach a volume V; + V;, such that mass is conserved

PiniVini = pgVet+piV (6.38)

ini Vg Vi

Pini = p +p1
leg+Vl g‘(g+‘/l Vg+

=Pglg+ AP =Pm (6.39)
Vi
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6.2. Quantitative interfacial fluxes model

Here Vg, V; and p,, are time-dependent. If the volume increases from V;,; to V;+V;
with the number of bubbles unchanged, the number of bubbles per unit volume
will decrease by the inverse factor

Pm(t)

nptal (0)=npotel (1 )W 2ttt (tini) =——— o (6.40)
Substituting Eqn.(6.40) into Eqn.(6.30, 6.31), one finds

ag(t) = —¢bso(t)nb,m’(tzm)p”ji:) (6.41)

A0 = mppa(OniZal (et (6.42)

ini

Dividing Eqn.(6.42) by Eqn.(6.41) one finds again

b0  bog

Przo  Pb3e

A; =60, (6.43)

To express A;(t) in terms of ag(t), more information on the size distribution is
needed. In case of a mono-sized bubble size distribution ¢,30 = ¢I3J, Pp,20 = ¢)§
and ¢p32 = ¢p.

Scaling Eqn.(6.43) with Eqn.(6.37), one has

(pblnt ag(t)
A;(t Az ini (644)
(= Aiini g () g im
Directly from Eqn.(6.41)
_[®e 1 Pini 1/3
o= [ nyole (tini) Pm () as(r) (649
Since Eqn.(6.36), one has
ini a (t) 1/3
P1(6)= oo s [ L2 (6.46)

Pm(t) Qg ini
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and substituting Eqn.(6.46) in Eqn.(6.44), we find

A;

Ajini

Pgini Ag(t)1-1/31 ag(t)
'Zi(t)zgg,ini] [ag ]

Qg,ini

.'pg,ini]_l/s
-pm(t)

[ ag(t)]Z/s

Ag.ini

(6.47)

_ 'Pm(t)] 1/3[

“Pg,ini

ag(t) ] 2/3
Qg,ini

This is an explicit equation for the interface area density as function of the initial
conditions and the vapour volume fraction. It holds as long as the assumption
of independent bubbles holds. At high vapour volume fraction, a transition takes
place and one makes the transition from bubbles in liquid to droplets in gas.

After the transition we can view the two phase medium as a collection of shrinking
liquid droplets surrounded by gas, rather than a collection of growing bubbles in
liquid. After the transition the equation for interfacial area density should be given

by

A;=Aj final [

Pm(t)

a;(t)

1
Pl final Al,final

] 2 (6.48)

Here we have introduced the liquid volume fraction and density in the final state
as reference. Since the liquid volume fraction is decreasing in time, the interface
area density is now decreasing in time. To use this formula, it is necessary to
choose a final state with a little liquid left, in similar way as the initial state had
already some vapour present after the critical bubble nucleation.

During a simulation one can switch from using Eqn.(6.47) to using Eqn.(6.48) at
the moment they are equal. The determination of the accuracy of such an ap-
proach needs further investigation.

In summary, the interface area density is zero before nucleation. After nucleation
it grows starting from an initial value. After the transition from bubble growth to
shrinking droplet it decreases to a final value near zero.
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6.2. Quantitative interfacial fluxes model

Flow-regime-dependent interfacial area density model

In (59), Pinhasi et al. proposed a simplified interfacial area model which is flow
regime dependent. For bubbly flows (ag < 0.3), it is assumed that the bubbles are
spherical and having similar diameters throughout one cross-section. Then, using
the notations introduced above, it can be shown that the interfacial area density is
given by

Aj=@B6mn ) a2 (6.49)

in which ny is the bubble number density. For the bubbly-droplets transitional re-
gime or Churn-turbulent flow regime(0.3 < ag < 0.7), the interfacial area density
is influenced by bubble break-up and bubble coalescence at the same time. The
former tends to increase the interfacial area density while the latter tends to de-
crease. The interfacial area density then is taken as constant in that regime and
equal to the value at ag = 0.3

A;=(36mnite)13(0.3)3 (6.50)

For droplet flows ag > 0.7, the interfacial area density takes the form as

A; :(367tn;°ml)l/3(1—ag)2/3 6.51)

It should be noted for (59) that the initial bubble number density is from experi-
mental data while no information on the droplet number density has been given.

6.2.3 Interfacial fluxes: phase transition

The quantitative interfacial fluxes model is developed from non-equilibrium ther-
modynamics. We start with a very brief introduction to non-equilibrium thermo-
dynamics, mainly concentrating on the two cornerstones of the theory, the en-
tropy production rate and the local-equilibrium hypothesis. Then we shall intro-
duce the interfacial fluxes model developed by Kjelstrup and Bedeaux for hetero-
geneous non-equilibrium system (43) which will allow us to include the influence
of phenomena at the liquid-vapour interface into the interfacial models.
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6. Source term modeling

Introduction of non-equilibrium thermodynamics

The fundament of classic thermodynamics is based on thermodynamic equilib-
rium. However, many natural processes are irreversible processes in thermody-
namic non-equilibrium, including heat conduction, mass diffusion, electrokin-
etic phenomena, electrode reactions and chemical reactions. As the time pro-
ceeds, systems in those processes are continuously changing and spontaneously
approaching thermodynamic equilibrium. The research on those irreversible ther-
modynamic processes boosted the development of non-equilibrium thermody-
namics, which can be traced back to the nineteenth century. But it is from the
1930s, when Lars Onsager, a Norwegian researcher, started his pioneering research
works, that the research on non-equilibrium thermodynamics bloomed. Onsager
is regarded as the founder of non-equilibrium thermodynamics and received the
Noble Prize in Chemistry in 1968 (43).

Non-equilibrium thermodynamics describes transport processes in systems that
are in global non-equilibrium. But some thermodynamic parameters like temper-
ature, pressure and entropy etc. have clear definitions in thermodynamic equilib-
rium systems only. To overcome this difficulty, non-equilibrium thermodynamics
uses alocal-equilibrium hypothesis, which assumes the system in non-equilibrium
can be separated into many system elements. One system element is so small from
a macroscopic perspective that its properties can be represented by the properties
of one point inside of it, but big enough from a microscopic perspective that it con-
tains sufficiently many molecules that its properties can be evaluated statistically.
At moment ¢, the system is separated into n pieces of system elements. Assum-
ing after time interval d ¢, each system element has reached its own equilibrium
states, it is possible to define the thermodynamic parameters, e.g. T;, p; or s; etc.
for every system element. In this way, the whole system, still not in global equilib-
rium, can be described by the thermodynamic parameters of all system elements.

The key feature in non-equilibrium thermodynamics is entropy production. Using
the local equilibrium hypothesis, the second law of thermodynamics can be refor-
mulated in terms of the local entropy production rate in the system, o, which is
given by the product sum of the so-called conjugate fluxes, J; and forces X;, in the
system. The second law becomes

o= JiXi>0 (6.52)
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6.2. Quantitative interfacial fluxes model

Each flux is a linear combination of all forces and the corresponding phenomeno-
logical coefficients L;j,

Ji= LijX (6.53)
7

The applications of non-equilibrium thermodynamics concentrate on

e distinguishing and deriving the driving forces X;;
¢ modeling and validating the phenomenological coefficients L;;;

¢ estimating and validating the fluxes J;.

The Kjelstrup-Bedeaux model

Kjelstrup and Bedeaux developed a non-equilibrium thermodynamics theory in
great detail for heterogeneous systems, which distinguishes itself from the one for
homogeneous systems in considering interfaces, or phase boundaries. Their the-
ory is suitable for the BLEVE simulation for the careful considerations on the inter-
faces when the interfacial fluxes are evaluated. Meanwhile, Kjelstrup and Bedeaux
also give many application examples, of which the case of "evaporation and con-
densation’ can be used as the interfacial fluxes model directly (43).

In Chapter 11 of (43), the entropy production o in the interface between the va-
pour and the liquid is expressed in term of the adjacent liquid temperature T or
the adjacent vapour temperature 7§ as

grl 1 ps(TH—pl(1rh
o) = Jf |-
/ 1 Apgu(T!
= ]qul,g(?H][—%()] (6.54)
_ ol 1 us(T8)—u!(T8)
os(T%) = Jg [ﬁ_ﬁ]-’_][_ T8 ]
gl 1 Apgu(T8
= quA,,g(?)Jr][—%()] (6.55)
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in which

1 ..
Aj g(?) denotes the thermal driving force
Al,g.u(Tk) . ..
B denotes the chemical driving force
J is the mass flux

];,g is the measurable heat flux from the vapour into the interface
](;l is the measurable heat flux from the liquid into the interface

For non-ideal gases concerned in this research, the chemical force is expressed as

_ Apgu(T) B f

B m— 6.56
T " (D) (6:56)

where f is the fugacity and fs,,(T) is the saturation fugacity at the temperature
T. Because the total heat flux through the interface J; is constant and satisfies the
identity

Jo=IE+hE] =Tl +n'] (6.57)

we need to evaluate the fluxes from one side of the interface only, e.g. the liquid
side. The flux equations derived from Eqn.(6.54) are

1 S8 '8 | .58
Al'g(?): Tag Jg +Tqu J
fl , (6.58)
_ L SE '8 s
“Rin———r= 1y Jg +1,8]

fsar(TH

Eqn.(6.58) expresses that the interfacial fluxes are coupled with the driving forces
by the corresponding interface resistivities, which can be derived from kinetic the-
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ory as (page 165 in (43))

sg VT(TS)2 (1+ 104)

9 4Rpegymp 257
VT(T$)™1 16
Taw =i = —(g ) (1 + —) (6.59)
80¢ Ump 57
. 2RYT . 1 23
ré = (0 —— —)
M pSump s ¢ T 32

in which 7+ is the interface temperature; vy, ,(T%) = 1/ 2RT* /my, is the most prob-
able thermal velocity; p§ is the equilibrium coexistence molar density of the gas;
o ., the condensation coefficient and ), the molar mass.

For o, values between 0.1 and 1.0 have been reported (101) and later, o is found
to increase from a value of about 0.4 close to the critical point to a value of about
0.8 close to the triple point in non-equilibrium molecular dynamics (NEMD) sim-
ulations (100). An averaged value of 0.6 is chosen for the BLEVE simulation since
no analytical expression for o, can be derived from the NEMD data. For the in-
terface temperature T*¢, this temperature can be well approximated by the liquid
temperature very close to the interface (73). In our BLEVE simulation, the inter-
face temperature T* has to be approximated by the liquid temperature T! because
the temperature distribution with one fluid particle in the particle-path algorithm
is not available in general and we have to assume the liquid temperature very close
to the interface is not different from the ones away from the interface within one
fluid particle.

In the BLEVE simulation, the liquid/vapour pressure p, the liquid enthalpy h! and
the vapour enthalpy /8 are numerically solved from EVUT Euler equations. Then
the liquid temperature T/, the vapour temperature T8, the liquid fugacity f; and
the saturation fugacity fs,(7;) are known from the equation of state. As the result,
Eqn.(6.58, 6.59) can be used to solve for ];,g and J as long as the interface temper-

ature T is known. When ];g and J are known, the interfacial fluxes at the liquid
side can then be solved from Eqn.(6.57).

The interfacial fluxes model developed by Kjelstrup and Bedeaux is interfacial area
dependent and together with the interfacial area density model, the interfacial
mass flux m; ¢ and the interfacial heat flux g;  for EVUT-Euler equations can been
derived as
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mi,g = ]AiA (6.60)

qie = JfAA (6.61)

6.3 The wall and tunnel geometry terms

Including the tunnel geometry terms is quite straight forward. In 1D geometry,
the cross-sectional area A(x) and the altitude Z(x) of the tunnel are given func-
tions of the locations in the tunnel axial direction. For the reason of simplification,
we assume the tunnel has constant cross-sectional area and is placed horizontally,
therefore dA/dx=0and dZ/dx =0.

More importantly, we also simplify the wall source terms by setting the wall adia-
batic g,k =0 and frictionless 7, x =0 because

1. When a BLEVE occurs in a tunnel, the heat transfer between the tunnel wall

and the fluids in the tunnel is a process much slower than the shock blasting
phenomena. Therefore the amount of heat transferred, if existing, is relat-
ively small. On the other hand, the feature of a BLEVE we want to capture is
the rapid phase transition triggered by homogeneous nucleation and driven
by the excessive energy stored in PLG itself instead of transferred from the
ambient. If the heat transferred from the tunnel wall is comparable to the
excessive energy stored in PLG, the nucleation will most probably occur on
the wall taking the form of heterogeneous bubble nucleation, instead of ho-
mogeneous bubble nucleation;

2. As the length scale of a BLEVE transits from centimeters in the lab to meters

in the reality, the influence of the wall (friction and heat transfer) on the bulk
fluid in average in 1D simulation will definitely decrease, no matter from the
dynamic or the thermodynamic point of view.

For above reasons, we think our simplifications on the wall geometry terms are
reasonable and proper.
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CHAPTER 7

INTEGRATION OF THE TUD MODEL
FOR BLEVE SIMULATION

In previous chapters, components for BLEVE simulation has been introduced sep-
arately, including

e The conservative equations: the EVUT Euler equations for two-phase flow
and the normal Euler equation for single-phase flow;

o The solution algorithm: the particle-path algorithm of the method of char-
acteristics;

e The equation of state: the Peng-Robinson-Stryjek-Vera EOS in the modified
StanMix of FluidProp;

e The source term models

- the interfacial fluxes models: the relaxation-time model; the Kjelstrup-
Bedeaux interfacial fluxes model with the Delale et al. 2003 bubble
nucleation model and the interfacial area evolution model;

— the model for the wall and tunnel geometry terms: the adiabatic, fric-
tionless wall and the horizontal tunnel with constant cross-sectional
area.
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7. Integration of the TUD model for BLEVE simulation

In this chapter, we will introduce how to integrate the four parts together to pre-
dict the peak pressure of a shock blast generated by a BLEVE. For the purpose of
convenient description and being in line with the Pinhasi et al. model and the
TNO model, our model will be collectively named as 'the TUD model’ in which
the model using the relaxation time model for the interfacial fluxes is named as
‘the TUD-RT model’ and the model using the interfacial fluxes model derived from
non-equilibrium thermodynamics is named as 'the TUD-NET model.

7.1 Solution algorithm for the TUD-RT model

The TUD-RT model using the relaxation time model follows the path of previous
researches (28) (58) and consists of

Conservation equations The two-phase EVUT Euler equations for the PLG
region and the single-phase Euler equations for the air region;

Solution algorithm The two-phase PP-MOC algorithm for the PLG region
and the single-phase PP-MOC algorithm for the air region;

E.O.S. The PRSV-EOS;

Source term models

— Interfacial fluxes: the relaxation-time model,;

— Tunnel relevant models: horizontal tunnel with uniform cross-section
and adiabatic, frictionless wall.

Using EVUT Euler equation for the PLG region from the very beginning of the com-
putation means automatically excluding bubble nucleation because obviously EVUT
Euler equations can describe neither the single-phase flow nor the transition of
single-phase flow to the two-phase flow (bubble nucleation). As the result, PLG
must be initially two-phase and normally it is assumed that PLG is a two-phase
mixture with very low vapour volume fraction, e.g. 107%. The low void fraction
assures that, with certain mixing rule, the thermophysical properties of the PLG
two-phase mixture is very close to the ones of the PLG liquid. Such treatments
have been found in (28) (58) and (74).
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Figure 7.1: The TUD-RT model

The relaxation-time model is selected for the reason of simplicity and robustness.
Similar to the arbitrary initial void fraction of the PLG mixture, the relaxation-time
model also brings in another arbitrary parameter - the relaxation time. Therefore it
will be revealed later that the TUD-RT model is not predictive on the peak pressure
generated by shock blasts because shock blasts are sensitivity to the relaxation

times.

The schematic plot of the integration of the TUD-RT model is in Fig.(7.1) and the
computational steps are explained below:

e Step 1 - Get PLG/Air initial states: the initial pressure/temperature and arbit-
rary initial void fraction of PLG, the initial pressure/temperature of air and
the inlet/outlet boundary conditions;

o Step 2 - Get Mesh geometry: the length, the mesh size (or the particle num-
bers) of the PLG region and the air region respectively;

123



7. Integration of the TUD model for BLEVE simulation
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Step 3 - Get Time parameter: the total computational time and the frequency
of data storage;

Step 4 - Compute liquid/vapour enthalpies for PLG; density for air;

Step 5 - Mesh set-up: build up the mesh, including the normal particles, the
contact face, the inlet and the outlet;

Step 6 - Assign properties to particles: assign properties to the normal particles,
the contact face particles and the inlet/outlet particles;

Step 7 - Determine the moments of data storage: because the time step of
PP-MOC is random, the moments of data storage must be predefined for
comparing the outputs from different computations;

Step 8 - Determine time step: as explained in previous chapters, the min-
imum of the maximum time steps of all particles is chosen;

Step 9 - PLG or Air: if the particle is PLG, two-phase PP-MOC is chosen for
solving the pressure, velocity, void fraction, liquid/vapour enthalpies of that
particle; if the particle is air, single-phase PP-MOC is chosen for solving the
pressure, velocity and density of that particle;

Step 10 - Compute auxiliary properties: use EOS to compute other auxiliary
properties including densities and sonic speeds of PLG liquid/vapour/mixture;
sonic speed of air etc.;

Step 11 - Compute source terms: compute the wall and tunnel geometry
terms and use the relaxation-time model to compute the interfacial fluxes
for PLG particles;

Step 12 - Compute C; coefficients;

Step 13 - Update particles properties;

Step 14 - Compute current time;

Step 15 - Time to save data: Yes to store data and proceed; No to proceed;

Step 16 - Time to stop main loop: No to return to Step 8 ; Yes to stop.
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7.2 Solution algorithm for the TUD-NET model

The TUD-NET model consists of

Conservation equations The two-phase EVUT Euler equations for the two-
phase particles and the single-phase Euler equations for the single-phase
particles;

Solution algorithm The two-phase PP-MOC algorithm for the two-phase
particles and the single-phase PP-MOC algorithm for the single-phase particles;

E.O.S. The PRSV-EOS;

Source term models

— Interfacial fluxes: the Kjelstrup-Bedeaux model with the Delale et al.
2003 bubble nucleation model and the interfacial area evolution model;

— Tunnelrelevant settings: Horizontal tunnel with uniform cross-section
and adiabatic, frictionless wall.

Compared with the TUD-RT model, the TUD-NET model is phase-dependent in-
stead of fluid-dependent, which means for two-phase particles (only possible for
PLG), two-phase PP-MOC is chosen while for single-phase particle (PLG or air),
single-phase PP-MOC is applied. In this way, it is possible to implement bubble
nucleation in the model because PLG particles can be initially single-phase. The
function of bubble nucleation model is to describe the generation of bubble, or
mathematically to say, to allow the vapour volume fraction jump from zero to
a finite value in the process of bubble nucleation. When the criteria of bubble
nucleation are fulfilled, single-phase PLG particles will become two-phase PLG
particles and correspondingly, the solution algorithm for solving their properties
is switched.

The schematic plot of the integration of the TUD-NET model is in Fig.(7.2) and the
computational steps are explained below:

e Step 1 - Get PLG/AIr initial states: the initial pressure/temperature of PLG
liquid, the initial pressure/temperature of air and the inlet/outlet boundary
conditions;
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Figure 7.2: The TUD-NET model

Step 2 - Get Mesh geometry: the length, the mesh size (or the particle num-
bers) of the PLG region and the air region respectively;

Step 3 - Get Time parameter: the total computational time and the frequency
of data storage;

Step 4 - Compute enthalpy for PLG liquid; density for air;

Step 5 - Mesh set-up: build up the mesh, including the normal particles, the
contact face, the inlet and the outlet;

Step 6 - Assign properties to particles: assign properties to the normal particles,
the contact face particles and the inlet/outlet particles;

Step 7 - Determine the moments of data storage: because the time step of
PP-MOC is random, the moments of data storage must be predefined for
comparing the outputs from different computations;
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Step 8 - Determine time step: as explained in previous chapters, the min-
imum of the maximum time steps of all particles is chosen;

Step 9 - Single or two-phase: if the particle is two-phase (only possible for
PLG), two-phase PP-MOC is chosen for solving the pressure, velocity, void
fraction, liquid/vapour enthalpies of that particle. If the particle is a single-
phase particle, single-phase PP-MOC is chosen for solving the pressure, ve-
locity and density of that particle. If the particle is a single-phase PLG particle
which will cross the KSL at the following moment, bubble nucleation model
will be applied, which transforms that particle into two-phase. From the
next moment on, two-phase PP-MOC will be chosen for solving the pres-
sure, velocity, void fraction, liquid/vapour enthalpies of that particle;

Step 10 - Compute auxiliary properties: use EOS to compute other auxili-
ary properties including densities and sonic speeds of two-phase particles;
sonic speed of single-phase particles etc.;

Step 11 - Compute source terms: compute the wall and tunnel geometry
terms and use the Kjelstrup-Bedeaux model and the interfacial area evolu-
tion model to compute the interfacial fluxes terms of two-phase particles;

Step 12 - Compute C; coefficients;

Step 13 - Update particles properties;

Step 14 - Compute current time;

Step 15 - Time to save data: Yes to store data and proceed; No to proceed;

Step 16 - Time to stop main loop: No to return to Step 8 ; Yes to stop.
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CHAPTER 8

ReEsuLTs FROM THE TUD-RT MODEL

In this chapter, we will give the results from the TUD-RT model using the relaxa-
tion time model for the interfacial fluxes. Those results can be used to qualitatively
understand the BLEVE phenomena in 1D tunnel geometry. A precondition for us-
ing the relaxation time model is that PLG must initially consist of two phases, be-
cause there is no bubble nucleation model that takes the zero-to-non-zero jump
of the void fraction into account, therefore the initial void fraction throughout the
PLG region is chosen to be an arbitrary non-zero small value.

The ambient air is initially in the normal state, 1a¢tm and 25°C. The computa-
tional domain is taking the exact formation as Fig.(2.4) demonstrates.

8.1 Initially saturated PLG two-phase mixture

In this section, it is assumed that the PLG liquid and the PLG vapour are initially at
their saturated states. For the standard case, the design pressure of the PLG tank
is used as the initial PLG pressure when the tank ruptures. Several important fea-
tures can be observed from the computational results, including the rarefaction
wave, the pressure-drop, the pressure-recovery, the moving of the contact face as
well as the development of the shock wave. The influences of the initial PLG pres-
sures and the relaxation times on those phenomena have been examined. The
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relaxation time model is adequate for the qualitatively analysis of a BLEVE only.

8.1.1 The standard case: tank ruptured at the design pressure

The design pressure of PLG tank is 17.7bar, therefore the initial settings for this
standard case computation are given as

e PLG: Propane

Initial PLG pressure: po=17.7bar

Initial PLG liquid/vapour temperature: Ty = T;4;(po) =324.25K =0.877T;

Initial void fraction: a =10-6

Relaxation time: ¢;  =0.1ms

The tank is assumed to be fully loaded. Fig.(8.1, 8.2, 8.3, 8.4, 8.5) give the profile
evolution for pressure, velocity, density, sonic speed and void fraction, respectively.
We will explain some important features from those figures. The red dot in the
profiles represents the location of the contact face between the PLG and the air.

In Fig.(8.1) of the pressure profile, initially the system consists of two parts, the
PLG region at high pressure and the air region at 1atm. As the time proceeds, the
contact face is moving rightwards meaning the PLG region is expanding and there
is no pressure jump at the contact face meaning the pressure continuity always
holds at the contact face. A shock gradually forms during its propagating to the
right end. A rarefaction wave followed by a pressure-recovery is propagating to the
left end. The pressure-recovery is due to liquid-to-vapour transition and results in
temporary liquid-vapour equilibrium at a pressure lower than the initial PLG pres-
sure. When the rarefaction wave hits the left wall, the pressure on the wall drops
to a level lower than ever due to the reflection of the rarefaction wave, which can
cause more liquid to vapourise closing to the left wall, see Fig.(8.5). Later on, the
rarefaction wave disappears and the system consists of three parts, an expanding
PLG two-phase mixture, the compressed air and the undisturbed air.

In Fig.(8.2) of the velocity profile, the system is initially at rest. As the time pro-
ceeds, the PLG and the air near the contact face start to move. Gradually, a shock
is formed and propagating to the right end, represented by the velocity jump in
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the air region. The velocity continuity also holds at the contact face. In Fig.(8.3)
of the density profile, two density jumps occur at the shock and the contact face,
respectively.

In Fig.(8.4) of the sonic speed profile, it is physically correct to observe the lowest
sonic speed in the PLG region appears in the region with medium void fraction.
The existence of the two-phase interface, especially in the form of bubble surface,
can slow down the propagation of the sound wave within the fluid.

In Fig.(8.5) of the void fraction profile, the rapid vapourisation results in rapid
growth in the void fraction, e.g. within 0.2 m s, the PLG near the contact face has al-
most fully vapourised. It can also be observed that the reflection of the rarefaction
wave causes faster void fraction increasing closing to the left end wall.

Compared with the experiments on evaporation fronts discussed in Chpt.(2), the
simulated 1D BLEVE using the TUD-RT model has demonstrated not a compres-
sion wave but a shock wave and the combination of the expansion wave and the
evaporation front, which all attributes to the nature of rapid vapourisation of PLG
liquid at relatively high superheat.

In following discussions, evolution of the profiles will take compact forms as shown
in Fig.(8.6).

8.1.2 Influence of the initial PLG pressure

The initial PLG pressure has direct influences on the shock wave. Fig.(8.7) gives
the evolution of the pressure profile of three initial PLG pressures, 8 bar, 18bar
and 28 bar using the same relaxation time 0.2 ms and the same initial void frac-
tion 1.076. The profiles evolve in similar manners, but with different magnitudes.
Faster shock waves also cause higher pressure jumps, which is physically correct.

8.1.3 Influence of the relaxation time

The value of the relaxation time influences the magnitude of the pressure-recovery
and the shock wave. Fig.(8.8) demonstrates the evolution of the pressure profile of
three relaxation times, 0.1 ms, 0.5ms and 2 ms for the same initial PLG pressure
28bar and the same initial void fraction 10~°. In the three cases, the propagation
of the rarefaction wave are the same, however, the pressure-drop after the rarefac-
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Figure 8.4: Evolution of sonic speed profile
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8. Results from the TUD-RT model

Pressure[Pa]

25F

\\\\\;}%%%?Nq; ’l'
A

LT

"'r’f'i? ’ﬁl‘\ E”f)tpzn: g:\ir d / Right End O
.0’:':'0"0’!":'0'{93’!??\ mow T
U1 -

Red star : contact face of propane/air

e

u.m‘qo‘o‘o‘."m!’{ |
i

X[m]

Figure 8.7: Influence of the initial PLG pressures

tion wave and the following pressure-recovery are different in magnitude. The
shock speeds and the pressure jumps after the shock waves are also different in
magnitude. Therefore, the relaxation time model can not be used as a predictive

model.

8.2 Initially superheated PLG liquid with saturated PLG
vapour

In this section, it is assumed that the PLG liquid is in a superheated state and the
vapour is on the saturation curve with the same pressure as the liquid. This case
may represent the scenario that bubble nucleation has already started in the PLG
tank and keeps going due to external heating before the sudden tank rupture.
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8.2. Initially superheated PLG liquid with saturated PLG vapour
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The initial settings for the computation are given as below,

e PLG: Propane

Initial PLG pressure: pg = 17.7 bar

Initial PLG liquid temperature: Tp; = 1.05 X T54:(po) = 340.46 K =0.9217T;

Initial PLG vapour temperature: Ty, g = Tsq/(po) = 324.25K = 0.877T;

Initial void fraction: @ =105

Relaxation time: t; y =0.2ms

Magnificent differences can be observed in the pressure profile and the void frac-
tion profile in Fig.(8.9) from the ones in Fig.(8.6). The pressure and the void frac-
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8.2. Initially superheated PLG liquid with saturated PLG vapour

tion of the PLG mixture automatically increases before the rarefaction wave ar-
rives. The reason is that the liquid is initially superheated and not in equilib-
rium with the neighbouring vapour which is saturated, the liquid-to-vapour phase
transition starts automatically before the rarefaction wave arrives. As the result,
the pressure of the PLG increases to a level higher than its initial value as well as
the void fraction. It is also interesting to observe that the pressure of PLG mixture
passed by the rarefaction wave becomes higher than the pressure of PLG mixture
ahead of the rarefaction wave, which attributes to the larger void fraction caused
by the depressurisation process of the rarefaction wave.
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8. Results from the TUD-RT model
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CHAPTER 9

ResuLTs FROM THE TUD-NET MODEL

In this chapter, we will give the results from the TUD-NET model consisting of the
Delale et al. 2003 model for the homogeneous bubble nucleation, the interfacial
area evolution model and the Kjelstrup-Bedeaux model for the interfacial fluxes in-
troduced in Chpt.(6). The introduction of homogeneous bubble nucleation model
allows i) to set the initial PLG state as pure liquid instead of two-phase mixture; ii)
the discussion on the possibilities of shock generation for the first time. Compu-
tations are carried out based on several parameters that may influence the shock,
including the initial PLG temperature, the initial PLG pressure and the initial PLG
volume.

The simulations use a very small time step and to keep the total computational
cost affordable, the size of the computational domain is limited to u m scale. This
does not prevent that relevant conclusions can be drawn.

The ambient air is initially in the normal state, 1atm and 25°C. The computa-
tional domain is taking the exact formation as Fig.(2.4) demonstrates.
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9. Results from the TUD-NET model

9.1 The standard case: tank ruptured at the design
pressure

The initial settings for the computation of the standard case are given as

e PLG: Propane
e Initial PLG pressure: po=17.7bar

o Initial PLG temperature: To; = Tsq:(po) = 324.25 K =0.8771;

Fig.(9.1) demonstrates that the spacial profiles of the pressure, the velocity, the
density, the sonic speed and the void fraction evolve in time. The position of the
contact face is marked with a red star and the computation will stop if the shock is
close to the left end or the outlet.

After observing those profiles, we can draw the conclusion that if the tank con-
taining saturated PLG ruptures at the design pressure 17.7bar, a BLEVE will not
occur in the subsequent processes. As seen in the pressure evolution profile in
Fig.(9.1), the contact face hardly moves outwards even after the rarefaction wave
has reached the left end wall and no obvious pressure jump has been observed in
the air region. The relatively slow movement of the contact face represents that
the whole PLG region neither increases greatly in its total volume nor pushes the
air aside rapidly. Therefore no shock has been generated. The velocity profile in
Fig.(9.1) evolves in a roughly symmetric manner around the contact face showing
that both fluids are flowing to the outlet together and there is no clear indication
that PLG is pushing the air.

BLEVE does not occur because pure PLG liquid has not reached the superheat
limit during the depressurisation process, hence homogeneous bubble nucleation
has not been triggered to generate critical bubbles. Without large numbers of crit-
ical bubbles, phase transition from the liquid to the vapour through the bubbly
interfaces becomes impossible. As the direct evidence, the void fraction evolution
profile in Fig.(9.1) remains zero throughout the whole computation.
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9. Results from the TUD-NET model

9.2 Tank ruptured with 25 bar saturated PLG

In this section, the initial pressures of the saturated PLG are taking a higher value,
i.e. 25bar so that homogeneous bubble nucleation will occur during the depres-
surisation process as

e PLG: Propane
e Initial PLG pressure: po=25bar

e Initial PLG temperature: To = Ts4¢(po) =340.92 K =0.922 T,

The results are demonstrated in Fig.(9.2). As shown in the pressure profiles, a
shock with the pressure jump of approx. 0.47 bar has been developed and further
propagates to the outlet. The velocity jump at the shock has reached 100m/s, al-
most 10 times the one in the standard case, which can not be completely explained
by the difference in the PLG initial pressures. In the density evolution profile, two
jumps can be clearly observed at the contact face and at the front of moving air
respectively.

The void fraction profiles include several interesting observations. To the right of
the contact face, the void fraction remains zero since it is in the air region. Jumps
from zero void fraction to non-zero void fraction due to homogeneous bubble nuc-
leation occur throughout the PLG region as the rarefaction wave propagates. Once
the critical bubbles are formed, the vapourisation proceeds gradually compared
with the sudden jump due to homogeneous bubble nucleation. It is speculated
that the faster increasing of the void fraction close to the left end wall than in the
region away from the left end wall is due to the reflection of the rarefaction wave
on the solid surface.

Compared with the computation in the previous section, three key phenomena
of a BLEVE have been recognized: i) the rapid boiling of the liquid recognized by
the rapid increase of the void fraction in the PLG region; ii) the expansion of the
PLG region recognized by the rapid motion of the contact face and iii) a shock
generated in the air recognized by the pressure jump at the leading edge of the
moving air. So we can say a BLEVE occurs.

The simulated BLEVE consists of the expansion wave, the contact discontinuity
and the compression wave (in shock format) mentioned in Sec.(2.1.4). Because
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9. Results from the TUD-NET model

the PLG in the simulation has reached the KSL during the depressurisation pro-
cess, the evaporation wave or the evaporation front is attached to the rarefaction
wave. In other words, the dwell time for the onset of the evaporation wave is ex-
tremely short in the BLEVE simulation. This difference is determined by the differ-
ence in the level of superheat between the BLEVE simulation and the experimental
studies in Sec.(2.1.4).

9.3 The shocklocation and the shock properties

Before the research on the shock properties further proceeds, we need first locate
the shock in the air region.
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Figure 9.3: Diffused shock with shock locations marked by blue stars

If we zoom in at the front end of the moving air in the pressure profile in Fig.(9.3),
we can see that the shock is captured by several particles as a slope instead of a
real discontinuity. It is because that that first-order differencing scheme is applied
in the particle-path algorithm. The numerical diffusion at the shock location is
inevitable, which brings problems to accurately allocate the position of the shock
as well as to accurately get the fluid properties there. Although in the research of
tunnel safety, the magnitude of the pressure jump at the shock location is more
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9.3. The shock location and the shock properties

interesting than the location itself, a criterion to select a representative location
for the shock is still essential.

It is known that both the pressure gradient and the velocity gradient at the discon-
tinuity are infinity, therefore we select the location of the particle with the largest
velocity spacial gradient referring to its nearest stationary particle in the air region
as the representative location of the shock. In Fig.(9.3), those locations are marked
with blue stars. From now on, we will use the properties at the shock locations as
the properties of the particles that the shock just passed by or the properties of the
shock tail particle as introduced in Chpt.(5).
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Figure 9.4: The evolution in time of the pressure and the velocity at the shock
location

For the case of tank ruptured with 25 bar saturated PLG, the time evolution of the
pressure and the velocity at the shock location is demonstrated in Fig.(9.4). The
pressure and the velocity at the shock locations demonstrate consistency in their
variation. They both quickly jump to relatively high values, then gradually reach
their maxima and finally start to decay. The decay of shocks has been well studied
in (44) and we will discuss it later.

It should be noted that the shock pressure fluctuates intensively in the early stage
as seen in Fig.(9.4). It is neither a numerical effect nor a physical effect, but only
caused by the definition of the shock location. As seen in Fig.(9.5), the shock is
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9. Results from the TUD-NET model

gradually being generated after the computation starts. The shock locations, ac-
cording to our definition, are not stable because the particle with the largest ve-
locity spacial gradient does not locate stably on the shock. Therefore the shock
pressures fluctuate intensively. As time passes by, the fluctuation of the shock pres-
sure tends to be stable because the shock profile becomes more and more stable.
So the fluctuation in the shock pressure in the early stage is completely caused by
the method of data post-processing to obtain the shock properties.
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Figure 9.5: The pressure profiles in the early stage, shock locations marked by
blue stars

9.4 Minimal pressure needed for BLEVE

From previous computations, we know that the shock can only be generated if the
PLG near the contact face vapourises rapidly. This relationship can be used to find
out the hazardous initial conditions of the PLG that can generate a shock when
the tank ruptures. For each initial pressure, three temperatures are tested, i.e. the
normal temperature T; =298.15 K|, the saturation temperature 7> = T;4:(po) and a
temperature close to the kinetic superheat limit temperature of the initial pressure
T3 =0.999 Tk s1(po). For the calculation of Tks;, the reader can refer to Chpt.(6).
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9.4. Minimal pressure needed for BLEVE

The initial conditions and the results are both listed in Tab.(9.1) and plotted in
Fig.(9.6). Note: For the cases of initial pressure higher than 32bar, homogen-
eous bubble nucleation is triggered but the computation for finding the solution
of homogeneous bubble nucleation is stuck in dead loop. Adjusting the bracket-
ing method by using finer steps can solve this problem. Since the pressures have
been much larger than the design pressure of the tank, we think limiting the initial
pressures lower than 31.5bar is more convenient and practical.

Irrespective of temperature, a shock can only be generated if the initial PLG pres-
sure is higher than 20.5 bar and no shock will be generated if the initial PLG pres-
sure is lower than 20bar. Therefore 20.5bar is the minimal pressure needed for
propane BLEVE surrounded by the ambient air in normal conditions.

Table 9.1: Initial states and shock generation

Po T Shock | T =Tsqt(po) Shock | T3 =0.999Tksr(Tp) Shock
[bar] | [K] [K] (K]

36 298.15 Yes* 360.33 Yes* 361.14 Yes*
34 298.15 Yes* 357.16 Yes* 358.85 Yes*
32 298.15 Yes* 353.85 Yes* 356.66 Yes*
31.5 298.15 Yes 353.00 Yes 356.13 Yes
31 298.15 Yes 352.14 Yes 355.60 Yes
30 298.15 Yes 350.38 Yes 354.55 Yes
29 298.15 Yes 348.59 Yes 353.51 Yes
28 298.15 Yes 346.75 Yes 352.49 Yes
27 298.15 Yes 344.85 Yes 351.48 Yes
26 298.15 Yes 342.92 Yes 350.48 Yes
25 298.15 Yes 340.92 Yes 349.49 Yes
24 298.15 Yes 338.87 Yes 348.51 Yes
23 298.15 Yes 336.75 Yes 347.53 Yes
22 298.15 Yes 334.57 Yes 346.56 Yes
21 298.15 Yes 332.21 Yes 345.59 Yes
20.5 298.15 Yes 331.15 Yes 345.11 Yes
20 298.15 No 329.97 No 344.63 No
19 298.15 No 327.54 No 343.67 No
18 298.15 No 325.03 No 342.71 No
17 298.15 No 322.40 No 341.75 No

151



9. Results from the TUD-NET model
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Figure 9.6: The initial conditions of the PLG and the shock generation

9.5 Influence of the initial PLG temperature

In this section, the influence of the initial PLG temperature is investigated. We
carry out computations with three initial PLG temperatures listed in Tab.(9.1) for
pressure 25 bar. The volumes of the PLG in three cases are the same.

PLG: Propane

Initial PLG pressure: pg=25bar

Case-1 Initial PLG temperature: Tp; =293.15 K =0.793T;

Case-2 Initial PLG temperature: Ty = Ts4:(po) =340.92 K =0.922T,

Case-3 Initial PLG temperature: Tp3=0.999 Txs1(po) =349.49 K =0.945T;

The evolutions of the shock pressure for the three cases are shown in Fig.(9.7). The
difference between the results of Case-2 and Case-3 is minor because the differ-
ence in the initial temperature is minor, therefore the difference in the initial PLG
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9.5. Influence of the initial PLG temperature

states is minor. On the other hand, same initial pressures with similar initial tem-
peratures in Case-2 and Case-3 will result in similar homogeneous bubble nucle-
ation in those two cases, therefore the following vapourisation and expansion of
the PLG in Case-2 and Case-3 are taking similar manners. As we observe the con-
tact face pressure evolutions of Case-2 and Case-3 in Fig.(9.8), we can directly draw
the conclusion that the contact face pressures also evolves with negligible differ-
ence in those two cases. Because the air is 'pushed’ by PLG in similar manners, it
is not strange that the shocks generated in Case-2 and Case-3 are similar.
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Figure 9.7: The influence of the initial PLG temperature on the time evolution of
the shock pressure

If we compare the shock pressure in Case-2 and Case-3 with the one in Case-1,
we find in Fig.(9.7) that the shock pressures in the high temperature cases (Case-2
and Case-3) first become higher, then become lower than the one in low temper-
ature case (Case-1) and finally show the trend of becoming higher than the one in
low temperature case again. It brings an interesting conclusion on evaluating the
shock blast of a BLEVE. When the initial pressures and the volumes of PLG are the
same, the dependence of the shock pressure on the the initial PLG temperature
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9. Results from the TUD-NET model

are not as straightforward as we thought: higher initial PLG temperatures result
in higher shock pressures. It turns out that there exists a time window (or a spa-
cial window considering the shock propagation in space) in which the shock blast
caused by low temperature PLG are stronger than the one caused by high temper-
ature PLG, although the difference is minor in current simulations.
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Figure 9.8: The influence of the initial PLG temperature on the time evolution of
the contact face pressure

The contact face pressures in Fig.(9.8) and (9.9) show the similar behavior as the
shock pressure, but in a faster pace, i.e. the contact face pressures in high temper-
ature cases become lower than the one in low temperature case at about 0.08 ns
while for the shock pressure, the time is about 0.8 nns; the contact face pressures
in high temperature cases become higher than the one in low temperature case at
about 0.5 ns while for the shock pressure, it will probably occur after 4.5ns. The
positive correlation between the contact face pressure and the shock pressure is
confirmed. The variation of the contact face pressure is the cause of the variation
of the shock pressure, which also proves that the decay of the shock pressure is not
a numerical effect. Otherwise, the decay of the shock pressures in all three cases
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9.5. Influence of the initial PLG temperature

will be similar after the shock pressure in high temperatures cases become equal
to the one in the low temperature case at about 0.9 s in Fig.(9.7).
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Figure 9.9: The influence of the initial PLG temperature on the time evolution of
the contact face pressure, 0 — 1ns

We also notice in Fig.(9.9) that immediately after the tank ruptures, the contact
face pressure drops to about 1.16 bar in high temperature cases while to about
1.28 bar in the low temperature case. So the magnitude of the pressure drop in
high temperature cases is larger than the one in the low temperature case, which
indicates that a more superheated state is reached in high temperature cases than
in the low temperature case. Therefore the vapourisation of the liquid PLG at the
contact face proceeds more violently in high temperature cases. Consequently,
the contact face pressures in high temperature cases recover to a higher level of
approx. 1.48bar, which leads to the generation of a stronger shock in the early
stage. A stronger shock will cause the air moving faster to the outlet, leaving larger
space for the PLG. When the vapourisation of the contact face PLG is almost done,
the contact face pressure in high temperature cases can not sustain a higher level,
which could be the reason of the more rapid decay of the contact face pressure
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9. Results from the TUD-NET model

between 0.08 — 0.2 s in Fig.(9.9).

9.6 Influence of the initial saturated PLG state

Because the initial PLG temperature has minor influence on the shock pressure,
three saturated states of the PLG are chosen for comparing their influences on the
shock pressure instead of using three initial PLG pressures at the same temperat-
ure. The volumes of the PLG are the same in three cases, therefore the influence
of the PLG volume has been excluded.

e PLG: Propane

o Case-1 Initial PLG state: pg1 =25bar, To1 = Tsa:(po,1) =340.92 K =0.922T;

o Case-2 Initial PLG state: pg, =28bar, Ty = Tsq:(po2) =346.75 K =0.938T;

e Case-3 Initial PLG state: pos =31bar, Tos = Tsa:(po,3) =352.14 K =0.952T;
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Figure 9.10: The influence of the initial saturated states on the time evolution of
the shock pressure: 0 —0.25ns
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9.6. Influence of the initial saturated PLG state

The shock pressures in the early stage (0 — 0.25ns) are shown in Fig.(9.10). One
remarkable feature in Fig.(9.10) is that the shock pressure of Case-2 is closer to
the shock pressure of Case-3 than to the one of Case-1. This asymptotic behavior
is because the saturation point and the KSL are converging to the critical point
as the pressure increases. When the PLG state approaches to the critical point,
both the difference in the initial states and the difference in homogeneous bubble
nucleation start to vanish.
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Figure 9.11: The influence of the initial saturated states on the shock pressure

As the computation proceeds in Fig.(9.11), the shock pressure of Case-2 gradu-
ally moves to the locations in the middle of the shock pressures of Case-1 and
Case-3 representing that the difference in the shock pressure finally becomes pro-
portional to the difference in the initial states, especially the difference in the ini-
tial pressures. Comparing the difference in the shock pressure in the concerned
temperature range in Fig.(9.7) with the one in the concerned pressure range in
Fig.(9.11), we can draw the conclusion that the dependence of the shock pressure
on the initial PLG pressure is greater than the one on the initial PLG temperature.
Therefore when carrying out the experiments of the BLEVE by rapid depressur-
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isation, the initial PLG pressure should be better controlled than the initial PLG
temperature.

9.7 Influence of the initial PLG volume

In a real BLEVE, the involved PLG may vary not only in initial state but also in
volume before the tank ruptures. In this section, we will discuss the influence of
the PLG volume on the shock caused by a BLEVE. In 1D simulation, the volume of
the PLG has been changed into the domain length of the PLG. The PLG is initially
at the saturated state of 25bar and three PLG domain lengths are taken for the
computation as

e PLG: Propane

Initial PLG state: po =25bar, To = Tsq:(po) =340.92 K =0.922T;

Case-1 PLG domain length: 5nm

Case-2 PLG domain length: 20 nm

Case-3 PLG domain length: 200 nm

Fig.(9.12) shows the pressure evolution at the shock location for the three cases.
Note that the plots of Case-2 and Case-3 are overlapped while the computation of
Case-3 stops at about 1.7 ns and the computation of Case-2 stops at about 2 ns.
All shock pressures quickly jump to be greater than 1.4 bar within 0.02 ns. Later
on, the shock pressures in Case-2 and Case-3 gradually reach the same maxima
of approx. 1.475bar while the one in Case-1 does not. Consequently, the shock
pressure in Case-1 starts to decay in a manner completely different from the other
two.

If we look at Fig.(9.13) of the pressure evolution at the contact face for the three
cases, we can see that the contact face pressure in all cases starts to decrease after
jumping to a level of about 1.48 bar. The contact face pressure in Case-1 decays
much earlier than the others. Before 0.4 ns, the contact face pressures in Case-
2 and Case-3 and are quite similar to each other. As the result of this similarity,
the shock pressures in those three cases remain similar. After 0.4 ns the similarity
in the contact face pressures of Case-2 and Case-3 disappears, however it does
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Figure 9.12: Influence of the PLG domain length on the shock pressure

not influence the shock pressures immediately which decay exactly in the same
pace until 1.7 ns. From previous discussions, we believe that the vanishing of the
similarity in the contact face pressures of Case-2 and Case-3 will eventually make
the similarity in the shock pressures vanish.

The similarity and difference in the shock pressures in all three cases can be ex-
plained by the existence of the shock generation stage in the beginning of a BLEVE.
In the shock generation stage, a pressure wave is gradually developed into a shock.
This development relies on the continuous 'pushing’ from PLG to the air. If the
‘pushing’ due to the vapourisation and expansion of PLG can last long enough,
a shock is formed. Otherwise the pressure wave generated by the vapourisation
and expansion of the PLG will vanish rapidly. For the saturated propane between
25bar, it seems that 0.4 ns is the duration of the shock generation stage.
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Figure 9.13: The contact face pressure for three PLG domain lengthes

The shock is not fully generated in Case-1 because the PLG volume is so small that
the vapourisation and expansion of the bulk PLG is almost over before the shock
is generated. In Case-2 and Case-3, the shocks are fully generated and propagate
on themselves. The decay of the contact face pressure after the shock generation
stage does not influence the shock immediately. On the other hand, although the
volume of PLG becomes 10 times larger in Case-3 than in Case-2, the volume in-
creasing does not result in a stronger shock because the shock generation of a
BLEVE is mainly due to the vapourisation of the PLG near the contact face. Lar-
ger volume (large enough to fully generate a shock) PLG will not lead to a stronger
shock, but a higher pressurized air region between the contact face and the shock,
which can be proven by the difference in the contact face pressure in Fig.(9.13).

To confirm our analysis, we also carried out computations for the PLG initially at
31 bar saturated state. The PLG domain lengthes are set to be 20 nm and 200 nm
respectively. As Fig.(9.14) shows, the evolution of the shock pressure in two cases
are overlapped as well and the similarity in the contact face pressure vanishes at
about 0.4 ns.
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Figure 9.14: Influence of the PLG domain length on the shock pressure with
31 bar initial saturated PLG

The most important conclusion can be drawn here is that the shock is generated
by the PLG close to the contact face. In lab-scale experiments or real-scale acci-
dents, the volume of the involved PLG is large enough for the shock to be fully gen-
erated. Therefore the maximal shock pressure predicted from small length scale
computations in this section can be used for the tunnel safety research in larger
scales. This conclusion also matches with the observations from the experimental
study of (32) in Sec.(2.2.2) as 'the peak value of the pressure however is practically
independent of the mass of liquid.’
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CHAPTER 10

MODEL COMPARISONS, CONCLUSIONS
AND FUTURE WORK

In this chapter, we give the conclusions on the TUD model developed in this re-
search work as well as on the corresponding numerical simulations. Regarding
the TUD model, it is clear that most emphasis should be put on the TUD-NET
model because the TUD-RT model is neither a state-of-art model nor a predictive
one.

In the next two sections the conclusions on the TUD-NET model and on on the
numerical results will be elaborated. First the TUD-NET model will be compared
with the TNO model and the Pinhasi et al. model in order to reveal the advantage
of the TUD-NET model and to enlighten the direction of further improvements.
Next simulation of computational results of the TUD-NET model and the TNO
model will be compared. The focus is on the overpressure generated by the shock
and the possible impact on the tunnel wall caused by the dynamic pressure of the
two-phase mixture in response to the requirements of the tunnel safety research.
Advices on the further development of the numerical simulation models will be
given as the last and the most important part of this chapter.
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10.1 On the TUD-NET model

In this research work, we established the TUD-NET model for the simulation of
1D BLEVE in tunnel geometry including

the Euler equations for single-phase flow and the Equal-Velocity-Unequal-
Temperature Euler equations for two-phase flow from (28);

the particle-path algorithm for the method of characteristics from (58) (59);

the Peng-Robinson-Stryjek-Vera equation of state from (84) embedded in
the modified StanMix program of FluidProp (19);

the source term modeling, particularly the bubble nucleation model from
(24) for the interfacial area generation, the interfacial area evolution model
and the interfacial fluxes model for the liquid-to-vapour phase transition
from (43).

10.1.1 Comparison with the TNO model

If compared with the TNO model introduced in Sec.(2.2.2), the TUD-NET model
is more advanced in that
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e The local thermodynamic properties of the PLG mixture can be numerically

solved while in the TNO model the PLG properties must be assumed as spa-
tially uniform;

Based on the local thermodynamic properties of the PLG mixture, the pro-
cess of phase transition in the TUD-NET model can be mathematically well
defined as a local process rather than being 'assumed to occur with the li-
quid and vapour at spatially uniform temperature and pressure, decreas-
ing in time, following the saturation curve of the evaporating substance’ in
the TNO model (96). Therefore using the TUD-NET model, it is possible to
demonstrate the relevant phenomena in the PLG region like the decreasing
pressure drop following the rarefaction wave and the pressure recovery due
to rapid vapourisation of the PLG liquid etc.
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10.1.2 Comparison with the Pinhasi et al. model

If compared with the Pinhasi et al. model (58) (59) introduced in Sec.(2.2.2), sev-
eral improvements and/or modifications have been made in the TUD-NET model
as follows

e In some computations of the Pinhasi et al. model, the rarefaction wave
propagating into the undisturbed PLG region and the shock wave propagat-
ing into the uncompressed air region apparently have been treated as mov-
ing boundaries while as demonstrated by the computations presented in
this thesis work, the particle-path algorithm for the method of character-
istics is capable of automatically generating and capturing the rarefaction
wave and the shock wave and the results are satisfactory;

¢ In the Pinhasi et al. model, the initial state of the PLG was a two-phase mix-
ture with arbitrary low initial void fraction while in the TUD-NET model,
bubble nucleation model has been introduced so that the initial state of PLG
can be set as pure liquid;

¢ Pinhasi et al. did not give the exact form of the equation of state they have
chosen. In the TUD-NET model, PRSV-EOS in modified StanMix from the
thermodynamics library code FluidProp has been adapted for predicting the
thermo-physical properties of metastable liquids;

e In the Pinhasi et al. model, the interfacial flux model was derived from
the kinetic theory, in which only the temperature was considered as the
driven force and the development of interfacial area was not considered.
In the TUD-NET model, interfacial flux models are developed from non-
equilibrium thermodynamics, in which both the temperature and the pres-
sure can be considered as driven forces (although the assumption of EVUT
cancels out the pressure as the driven force) and the evolution of the inter-
facial area density is taken into account.

10.1.3 Recommendations on the improvements

The TUD-NET model in principle is having the following limitations with related
direction of further improvements:
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e The method of characteristics can be easily applied for 1D unsteady or 2D

steady problems and is difficult to be applied for 2D unsteady problems or
for higher dimension problems. At present, the method of characteristics
also limits the mesh size of the computational domain and makes its applic-
ation to large-scale simulations very expensive. In order to fully exploit the
benefits of the TUD-NET model a numerical implementation using a finite
volume approach is recommended;

The reliability of a cubic equations of state, including PRSV-EOS, for predict-
ing thermo-physical properties of metastable liquids, especially for highly
superheated liquid states, has not been proven;

In the current bubble nucleation model, bubble nucleation is triggered when
the liquid crosses the KSL, which means bubble nucleation will not occur no
matter how close the liquid state is to the KSL. This simplification may give
the wrong impression that the bubble nucleation rate jumps from zero to an
extremely high value at the KSL. The truth is that the bubble nucleation rate
slowly increases from a negligible value when the saturated liquid is getting
more and more superheated until the KSL is approaching where the bubble
nucleation rate tremendously increases from negligible values to extremely
high values. So precisely to say, bubble nucleation can occur in any super-
heated liquid, however for slightly and moderately superheated liquid, the
bubble nucleation is too slow or the possibility of bubble generation is too
low to be observed. Back to the BLEVE, if the bubble nucleation is too slow
compared with the time scale of the fluid motion of PLG after the vessel is
totally disintegrated, the bulk liquid will fall onto the ground forming a pool
in which flashing instead of BLEVE will occur. This scenario has been ex-
cluded in the TUD-NET model and could be of importance in evaluating
the hazards of a combination of BLEVE and pool-flashing in future works;

The model for the evolution of interfacial area density contains a number
of assumptions: critical bubbles are assumed to be spherical; the bubble
number density is assumed to be constant after bubble nucleation; the in-
fluence of flow regimes on the interfacial area density is poorly represented
and should be improved in more refined models;

In the interfacial fluxes model, the curvature effect of the interface has been
ignored. The model guarantees the heat and mass fluxes are conserved
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through the interface, but the exact values still need to be calibrated by other
means such as molecular dynamics simulations;

10.2 On the simulation results of the TUD-NET model

The simulations in Chpt.(9) using the TUD-NET model allow to make the follow-
ing conclusions

o Whether or not homogeneous bubble nucleation is triggered or equivalently
whether or not the PLG state has crossed its KSL during the early stage of the
tank rupture can be used as a quick check for BLEVE occurrence. Applying
this general principle it can be concluded that if a tank containing saturated
liquefied propane is ruptured at its design pressure (17.7 bar), no BLEVE will
occur since homogeneous bubble nucleation as the necessary condition for
BLEVE will not be triggered.

e There exists a minimal pressure for each PLG below which no BLEVE will
occur. For propane, this value is 20.5bar according to our simulation;

e The dependence of the shock pressure on the initial PLG temperature in
a BLEVE is not straightforward: higher initial PLG temperature results in
higher shock pressure, which is true in most of the time for two BLEVEs with
the same PLG involved but at two different temperatures. However there ex-
ists a time window in which the shock blast caused by low temperature PLG
are stronger than the one caused by high temperature despite the minor in-
fluence of the initial PLG temperature on the shock pressure.

¢ In general, the dependence of the shock pressure on the initial PLG pressure
is larger than the one on the initial PLG temperature. Therefore when carry-
ing out the experiments of the BLEVE by rapid depressurisation, the initial
PLG pressure should be better controlled than the initial PLG temperature;

e The shock is generated by the PLG close to the contact face. The maximal
shock pressure obtained from small scale computations or experiments is
also meaningful for large-scale experiments or real-scale accidents.

Although these conclusion are drawn from one-dimensional simulations they are
believed to be of general validity either because they concern the evolution in state
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space (thermodynamics) or they are dominated by phenomena close to the con-
tact face.

The TUD-NET model differs from the Pinhase et al. model and from the TNO
model and it is of interest compare the predictions of the models in specific test
cases. Since the code developed by Pinhasi et al. is not available, and some relev-
ant model details have not been described in the literature, as described in the pre-
vious section, a direct comparison of predictions of Pinhasi model and the TUD-
NET model was not possible. Instead, here some conclusions will be presented
of a comparison of the numerical simulations results of the TNO model and the
TUD-RT and TUD-NET models. For the simulations of the TNO model use was
made of a computer code made available by B. van den Berg (TNO). The compar-
ison between the TNO model and the TUD-RT model has been first presented in
the project report Ref. (52). In that report the TUD-RT model is called CBB-model,
referring to committee 'Commissie Bijzondere Belastingen’ executing the project.
The author of this thesis was member of the CBB. The results of the TUD-NET
model are published here for the first time and provide more information on the
degree in which the TNO model is overpredicting the peak pressure.

10.2.1 Comparison with the TNO model

As introduced in Chpt.(2), Van den Berg et al. (91, 92, 94) have developed the
TNO model for the prediction of BLEVE blasts. For a description of the model
which is more detailed than the one given in Chpt.(2), we refer to M.M. van der
Voort et al. (2012). According to the underlying assumptions, the TNO model is
regarded as the most conservative one, giving the largest maximum pressure pos-
sibly generated by a BLEVE. It is of interest for us and for the users of the TNO
model to compare the shock blasts predicted by the TUD models with the ones by
the TNO model in order to evaluate the consequences of the conservative assump-
tions made in the TNO model.

It has been noticed in experiments and simulations carried out by TNO that in cer-
tain circumstances also the expanding two-phase mixture can arrive at the tunnel
wall and generate severe impact on the tunnel wall (52). In 1D BLEVE, this impact
will be experienced by the downstream objects including vehicles and human be-
ings. Therefore, it is of interest to evaluate, in addition to the blast overpressure
in the air region, also the maximum PLG dynamic pressure at the contact face as
predicted by the two models.
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10.2.2 The blast overpressure in the air region

In 2009, the first comparison was carried out. At that time, the TUD-NET model
was not completed yet and only results of the TUD-RT model were published in
the final project report (52). Here, after the presentation of the TUD-RT model,
also the results of the TUD-NET model will be reported. The TNO model and the
TUD-RT model both have been applied to a 1-dimensional simulation of a BLEVE
of PLG (propane) at saturated states of 18 bar and 25bar. The maximum blast
overpressures predicted by both models have been compared in Table (10.1). The
term ’overpressure’ refers to the relative pressure difference compared to the am-
bient pressure. The blast overpressure, in our calculation, is the shock pressure
minus latm.

Propane | The TNO model The TUD-RT model
- Max. blast Max. blast Relaxation
Initial state .
overpressure overpressure time
(bar, K) (bar) (bar) (s)
18 325 3.8 3.0 2x107°
25 341 4.7 34 2x107>

Table 10.1: Comparison of the maximum blast overpressure predicted for a
1-dimensional configuration by the TNO model and the TUD-RT model

The computations of a 1-dimensional situation using both the TNO model and the
TUD-RT model have shown that the TNO model predicts the higher pressures, in
agreement with the conservative model assumptions. The height of the pressure
peak becomes larger when PLG is at initially higher pressure/temperature along
the saturation curve. This trend is well predicted by both models.

The calculation using the TUD-RT model has been done using an assumed value
of the relaxation time of 2 x 10~° s. The time scale was chosen so short in order to
create a conservative estimate in line with the assumptions underlying the TNO
model. In the presence of a short relaxation time, the differences in the predictions
between both models then mainly result from the differences in dealing with the
rapid depressurisation process of the liquid. The TNO model uses a global tem-
perature and pressure decrease. The TUD-RT model is local and predicts the pres-
sure profile in the liquid-vapour mixture. Apart from the initial pressure decrease
it describes also the subsequent reversal of the pressure evolution or the pressure

169



10. Model comparisons, conclusions and future work

recovery because of the fast generation of vapour.

If the predictions from the TUD-NET model are added, the conservative nature
of the TNO model becomes more obvious as demonstrated in Table (10.2). It also
turns out that according the TUD-NET model the relaxation time value of 2x107° s
used in the application of the TUD-RT model is too small for a BLEVE of saturated
liquid propane at 25bar. To have agreement between TUD-RT model and TUD-
NET model a larger relaxation time would have to be used in the TUD-RT model.

Propane The TNO model | The TUD-RT model | The TUD-NET model
. Max. blast Max. blast Max. blast
Initial state
overpressure overpressure overpressure
(bar, K) (bar) (bar) (bar)
18 325 3.8 3.0 No shock
25 341 4.7 34 0.47

Table 10.2: Comparison of the maximum blast overpressure predicted for a
1-dimensional configuration by the TNO model, the TUD-RT model and the
TUD-NET model

In fact, the TNO model and the TUD-NET model are equivalent in the simulation
of the gas dynamics of the single-phase air, which means giving the same contact
face properties as the boundary conditions, the shock generation and propagation
predicted by the TNO model and the TUD-NET model should be similar. It is the
differences in dealing with thermodynamics of the two-phase PLG that make the
shocks predicted by two models widely different. The TNO model, not taking into
account rate of phase change limitations, represents the largest amount of energy
released in the fastest pace which leads to the maximum overpressure compatible
with the aerodynamics described by the Euler equations.

10.2.3 The PLG dynamic pressure at the contact face

The predictions of the TNO model and the TUD-NET model for the evolution of
the PLG dynamic pressure at the contact face have been compared to each other
in four cases as given below

e PLG: Propane

170



10.2. On the simulation results of the TUD-NET model

PLG domain length: 20 nm

Case-1 Initial PLG state: pg=22bar, Ty = Tsq:(po)

Case-2 Initial PLG state: pg=25bar, Ty = Tsq:(po)

Case-3 Initial PLG state: po=28bar, Ty = Tyq:(po)

Case-4 Initial PLG state: pg=31bar, Ty = Tsq:(po)

The reader should note that the PLG dynamic pressure pgﬂl is taking the value of
% pmu?, from the PLG mixture properties.

As shown in Fig.(10.1), the development of the contact face dynamic pressure pre-
dicted by the TUD-NET model looks familiar, starting with a rapid increase then
continuously decreasing. The higher the initial saturated PLG pressure, the higher
the jump in the contact face dynamic pressure and the faster the following de-
crease. If areal tunnel is considered, the downstream objects will be less impacted
by the expanding two-phase mixture involved in a BLEVE if it is further away from
the ruptured tank according to the TUD-NET model.

However the situation is different according to the TNO model. The contact face
dynamic pressure starts with a period with oscillations but rapidly evolves to a
constant value. The oscillation in every prediction of the TNO model is caused by
the numerical method and parameter settings (Flux-correct transport algorithm)
applied in that model. the fact that the TNO model gives a constant contact face
dynamic pressure, which means the downstream objects will suffer the same im-
pact no matter how far they are away from the ruptured tank. This is the result
in a Cartesian one-dimensional simulation. In case of an expansion in higher di-
mensions there will be a decay for geometric reasons. Here we compare 1D simu-
lations representative for phenomena close to the contact phase or for evolution
along the length of a tunnel.

The constant contact face dynamic pressure comes from the assumption made
in the TNO model: the vapourisation of the bulk PLG in reaction to the depres-
surisation is instantaneous and strong enough to counterbalance the pressure
drop, therefore the contact face dynamic pressure (and the contact pressure) can
maintain a constant value. Another direct evidence of this assumption in the
TNO model is the independence of the contact face dynamic pressure on the PLG
volume. As demonstrated in Fig.(10.2), the evolution of the contact face dynamic
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pressure are exactly the same in the computations with three initial PLG volumes
(5nm,20nm or 200 nm).

Apart from some initial moments, in the computed short time interval the TNO
model gives higher contact face dynamic pressure than the TUD-NET model. This
confirms the conservative nature of the TNO model. However it is not known from
the current simulation results how the dynamic pressure predicted by the TUD-
NET model evolve over a longer time interval. The proof of accuracy of the model
and its application to larger time intervals and spatial domains remains a topic for
further studies.

10.2.4 Suggestions for future work

The first priority for future work regarding the numerical simulation of BLEVE is
model validation. As far as we know, there were no adequate and complete data
sets that can be directly used to validate the TUD-NET model for 1D BLEVE. For
example, Edwards and O’brien conducted very good experiments on rapid depres-
surisation of water, but no air is involved (63). Simdes-Moreira and Shepherd may
get the dodecane highly superheated, but there was no data of the compressed
air, let alone the shock that could be possibly generated (80). Gelfand et al. meas-
ured the shock generated by sudden expansion of hot water, but the data sets were
too few (32). Different from the tunnel geometry we are concerned with, most
medium-scale or large-scale BLEVE experiments were carried out in open space
(10).

TNO has sufficient data on BLEVE in urban tunnel geometry (92, 93, 94). So a
recommended approach for model validation is to upgrade the TUD-NET model
for 3D problems or implement the source term models of the TUD-NET model in
a mature 3D solver and validate the 3D model with the TNO experimental data.

If the validation must be carried out for the 1D TUD-NET model, it is suggested
that

e Shock tube is chosen as the main part of the test rig as introduced in (32, 63,
80). Nowadays a fast-opening valve may replace the piecing mechanism (a
bullet or an arrow against a rupture diaphragm) to simulate the sudden tank
rupture. By controlling the exposure of PLG to the ambient air, the repeat-
ability of experiments is definitely increased. The opening of the fast-open
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Figure 10.2: The independence of the contact face dynamic pressure on the PLG
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volume by the TNO model

valve should disturb the PLG as least as possible because the disturbance
will entrain the air into PLG and those air bubbles will act as nuclei for het-
erogeneous nucleation;

Most PLG ever used in previous experiments e.g. propane, dodecane, carbon-
dioxide, nitrogen, ethanol and Freon-113 have been included in StanMix of

FluidProp. It is highly recommended to compute the KSL curve of each PLG

and make sure the PLG state will cross the KSL curve during the rapid de-

pressurisation process. Caution should be used when the flammable fluids

are being operated;

The pressure and temperature sensors should be evenly placed on the shock
tube and simultaneously record the data so the history of pressure and tem-
perature profiles can be obtained. The transient void growth as an import-
ant parameter can be measured by X-ray absorption technique (63);



10.2. On the simulation results of the TUD-NET model

e The inner surface of the shock tube should be fine polished to suppress het-
erogeneous nucleation on the wall. Using adiabatic wall is also helpful to
suppress heterogeneous nucleation.

As the first step of the model validation process, it might be proper to exclude the
air and start with PLG in shock tube only. An experiment similar to the blowdown
experiments in (63) is recommended. The target is to quantitatively describing
the phenomena that occurs in PLG including the speed of the rarefaction wave,
the onset of the vapourisation and the relationship between the dwell time and
the liquid superheat, the number density of the bubble nuclei and their growth
rate etc, among which an important parameter that can be used to calibrate the
numerical model is the pressure undershoot or the pressure drop after the rarefac-
tion wave. This parameter represents the superheat that PLG can reach during
depressurisation. The fast-opening valve in lab-scale experiments should gener-
ate pressure undershoots close to the most probable pressure undershoot in real
BLEVEs.

When the investigation on PLG is done, the contact face can be introduced as the
second step of the model validation process. In current TUD model, it is assumed
that the contact face will act as 'a piston’ and no heat transfer occurs between PLG
and the air. On the other hand, the ’piston’ assumption also cancels out the air
entrainment and PLG splashing through the contact face. This assumption may
have some unknown prerequisites and its influence can not be estimated based on
our current knowledge. It is expected that the 'piston’ assumption is an acceptable
approximation when PLG gets highly superheated and the vapourisation of PLG is
much faster than the heat and mass transfer through the interface.

The last step of the model validation is on the hazard of a BLEVE, including but
not limited to the shock and the dynamic impact caused by the expanding mix-
tures. This part of work, as the output of the previous two steps, is indeed the final
judgement to the overall model. The experimental data is easy to obtain while the
challenge lie in addressing the cause of the deviating of the predictions from the
experimental data.
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NOMENCLATURE
Roman
A Cross-sectional area of a tunnel
Ap Surface area of a bubble
A; Interfacial area density
Aint Interfacial area
a Sonic speed
f Fugacity
Gr Derivative of the Gibbs free energy to the temperature
g Gravitational acceleration
h Enthalpy
J Mass flux through the interface
Jebn Critical bubble nucleation rate
Ji Conjugate fluxes in non-equilibrium thermodynamics
Jq Total heat flux through the interface
];,g Measurable heat flux from the vapour into the interface
](']l Measurable heat flux from the liquid into the interface
K Boltzmann constant
Lij Phenomenological coefficients in non-equilibrium thermodynamics
M Mass
m Mass flux
m Mass of one single molecule
N Number of molecules
N Number density of molecules
Ny Total number of bubbles
Ny Total number of droplets
np Number density of bubbles
ng Number density of droplets
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Pe
dyn
Pcm

min

Pressure

Decompression rate

Equilibrium vapour pressure

PLG dynamic pressure at the contact face
Heat

Heat flux

Universal gas constant

Critical bubble radius

Radius of a spherical bubble

Entropy

Absolute temperature

Temperature increase rate

Interfacial temperature

Time

Relaxation time for phase k

Velocity

Shock speed

Volume, [m?3]

Volume of a bubble

Specific volume

Molar volume

The most probable thermal velocity
Minimum work to form one bubble
Minimum work to form one critical bubble
Forces in non-equilibrium thermodynamics
Longitudinal coordinate of a tunnel
Altitude of a tube or a tunnel

Compressibility factor
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Greek

a

as

At
AHvap

Kp
K, Ko

K1

178

Void fraction

Volume fraction of liquid

Volume fraction of gas or vapour

Constant in the expression of ], in the Delale et al. 2003 model
Heat capacity ratio

Time step

Latent heat

Poynting correction factor

Substance dependent constant in the Delale et al. 2003 model
Polynomial fit of the acentric factor in PR-EOS and its modified versions
Adjustable pure component parameter in PRSV-EOS

Chemical potential

Density

Surface tension

Condensation coefficient

Local entropy production rate

Constant in the Delale et al. 2003 model

Friction force

Acentric factor in equation of state
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Superscripts

0 Initial state

KSL Kinetic superheat limit
l Liquid

g Vapour or gas
Subscripts

Initial state

a Air

b Bubble

CM Mixture side of the contact face
CA Air side of the contact face

c Critical point

d Droplet

g Gas or vapour

~.

Interface between the liquid and the vapour in two-phase mixture
Phase indicator, / for liquid and g for gas or vapour

Left

Liquid

~ =~ =

Two-phase mixture
Wall
Right

Reduced values, e.g. reduced temperature or reduced pressure

~ g 3

~

sat Saturated state

Y Mass fraction
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Abbreviations

BFP Boiling front propagation

BLEVE Boiling Liqid Expanding Vapour Explosion

C+, C- Characteristics of waves in method of characteristics
CBB Commissie Bijzondere Belastingen

C; C-coefficients in characteristic form of the Euler equations
CNT Classical nucleation theory

CO, Carbon dioxide

EOS Equation of state

EVET Equal-velocity-equal-temperature assumption

EVUT Equal-velocity-unequal-temperature assumption

KNT Kinetic nucleation theory

KSL Kinetic superheat limit

LPC Low pressure chamber

LI Liquid under investigation

HPV High pressure volume

NEMD Non-equilibrium molecular dynamics

PLG Pressure Liquefied Gas

PP Characteristics of particle-path in method of characteristics
PP-MOC Particle-path algorithm of the method of characteristics
PR-EOS Peng-Robinson equation of state

PRMC-EOS Peng-Robinson-Mathias-Copeman equation of state
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PRSV-EOS  Peng-Robinson-Stryjek-Vera equation of state
RK-EOS Redlich-Kwong equation of state

SMD Sauter mean diameter

SRK-EOS Soave-Redlich-Kwong equation of state
TRK-EOS  Twu-Redlich-Kwong equation of state

TSL Thermodynamic superheat limit

vdW-EOS  van der Waals equation of state

VLE Vapour-liquid-equilibrium
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Summary

The risk of explosion due to rupture of a tank filled with pressurized liquefied
gas (PLG) is one of the risks to be considered in the context of studies on tunnel
safety. When a vessel containing liquid well above its boiling point at normal at-
mospheric pressure fails catastrophically a Boiling Liquid Expanding Vapour Ex-
plosion (BLEVE) can occur. A vessel containing a liquefied gas can rupture due to
the consequences of mechanical impact and or external fire. Because at ambient
pressure the thermodynamic equilibrium state of LPG is the gaseous state, after
the sudden depressurisation caused by the vessel rupture a rapid vapourisation
takes place possibly leading to blast waves propagating in the surroundings and
possibly damaging the tunnel wall and tunnel structure.

The topics of investigation in this thesis are the rapid vapourisation, immediately
following rapid depressurisation, and the creation of an overpressure close to the
tank. These phenomena can be described using thermodynamics and fluid dy-
namics. The objective of the investigation was to formulate and solve a physics-
based model that can be used to predict whether or not a BLEVE will occur and to
predict the strength of the shock waves when a BLEVE occurs.

In order to create an adequate model for BLEVE simulation the following steps
were taken. An appropriate simplified form of the conservation equations of mass,
momentum and energy was formulated. The flow of the rapidly vapourising liquid
was described by the Equal-Velocity-Unequal-Temperature (EVUT) formulation
of the Euler equations for two-phase flow. The flow of the surrounding air was
described by the single phase Euler equations. In order to have to possibility to
study in detail the coupling of thermodynamic and gas dynamic phenomena the
flow was restricted to be one-dimensional. This is adequate to represent local phe-
nomena in the direction orthogonal to a PLG/air interface or global phenomena
in a tunnel geometry. Because of the short time scale of the phenomena to be de-
scribed it can be assumed that there is no mass transfer at the interface between
the two-phase liquid+vapour region and the air region (the contact face). A nu-
merical scheme for the solution of the model equations of two-fluid two-phase
compressible flow was formulated. Because of the restriction to one-dimensional
flow the method of characteristics could be selected as solution algorithm. It was
solved by the particle-path algorithm, both in the single phase region and the two
phase region. An advanced cubic equation of state (EOS) was chosen to describe
the relations between the relevant thermodynamic variables. The domain of ap-
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plication of the EOS was extended to the description of metastable states, such as
superheated liquid, occurring during a BLEVE. Models were formulated for mass,
momentum and heat transfer between liquid and vapour phase. Two types of heat
and mass transfer models were used: a qualitative model based on the concept of
a relaxation time, and a quantitative model using the concepts and formalism of
non-equilibrium thermodynamics (NET). To describe the initiation of the rapid
vapourisation a homogeneous nucleation model was used. The transfer models
provide the source terms due to vapourisation appearing in the momentum and
energy equations of the EVUT Euler equations. The two models developed in this
way, the TUD-RT model when a relaxation time is used, and the TUD-NET model,
when non-equilibrium thermodynamics is used, were solved for scenario’s of start-
ing from different initial temperature and pressure of propane. The role of the
TUD-RT model is mainly to demonstrate the dependence of shock strength on
several parameters, but is cannot be a predictive model because the relaxation
time has to be assumed. The TUD-NET model on the other hand can be expected
to be predictive because it incorporates the fundamental physical phenomena in
the vapourising liquid.

The simulations by the TUD-NET model reveal that homogeneous bubble nucle-
ation is the trigger of BLEVE. For each PLG, there is a minimal pressure needed for
BLEVE, below which homogeneous bubble nucleation will not occur. In case of a
BLEVE, the shock is mainly generated by PLG close to the PLG-air contact face and
once the shock is generated, it will propagate along the tunnel in a pace faster than
the expansion of the rest PLG mixture. Hence the vapourisation of the rest of the
PLG has no direct influence on the shock generated in the surrounding air. But it
will contribute to the dynamic pressure of the expanding two-phase PLG mixture.
Both the impact of the shock in air and of the impact of the expanding two-phase
mixture can lead to damage to the tunnel wall or objects in the tunnel.

Compared to another simulation model using the EVUT Euler equations - the Pin-
hasi et al. model -, the TUD-NET model offers the following advantages i) a pre-
dictive model for homogeneous bubble nucleation is included. This makes it pos-
sible to predict the onset of BLEVE in an accident involving PLG tank rupture; ii)
the interfacial fluxes model is based on non-equilibrium thermodynamics taking
both the chemical driven force and the thermal driven force for the interfacial heat
and mass transfer into account.

Compared to a simpler simulation model - the TNO model -, the TUD-NET model
predicts weaker shock blast and the dynamic impact of the two-phase mixture
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than the TNO model confirming the role of the TNO model as the most conser-
vative model for BLEVE simulation. The combination of the simulation tools de-
veloped in this study with simulation tools for tank rupture and tunnel response
provide a comprehensive simulation tool for estimating the consequences of PLG-
tank rupture in a tunnel. Implementation of the TUD-NET model in a numerical
solver of the three-dimensional Euler equations is needed for further validation of
the model and for application to analysis of real BLEVE events, and is recommen-
ded.
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Samenvatting

Het risico van een explosie ten gevolge van het openscheuren van een vat of tank
gevuld met door drukverhoging vloeibaar gemaakt gas (pressurized liquefied gas
(PLG)) is een van de risico’s die beschouwd moeten worden in de context van stu-
dies over tunnelveiligheid. Wanneer een vat dat een vloeistof bevat bij een druk
die aanmerkelijk hoger is dan het kookpunt bij normale atmosferisch druk op ca-
tastrofale wijze bezwijkt, kan er een 'Boiling Liquid Expanding Vapour Explosion
(BLEVE)’ optreden. Een vat dat een vloeibaar gemaakt gas bevat kan scheuren
door de gevolgen van een mechanische inslag of door een externe brand. Omdat
bij omgevingsdruk de thermodynamische evenwichtstoestand een gasvormige toe-
stand is treedt bij een plots wegvallen van de druk veroorzaakt door het openbre-
ken van het vat een snelle verdamping op, die mogelijkerwijs kan leiden tot druk-
golven die zich voortplanten in de omgeving en mogelijkerwijs de tunnelwand en
de tunnelstructuur kan beschadigen.

De onderwerpen van het onderzoek in dit proefschrift zijn de snelle verdamping
onmiddellijk volgend op het wegvallen van de druk en de creatie van een overdruk
dicht bij het vat. Deze verschijnselen kunnen beschreven worden met gebruikma-
king van thermodynamica en vloeistofdynamica. Het doel van het onderzoek was
om een op natuurkundige wetten gebaseerd model te formuleren en op te lossen,
dat kan voorspellen of een BLEVE wel of niet zal optreden en wat de sterkte is van
de schokgolven bij het optreden van een BLEVE.

Om een adequaat model voor simulatie van een BLEVE te creéeren werden de vol-
gende stappen genomen. Een gepaste vereenvoudigde vorm van de behoudswet-
ten voor massa, impuls en energie werd geformuleerd. De stroming van de snel
verdampende vloeistof werd beschreven met een vorm van de Euler vergelijkingen
voor twee-fasen stroming, namelijk het Gelijke-Snelheid-Ongelijke-Temperatuur
(Equal-Velocity-Unequal-Temperature (EVUT)) model. De stroming van de omge-
vingslucht werd beschreven door de Euler vergelijkingen voor een-fase stroming.
Om de mogelijkheid te hebben om de koppeling van thermodynamische een gas-
dynamische verschijnselen in detail te bestuderen werd de stroming beperkt tot
één-dimensionaal. Dit is geschikt om lokale verschijnselen te representeren in
de richting loodrecht op het scheidingsvlak tussen PLG en lucht of globale ver-
schijnselen in een tunnel geometrie. Omwille van de korte tijdschaal van de ver-
schijnselen die beschreven moeten worden, kan aangenomen worden dat er geen
massaoverdracht is op het grensvlak tussen het gebied met twee-fasen, vloeistof
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en damp, en het gebied met lucht (het contactvlak). Er werd een numeriek op-
lossingsschema geformuleerd voor de modelvergelijkingen voor samendrukbare
twee-fasen stroming. Omwille van de beperking tot één -dimensionale stroming
kon de methoden der karakteristieken gekozen worden als oplossingsalgoritme.
Dit werd opgelost met de deeltjes-pad algoritme, zowel in het een-fase gebied als
in het twee-fasen gebied. Voor de beschrijving van de verbanden tussen de re-
levante thermodynamische variabelen werd gekozen voor een geavanceerde ku-
bische toestandsvergelijking (Equation of State, EOS). Het toepassingsgebied van
de EOS werd uitgebreid tot de beschrijving van metastabiele toestanden, die op-
treden tijdens een BLEVE. Modellen werden geformuleerd voor overdracht van
massa, impuls en warmte tussen de vloeistof- en de dampfase. Er werd gebruik
gemaakt van twee types van modellen voor warmte en massa overdracht: een kwa-
litatief model gebaseerd op het begrip van relaxatietijd, en een kwantitatief model
gebruik makend van concepten en formalisme van de niet-evenwichts thermody-
namica (NET). Om de initiatie van de snelle verdamping beschrijven werd gebruik
gemaakt van een model voor homogene nucleatie. De overdrachtsmodellen leve-
ren de bronterm ten gevolge van verdamping die optreden in de EVUT Euler im-
puls en energie vergelijking. De twee modellen die op deze manier ontwikkeld wer-
den, het TUD-RT model wanneer gebruik gemaakt wordt van een relaxatietijd, en
het TUD-NET model wanneer niet-evenwichtsthermodynamica wordt gebruikt,
werden opgelost voor scenario’s uitgaand van verschillende begintemperatuur en
-druk van propaan. De rol van het TUD-RT model is voornamelijk het demonstre-
ren hoe de schoksterkte afhangt van verschillende parameters, maar het kan geen
voorspellend model zijn omdat de waarde van de relaxatietijd verondersteld moet
worden. Van het TUD-NET model daarentegen kan verwacht worden dat het voor-
spellend is, omdat het fundamentele fysische verschijnselen in de verdampende
vloeistof incorporeert.

De simulaties met het TUD-NET model brengen aan het licht dat homogene bel-
nucleatie de "onsteker’ is van een BLEVE. Voor elk LPG is er een minimale waarde
van de druk waaronder homogene bel-nucleatie niet zal optreden. In het geval
van een BLEVE, wordt de schok voornamelijk gegenereerd door het LPG dat zich
dicht bij het PLG-lucht contact vlak bevindt en eens de schok gegenereerd is, zal
hij zich voortplanten aan een tempo groter dan de expansie van de rest van het
PLG mengsel. De verdamping van de rest van het LPG heeft geen directe invloed
op de schok gegenereerd in de omgevingslucht. Maar zij zal wel bijdragen aan
de dynamische druk van het expanderende twee-fasen LPG mengsel. Zowel de
impact van de schok in de lucht als de impact van het expanderende twee-fasen
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mengsel kan leiden tot schade aan de tunnel wand als aan objecten in de tunnel.

In vergelijking met een andere simulatiemodel gebruikmakend van de EVUT Euler
vergelijkingen - het Pinhasi et al. model - biedt het TUD-NET model de volgende
voordelen: i) het bevat een voorspellend model voor homogene bel-nucleatie. Dit
maakt het mogelijk het starten van een BLEVE in een ongeval met breuk van een
PLG tank te voorspellen; ii) het model voor de fluxen aan het scheidingsvlak tussen
de twee fasen is gebaseerd op niet-evenwichtsthermodynamica, en brengt zowel
de chemische drijvende kracht als de thermische drijvende kracht voor de warmte-
en massoverdracht aan het grensvlak in rekening.

In vergelijking met een eenvoudiger simulatiemodel - het TNO model - voorspelt
het TUD-NET model een zwakkere schokgolf en dynamische impact van het twee-
fasen mengsel dan het TNO model, en is hiermee de rol van het TNO model als
meest conservatieve model voor BLEVE simulatie bevestigd. De combinatie van
de simulatietechnieken die in deze studie zijn ontwikkeld met simulatietechnie-
ken voor tankbreuk en met simulatietechnieken voor tunnelrespons, leveren een
alomvattende simulatietechniek voor het schatten van de gevolgen van de breuk
van een LPG-tank in een tunnel. Implementatie van het TUD-NET model in een
computer programma voor oplossing van de driedimensionale Eulervergelijkin-
gen is nodig voor verdere validatie van het model en voor toepassing van de ana-
lyse op reéle BLEVE’s, en is aanbevolen.
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