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Abstract

Acoustic room geometry estimation is often performed in ad hoc set-
tings, i.e., using multiple microphones and sources distributed around
the room, or assuming control over the excitation signals. To facili-
tate practical applications, we propose a fully convolutional network
(FCN) that localizes reflective surfaces under the relaxed assump-
tions that (i) a compact array of only two microphones is available,
(ii) emitter and receivers are not synchronized, and (iii), both the
excitation signals and the impulse responses of the enclosures are un-
known. Our FCN is designed to extract spectral and temporal pat-
terns from stereo recordings, aggregate the temporal information over
time-frames, and predict the likelihood of virtual sources correspond-
ing to reflective surfaces at specific locations. Whereas most source
localization algorithms are limited to direction-of-arrival (DOA) esti-
mation, the proposed method jointly estimates distances and DOAs.
Numerical experiments confirm that the network is able to generalize
to mismatched microphone array sizes, sensor directivity patterns, or
audio signal types, while highlighting front-back ambiguity as a promi-
nent source of uncertainty. When a single reflective surface is present,
up to 80% of the sources are detected, while this figure approaches
50% in rectangular rooms. Further tests on real-world recordings re-
port similar accuracy as with artificially reverberated speech signals,
validating the generalization capabilities of the framework.
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Introduction 1
Many animals rely on sound to communicate, hunt preys and more generally character-
ize their surroundings. Notable examples include bats, dolphins and humans. Similar
to sonars, some species of bats emit a probe sound and locate targets based on the
echoes that return from objects in their proximity. With a similar strategy, it is possi-
ble to guess the dimensions of a closed environment through sound. Imagine someone is
walking in a closed, quiet space. The echoes produced by their steps will be different in
a cathedral or in a meeting room. Through reflected sounds, one can predict the shape
and the acoustic characteristics of the enclosure. The intuition behind this phenomenon
is that when a sound is emitted inside a room, the walls will reflect and distort the
signals, until such reflections eventually hit our ears (Fig 1.1). Our brain is able to link
spectral and temporal features of the echoes with the shape of the enclosure.

Figure 1.1: Schematic of a room with reflections

Following the same reasoning, algorithms that estimate the geometry of a closed
space can be designed. Discerning the geometry of an enclosure from acoustic echoes
has found applications in speech enhancement and separation [1, 2], robotics, auraliza-
tion [3], and spatial upmixing, among others. The method described in this thesis is
especially suited for estimating the size of an enclosure from musical stereo recordings,
with the ultimate goal of performing reverberation-informed, stereo to surround up-
mix. By extracting spatial information from a stereo recording, it is possible to derive
a surround upmix that promotes a more realistic perception of spaciousness. In bin-
aural hearing, the shadowing effect of the head and the pinna generates spectral and
spatial cues which are useful for localization. In contrast, because music stereo tracks
result from summing recordings of separated instruments, each processed by artificial
reverberation and other effects, it is not possible to assume specific sensor directivity
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patterns. Accordingly, the proposed approach aims at inferring the dimensions of an
enclosure from generic, two-microphones recordings.

In fact, it is possible to establish a link between acoustic and geometric properties of
a room. Assuming that an enclosure can be modeled as a linear, time-invariant (LTI)
system, its acoustic behaviour is completely characterized by the impulse response be-
tween a source and a microphone [4]. Therefore, a room impulse response (RIR) has
a one-to-one correspondence with the shape of a convex enclosure (up to rigid trans-
formations) [5]. Although theoretically possible, estimating the geometry of a room
from a single measurement is a challenging task, and the majority of previous research
has employed recordings from multiple microphones, with few exceptions [6]. If multi-
channel recordings are available, the estimation pipeline is the following. First, in most
practical cases, the impulse response of the enclosure is not measured directly. Instead,
it has to be recovered from recordings of different excitation signals [7, 8, 9]. Once the
impulse response has been estimated, the peaks corresponding to the reflective surfaces
have to be identified. By applying multi-microphone source localization techniques, one
can detect and localize the reflections [7, 10, 11, 12]. If the distance between any two
microphones is larger than the distance between a microphone and a reflective surface,
the reflected signals will arrive in a different order at the different microphones. Such
ambiguity is known in literature as the echo-labeling problem [5, 13]. In this scenario,
additional steps are required to correctly assign each peak in the impulse response to
each reflection [14, 15]. Finally, the reflections can be mapped to the geometry of an
enclosure through Procrustes analysis or other shape matching techniques.

In general, the geometry of an enclosure can be estimated from acoustic measure-
ments as described above. Most methods, however, present two major limitations.
First, they require a large number of microphone channels (typically N > 5). Larger
sensor arrays might not suit space or hardware constraints, and lead to higher compu-
tational costs. Using many receivers allows to localize the source at the intersection of
hyperboloids defined by each microphone pair, thanks to trilateration. In contrast, if a
single microphone pair is available, range and angle localization is only possible by ex-
ploiting level differences between sensors, i.e. assuming near-field settings. The second
drawback of parametric methods is that they rely on simplifying hypotheses about the
audio propagation model. In particular, they are built upon geometric acoustic models
such as the image-source model (ISM) [16], which assumes rigid and perfectly reflective
surfaces. According to the ISM, the walls will only reflect the incident sound waves,
regardless of their arriving angles and spectral characteristics.

To avoid the explicit modeling of the a priori assumptions about a system, super-
vised machine learning methods use an annotated training set to learn a mapping be-
tween an input and a target signal. Such data can either be collected from real-world
measurements or generated through software simulators. Advancements in the ma-
chine learning community have shown deep neural networks (DNNs) achieving human
or super-human performance in classifying images, playing strategy games, caption-
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ing videos and generating speech [17]. Recently, similar data-driven algorithms have
also been applied to acoustic source localization (ASL), which consists of locating and
identifying sound sources from multi-channel audio measurements [18]. In other words,
ASL is aimed at finding objects who are actively emitting sound. In contrast, room
geometry estimation consists of locating passive sources like walls, which bounce back
scattered and diffracted versions of incident sound waves. Locating such reflecting sur-
faces is necessary to reconstruct the geometry of the enclosure. Although DNNs have
successfully been applied in acoustics for ASL, estimation of reverberation time [19],
early decay time [20], and room volume [21], direct localization of room boundaries or
mirror image sources using DNNs is an open research path. Thus, this report proposes
a DNN approach to answer the following question:

• Is it possible to fully localize multiple acoustic sources with two microphones
only, when 1. the absolute time-delays of the sources are unknown, i.e. sources
and receivers are not synchronized, and 2. the emitted signals are unknown and
highly correlated?

The core of our method is a convolutional neural network designed to extract spec-
tral and temporal patterns from the multichannel audio, aggregate the temporal infor-
mation over multiple time-frames, and predict the likelihood of the reflections being
at specific locations. Similar to prior work, the locations of reflective surfaces are esti-
mated from multichannel audio recordings. Unlike previous research, the reflections are
localized from generic sounds recorded by only two microphones. In addition, whereas
most localization strategies are limited to the estimation of the source angles, our net-
work is also able to predict the source distances. When a single reflective surface is
present, the proposed algorithm is able to localize the real and corresponding image
source in 80% of the cases, while in rectangular rooms this figure reaches 49%. We also
conduct two experiments to check the quality of the learned features. In the first it is
shown that the network, trained on white Gaussian noise signals only, is able to reason-
ably generalize to speech signals. The second experiment reveals that using microphone
arrays of different sizes for train and test, biases the estimates in a predictable way,
confirming that the proposed neural network relies on meaningful cues for localization.

The reminder of this report is organized as follows. Chapter 2 introduces the reader
to the image-source model and outlines the advances in the fields of room geometry es-
timation and acoustic source localization. Next, the proposed DNN for room geometry
estimation from stereo recordings is detailed in Chapter 3, while Chapter 4 presents
some numerical results. The last chapter summarizes the report and highlights possible
future directions.
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Background 2
Localizing the reflective surfaces of an enclosure is equivalent to knowing its geometric
shape. To begin with, this chapter outlines the principle of the most common framework
for room geometry estimation: the image-source model. In addition, relevant literature
in the field of room geometry estimation is reviewed, with a special focus on parametric
and data-driven methods for acoustic source localization. Finally, an outline of the
proposed approach is presented.

2.1 The image-source model

Sound propagates through air or water as a pressure wave. The propagation of a sound
wave in a lossless fluid is governed by a second order partial differential equation that
describes how the pressure varies over time and space [4, Chapter 1]. To ease the
modeling of a sound field in a closed space, several approaches known as geometrical
acoustics assume that sound propagates along straight rays at a constant speed c.
According to these models, a sound ray emitted from a point source s located at
position s ∈ R3 will arrive at a receiver x, placed in x ∈ R3, after a delay τ given
by

τ =
∥s− x∥

c
. (2.1)

Moreover, like for waves with a spherical wavefront, the energy of the emitted sound ray
will decrease proportionally to 1/∥s−x∥2, the squared inverse of the distance travelled
by the ray.

Similar to reflection of light in a mirror, some of the energy content of sound waves
is reflected specularly when they encounter an obstacle (e.g. a wall). Generally, the
rest of the energy associated with the sound wave is either diffracted in non-specular
directions, when the wavelength is comparable to the size of the obstacle, or dissipated
into heat. In geometrical acoustics, however, every surface is assumed to be purely
reflective. This implies, for example, that when source and receiver are located in an
open space, and there is an obstacle between them, the receiver will not hear any sound.
One of the most popular models for geometrical acoustics is the image-source model
(ISM) [16]. The ISM neglects typical wave effects such as diffraction and interference.
As such, it is more accurate at higher frequencies where the wavelength of the incident
waves are small compared to the dimensions of the enclosure under exam [22]. When
there is a single, planar surface, an ideal specular reflection can be modelled via a mirror
image source, that is found by reflecting the source against the reflecting surface (see
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Figure 2.1: A sensor x and a speaker s are located next to a reflective wall. The image-source s′ emulates the
effects of the reflection of sound on the wall.

Figure 2.1). The real and the mirror (or virtual, or image) sources emit the same sound
simultaneously. As a result, the receiver will record delayed copies of the same signal.
If the sound ray is reflected in a single boundary, it is called a first-order reflection.
In an enclosure, the sound rays can be reflected several times before impinging on the
receiver, and each reflection can be modelled by an additional image source. The mirror
sources who model successive reflections are represented by higher order image sources
(see Figure 2.2).

Figure 2.2: The image-source model. In this example, there is one real source s0 in an room with two reflective
surfaces (black in the picture). The receiver is x. The first-order virtual sources are s1 and s2 (dark grey),
and the only second-order image source is s3 (light grey).

Consider again a system with a source s and a receiver x, located in an enclosure at
locations s and x, respectively. Let the omnidirectional point source s emit an impulse
signal δ(t). The impulse response h(t), recorded from an ideal noiseless receiver, is the
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sum of the impulses emitted from the real and the image sources,

h(t) =
I∑

i=0

hi(t) (2.2)

where I is the number of mirror sources considered in the model and hi(t) the impulse
response between the i-th source and the receiver. The real source corresponds to the
index i = 0, so that h0(t) models the direct path between source and receiver.

The i-th source can be associated with several reflective surfaces at a time, where
each boundary has a frequency-dependent impulse response. In general, reflective sur-
faces attenuate high frequency content more. Let us denote with 0 < γi(t) ≤ 1 the
combined effect of all the surfaces impacting with the ray from the i-th source. Then,

hi(t) = γi(t) ∗
δ(t−∆i)

∥x− si∥
=

γi(t−∆i)

∥x− si∥
, (2.3)

where ∆i is the absolute time-of-arrival (TOA) of the i-th image source (Equation 2.1),
∥x− si∥ is the distance between the receiver and the i-th source and ’∗’ denotes convo-
lution. Because the index i = 0 is associated with the real source, s0 = s and γ0(t) = 1.

Equations 2.2 and 2.3 define the acoustic impulse response (AIR) of the room ac-
cording to the ISM. By applying the AIR h(t) to a target audio s(t) through linear
convolution, one can simulate the acoustic characteristics of a specific source-receiver
pair (s,x) inside an enclosure,

x(t) = s(t) ∗ h(t) =
∑
k

s(k) h(t− k). (2.4)

By using the ISM, one can efficiently model the soundfield in an enclosure with the
stratagem of virtual sources located outside the enclosure itself. Thanks to geometric
duality of the ISM, there is an association between the set of image sources and the
locations of the reflective surfaces of a room. In particular, the locations of first and
second order virtual sources have a one-to-one mapping with the geometry of a convex
enclosure [5]. Thus, by estimating the locations si of the sources, it is possible to
reconstruct the geometry of any convex room.

2.2 Prior work

2.2.1 Room geometry estimation

In the previous section, it was shown how an acoustic impulse response can be linked
to the geometry of an environment thanks to the image-source model.

Let us consider a typical room geometry estimation pipeline, as depicted in Fig-
ure 2.3 (top row). Most approaches begin by estimating the AIR of the enclosure from
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Figure 2.3: A typical pipeline for room geometry estimation.

measured data x(t) = (h ∗ s)(t). When no prior information about s(t) is available,
estimation of the AIR h(t) is an instance of the blind-channel identification problem
[23]. On the other hand, assuming that the excitation signal s(t) is known a priori,
one can estimate h(t) through (sparse) deconvolution [24]. The second step consist
of identifying the peaks of ĥ(t), corresponding to the time-of-arrivals (TOAs) associ-
ated with the sources. In general, when source and receiver are not synchronized, the
emission time of the source is unknown. If a sufficient number of receivers is available,
synchronization can be achieved from the measured path delays through self-calibration
methods [25, 26]. However, when the prerequisites for the self-calibration algorithms
are not fulfilled, the absolute TOAs ∆i are not recoverable. In such cases, the relative
time-difference-of-arrival (TDOA) of the sound at each sensor pair can rather be ex-
ploited. The absolute or relative delays define hyperbolic shapes (see section A.1) from
which it is possible to localize the reflections si and successively the room boundaries
[27, 28].

In most cases, localization of the reflective surfaces of an enclosure from audio mea-
surements is performed in ad-hoc settings, i.e. with multiple microphones and sources
distributed around the room, with oracle knowledge about their locations, or assuming
control over the excitation signal s(t). On the other hand, if the information about
room geometry has to be recovered, for example, from microphones placed on robots,
smartphone or smart speakers, the distance between sensors will be smaller and the
recorded signals, often speech or music, will be unknown.

2.2.2 Acoustic source localization

Under the conditions (1) the excitation signal s(t) as well as the emission time are
unknown, and only noisy or reverberant recordings x(t) can be measured, (2) receivers
are placed in a compact array with known geometry, one could attempt to localize the
image sources si from the recording x(t) using algorithms for acoustic source localization
(ASL). In this report, one such algorithm for full localization of multiple mirror-image
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sources based on deep neural networks (DNN) is presented.
Let us now delve deeper into the topic of acoustic source localization. Parametric

methods have been the preferred choice for ASL for years, while investigation of data-
driven methods for localization has begun only recently.

2.2.2.1 Parametric methods

Model-based approaches for ASL can loosely be divided in three categories. The first is
that of the high-resolution spectral estimation based locators, comprising all algorithms
that perform eigendecomposition of the sensor spatial covariance matrix [29]. Despite
being very accurate at localizing independent sources in far-field, the performance of
these algorithms degrades when trying to locate correlated sources, or in reverberant
environments. In addition, given an array of M sensors, they can only find up to M−1

distinct speakers. Approaches belonging to the second group localize sources based on
the time-difference of arrival (TDOA). The time-delay at which a pair of sensors shows
the highest correlation is often obtained from the generalized cross-correlation phase-
transform function (GCC-PHAT) [30, 31]. A shortcoming of such methods is that
they are mostly designed for single source scenarios and fail when there is a mismatch
between the actual scenario and the model. The third type of parametric algorithms
are based on the maximization the steered response power of a beamformer [32, 33].
By filtering, weighting and summing the data at the sensors, these methods virtually
steer the receivers towards all possible directions in a grid. The source is found at
the direction corresponding to the highest collected power. The most popular of such
methods, SRP-PHAT, performs well even in adverse condition, but it is computationally
expensive due to the grid search over possible directions.

2.2.2.2 Data-driven methods

To overcome some of the limitations of parametric methods, several approaches that
rely on DNNs to perform direction-of-arrival estimation have been proposed in the last
years. These methods adopt supervised learning strategies, where DNNs are trained
on large data sets to learn a mapping between multi-channel recordings and speaker
locations. DNN based approaches can be categorized according to the way they repre-
sent input and target quantities, the nature of the training set and the structure of the
computational graphs.

Input encoding As for the input representation, most methods for data-driven ASL
utilize features extracted from the multi-channel audio waveforms. One such hand-
crafted features is the GCC-PHAT map (Figure 2.4a), whose peaks can readily be
linked to the TDOA [34, 35, 36]. However, GCC-PHAT maps implicitly assume joint
wide-sense stationarity across signals received at different sensors [37], and do not con-
tain sufficient information to retrieve the full location of sources (see section A.2). Al-
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(a) GCC-PHAT (b) STFT (c) Waveform

(d) Classification (e) Regression (f) Likelihood

Figure 2.4: Several representations for input (top row) and target data points (bottom row) to be used in the
DNN.

ternative input representations include interaural phase differences and interaural level
differences [38, 39, 40], especially for binaural localization, or the intensity vector for
Ambisonics recordings [41]. Another possibility is that of applying an STFT transform
to the audio waveform before feeding it to the DNN (Figure 2.4b), a strategy which has
revealed successful for tasks like music genre classification [42] or sound source separa-
tion [43]. Adavanne et al. employ both phase and magnitude of the STFT coefficients
to localize multiple overlapping speakers [44, 45, 46], whereas Chakrabarty and Habets
use only the phase of the STFT coefficients to estimate the DOA of non-superimposed
speakers [47, 48, 49, 50]. Under the far-field assumption, they claim that the STFT
magnitude can be discarded, being the same at all microphones. More recently, ASL
has been performed directly from the audio waveform (Figure 2.4c), avoiding the fea-
ture extraction step completely. The sample domain input is typically fed to a cascade
of convolutional layers, which should automatically extract relevant features [51]. Vec-
chiotti et al. train a set of convolutional finite-impulse-response (FIR) filters and let
the network learn a frequency decomposition [52]. Although their trainable filterbank
does not generalize to reverberant recordings if trained on anechoic ones, it is shown to
outperform a fixed Gammatone decomposition when the training set is representative
of the test set.

Target encoding DNN approaches for acoustic localization also differ in the way they
represent the target source location. In most cases, estimation of the DOA is either cast
as a multi-label classification problem or as a direct regression of Cartesian coordinates
[53]. In the multi-label classification problem on the discretized unit circle (Figure 2.4d),
the speaker at each discretized angle is either present or absent [47, 48, 49, 50]. Using
a standard cross-entropy loss between target and estimated distributions, the major
drawback of classification is that it does not allow to take distance between angles into
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account. For instance, assume that a source is found at the 50° azimuth, and that angles
are discretized in 5° steps. The cross-entropy loss occurring for an estimated DOA of 45°
is the same as for an estimate of 30°, although the former guess is intuitively better than
the latter. A second way to cast the localization problem is by using direct regression of
Cartesian coordinates corresponding to the target DOA (Figure 2.4e), i.e. by minimizing
a distance between target and estimated coordinates [44, 45, 46]. Regression might
seem more appropriate both because the output space is structured and continuous,
and because it yields a direct correspondence between the cost function to be minimized
and the localization error. On the other hand, it is not clear how to extend regression to
a variable number of speakers, because the number of locations to be estimated needs
to be fixed in advance. A third strategy is that of performing regression on a map
representing the likelihood of a source being at a specific spatial coordinate (Figure 2.4f)
[35]. Similar to classification, it allows to encode an arbitrary number of sources. In
addition, since it performs a soft assignment of the output values, such encoding enables
the network to take the correlation between close angles into account, akin to regression.
Related forms of soft encodings have been recently employed in different classification
problems with promising results [54]. The advantages of likelihood regression come at
the price of increased dimensionality of the output.

2.3 Our method

Somewhat surprisingly, all of the methods for ASL using DNN presented above only
estimate the 2- or 3D angle-of-arrival of the speakers, neglecting the distance informa-
tion. When acoustic localization is an intermediate step in estimating the geometry of
an environment, the distance of the mirror image sources is strictly necessary. There-
fore, This thesis aims to investigate the feasibility of angle and range localization of
multiple overlapping sources with DNNs. The sources to localize are the mirror image
sources, which in turn reveal the geometry of the environment under analysis. The idea
of He et al. [35], who predict the likelihood of finding a source at a specific angle (1D),
is extended to enable the estimation of both angle and range (2D). In our method, the
peaks in the likelihood map identify the full 2D positions of real and image sources,
which in turn reveal the reflective surfaces (see Figure 2.3, bottom row).

In the remainder of this report, we will focus on shoe-box rooms only, because of
their practical relevance. Moreover, the problem of ASL will be restricted to the two
dimensional case, i.e. the elevation coordinate will be ignored for the sake of simplic-
ity. Unlike previous work, our algorithm can perform room geometry estimation in
restrictive conditions, such as i) the excitation signal as well as the emission time are
unknown, and only noisy or reverberant recordings can be measured and ii) only a
compact array of two microphones is available, the theoretical minimum for acoustic
source localization. Whereas other solutions solve the problem with high accuracy using
ad-hoc instruments and measurements, our DNN based algorithm tackles the geometry
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estimation task under very mild assumptions.
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Proposed method 3
The proposed room geometry estimation neural network takes as input a stereo wave-
form and returns the location of multiple acoustic sources, corresponding to the reflec-
tive surfaces. This chapter begins with describing the real and simulated datasets used
for training and testing the DNN. In the second section, design choices and methodology
of the proposed strategy is detailed.

Figure 3.1: A block diagram depicting the high-level architecture of the proposed network for source localization
from multichannel audio.

3.1 Data generation

Multiple datasets of acoustic impulse responses (AIRs) are generated to simulate the
scenarios of anechoic environments, or enclosures with a single or multiple reflective
surfaces. The training sets used in most experiments are then created by convoluting
realizations of 1s of white Gaussian noise (WGN) with AIRs of rooms of different sizes
and acoustic characteristics. In contrast to speech or music signals, WGN contains the
complete frequency range and will excite all the different modes of the enclosures, thus
easing the localization of the virtual sources.

In all datasets, the AIRs are generated through the software MCRoomSim [55]
using the image-source model at fs = 48kHz, and room dimension is varied between
2 × 2 m2 and 7 × 7 m2. Higher-order reflections up to the third order are modeled.
When multiple reflective surfaces are present, the lateral walls of each room share the
same frequency-dependent acoustic responses, whereas floor and ceiling are perfectly
absorbing to simulate the 2D case. Source and array positions are randomly sampled
from a grid with 0.075 m spacing, and constrained to satisfy three requirements: the
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(a) WGN1, range. (b) WGN1, angle. (c) WGN4, range. (d) WGN4, angle.

Figure 3.2: Distribution of real and virtual sources locations in WGN1 and WGN4 datasets in terms of distance
or direction of arrival to the microphone array.

distance between source and microphone must be be greater than 0.5 m, the distance
between source or microphone and any wall must be greater than 0.5 m, and the source
must not lie on the perpendicular bisector of the array, i.e. the source must not be
exactly in front of or behind the microphone array, with a tolerance of ±3°. The latter
condition is required to avoid under-determined settings where both the amplitude and
the TOA at the sensors are the same [56]. The anechoic and single reflective surface
WGN datasets (denominated as WGN0 and WGN1, respectively) contain about 3 hours
recordings each, while the four reflective surfaces dataset WGN4 consists of about 15
hours of reverberant WGN. Extra effort was put on ensuring that the locations of real
and image sources were distributed approximately uniformly around the sensor array
to avoid biasing the estimates of the DNN. However, the locations of the virtual sources
are determined by the location of the real source and the shape of the enclosure, and
achieving perfectly uniform angle and distance distributions is a non trivial task (see
Figure 3.2). The source is spatially stationary, i.e. it does not move within a recording.

All the simulations use a 2-channel microphone array, with inter-microphone spacing
of 10 cm. The microphone array is randomly rotated for each AIR. To reduce the front-
back ambiguity, the microphones have a directional, subcardioid response pattern that
attenuates sounds coming from behind and from the sides. Following the binaural
convention that assigns an azimuth of 0° in front of the array, positive angles on the
right emisphere, and negative angles on the left one (see Figure 3.3), the subcardioid
attenuation pattern is described by:

a(ϕ) =
2

3

(
1 +

1

2
cosϕ

)
, −π ≤ ϕ ≤ π. (3.1)

In addition to synthetic noise evaluation sets generated similarly to the training
sets, and follow the same name convention, we obtain synthetic speech sets given by the
convolution of the synthetic AIRs and clean utterances in Spanish, German and English
from the King-ASR corpora 178, 182 and 249, respectively. The AIRs generated for
noise and speech evaluation sets are created by simulating similar reverberation settings
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(a) Angle convention (b) Subcardioid directivity.

Figure 3.3: Angle convention (a) and subcardioid directivity pattern (b).

to the training set. Three squared rooms of sizes 3× 3 m2, 4.5× 4.5 m2 and 6× 6 m2

were selected. The acoustic characteristics of the reflective surfaces in the evaluation
set differ from those in the training set, whereas the microphone array geometry is
identical.

Lastly, to check the generalization capabilities of the proposed DNN, an additional
real speech dataset is obtained from recordings of actual meetings in two different rooms
using a microphone array of mismatched size and directional response. The meeting
rooms are located in the Sony European R&D office in Stuttgart (DE), and their sizes
are 5.3× 5.7 m2 and 6.5× 5.6 m2. Fragments of the recordings where the speakers did
not overlap were handpicked and manually annotated, for a total of about 1 minute
per each room. The 6-channels recordings were performed using a ReSpeaker circular
sensor array for Raspberry Pi1. The audio from two opposed microphones, located at
about 0.092 m distance, was selected.

3.1.1 Generation of the likelihood maps

Our network predicts a nonlinear mapping fθ(·) from a multichannel audio sample
x to a map m that indicates the likelihood of a source being at each position. The
parameters θ of the network are adjusted to minimize an empirical risk over a training
set,

L =
1

n

n∑
j=1

d
(
fθ(x

(j)), m(j)
)2

, (3.2)

where n is the number of samples in the training set, d(·) is the Euclidean distance,
x(j) is the jth training sample and m(j) the corresponding target heat-map.

The output of the network is encoded as a 2D image m ∈ RL×L, where the first
dimension is associated with the source distance ρ ∈ [0, dmax], and the second with the
angular direction ϕ ∈ [−π, π]. Each source corresponds to a Gaussian-like functions

1https://respeaker.io/6_mic_array/
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centred on the ground truth location p
(s)
i = [ρ

(s)
i , ϕ

(s)
i ]. A naive implementation that

neglects the periodicity of the angular coordinate would result in the following basis
function:

ĝi =

e
−d

(
pi, p

(s)
i

)2
/σ2

if ρi ∈ [0, dmax], ϕi ∈ [−π, π]

0 otherwise,
(3.3)

where σ controls the spread of the Gaussian-like curves and d(·) is the Euclidean dis-
tance. To avoid truncating the Gaussian-like functions it is possible to define a wrapped
basis function gi that takes into account the circular nature of the angular coordinate:

gi =
∞∑

k=−∞

1[0, dmax]×[kπ, (k+1)π] e
−d

(
pi, p

(s)
i

)2
/σ2

, (3.4)

where 1A×B has value 1 on the 2D interval A×B, and 0 elsewhere, and p
(s)
i = [ρ

(s)
i ϕ

(s)
i ] is

the ground truth location of the ith image source in polar coordinates (see Figure 3.4).
Similar to ĝi from Equation 3.3, the support of the basis function gi is on the interval
[0, dmax]× [−π, π].

Figure 3.4: 1D representations of ĝi (dashed green line) and the wrapped version gi (solid red line) for a source
located at approximately −125°.

In addition, we noticed in preliminary experiments how incorporating knowledge
about the microphone directivity in the target likelihood maps would benefit the learn-
ing process of the DNN. Thus, the height of each Gaussian-like component is rescaled
according to the microphone directivity of Equation 3.1. A likelihood map is then
computed as:

m′ =
I∑

i=0

a(ϕ
(s)
i ) gi, (3.5)

where a(ϕ
(s)
i ) is the attenuation for the ith source located at angular direction ϕ

(s)
i as

defined in Equation 3.1, gi is the basis function defined in Equation 3.4 and I is the
number of sources considered in the model. The real source is located at p0. As a last
step, the sum of the components is normalized to one, to obtain m = m′/max (m′).
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Figure 3.5: Ideal likelihood maps for real and first-order virtual sources, in polar coordinates. The real source
always has the smallest distance to the array. Per each column of the figure, top and bottom rows represent
the same configuration from different perspectives.

By assuming that any single dimension of the room will not exceed 8m, as it is
the case in our training set, the distance between any first-order image source and the
microphone array will not exceed dmax = 16m. To generate the likelihood maps, it is
possible to uniformly quantize both the support of the distance ρ and the angle ϕ in L

steps.

3.2 Proposed method: rationale

Our method employs a fully convolutional neural network to localize real and virtual
acoustic sources from multi-channel audio recordings. The architecture is designed to
perform spectral and spatial feature extraction from the input audio, temporal context
aggregation over multiple time frames, and likelihood map regression. The peaks in
the two dimensional likelihood map correspond to the estimated sources locations.

Because the input audio signal can be modelled as a stationary random process, and
its statistical distribution does not change over a time frame, a network using small con-
volutional filters should be preferred to an architecture based on matrix multiplication
[17]. In fact, convolutional layers can detect local patterns in the data using a fraction
of the learnable parameters of affine layers, thus reducing the size of the network and
consequently the over-fitting issue. In addition, fully convolutional architectures can
function with inputs of any size without modifications.

Feature extractor The feature extractor block performs spectral, spatial and tempo-
ral analysis of the stereo microphone signals, mapping the waveforms down to multiple
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space-frequency representations. Due to the lowpass filtering behaviour of the reflec-
tive surfaces, the spectra of real and virtual sources differ. Thus, it should be possible
to disambiguate between real and virtual sources from their spectral characteristics.
The first convolutional stage, fConv, contains long FIR filters intended to perform a
spectral decomposition similar to a time-domain filterbank [57]. Such spectral filters
are identical across microphones. Next, each filtered multi-channel output is passed to
a set of spatial filters, which act on all channels simultaneously (sConv). These learn-
able beamformers are capable to steer the microphone array to multiple directions by
applying different time-delays to different channels.

With this arrangement, we hypothesize that the first stage should implement a finer
frequency decomposition, while the multichannel filters acting on the spectrally decom-
posed signals should realize spatially selective filters, similar to early implementations
of broadband beamformers in time domain [58]. Finally, a sequence of shorter, one
dimensional FIR filters is deployed to detect edges and relevant patterns in the spec-
trally and spatially filtered audio signals (tConv). The local time pattern identification
concludes the feature extractor block.

Temporal aggregation The feature extraction is performed over multiple overlap-
ping segments, as depicted in Figure 3.1. The filtered outputs are combined together
in the following temporal convolutional block [59]. Whereas most strategies for se-
quence modeling with DNNs employ long-short time memory and recurrent networks,
temporal convolutional networks (TCNs) have recently demonstrated competitive per-
formances in a variety of sequence modeling tasks [60]. In addition, TCNs parameters
are easier to optimize than their recurrent counterpart [59]. For these reasons, and to
keep the overall architecture fully convolutional, we decided to adopt them in our net-
work. By combining the space-frequency representations of successive frames through
temporal convolution, we wish to capture the long term dependencies in the data. For
instance, acoustic reflections cause the support of the cross-correlation function across
sensor channels to extend up to delays of τmax = fs · dmax/c samples, where dmax is the
distance between the farthest virtual source and the microphone array. The temporal
aggregation block combines the contributions of multiple windowed frames into a single
space-frequency representation.

Regression Next, the low dimensional output of the temporal aggregation block
should be upsampled and reshaped as to produce the desired position likelihood map.

In DNN-based image processing, this process is typically carried out using succes-
sive transposed convolutions, or convolutions followed by deterministic upsampling [61].
Recently, the DenseNet architecture for image classification was introduced [62, Chap-
ter 7.7], and shortly after extended to the image segmentation task [63]. The main idea
behind DenseNet is that each convolutional layer should receive as inputs the feature
maps from all preceding layers, and its own output should be used as input to all follow-
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ing layers (see Figure 3.6). This way, the authors claim that ”(DenseNets) alleviate the
vanishing-gradient problem, strengthen feature propagation, encourage feature reuse,
and substantially reduce the number of parameters” [64]. Inspired by this approach,
Zhang et al. deviced an architecture where upsampling is achieved by stacking many
small feature-maps, then reshaping them into a few, larger maps, and denominated this
method as dense upsampling [65]. In our project, we adapt their method to upsample
the output of the temporal aggregation block into the two dimensional likelihood map
of the sources locations. The prediction of the likelihood map is the last operation
executed inside the computational graph.

Figure 3.6: A single dense block with D = 5 layers having k = 4 filters each [64].

Matched filtering and peak picking The network described above produces like-
lihood maps where the mean positions of 2D Gaussian-like curves correspond to the
locations of real source and first-order image sources in polar coordinates. In general,
the maps generated by the network will present inaccuracies, as if an unknown, pos-
sibly correlated noise was added to the oracle targets. Because the maps are built as
a weighted sum of Gaussian-like curves with different mean values (see section 3.1 for
details), it is possible to employ a matched filter to refine the estimates. The matched
filter, or replica correlator, maximizes the signal-to-noise ratio (SNR) at the output of a
linear FIR filter, and can be designed in its simplest form without further assumptions
about the noise statistics [66]. The output SNR of the matched filter could be further
improved if an estimate of the noise covariance matrix was available. After refining
the likelihood maps through matched filtering, it possible to finally extract the modes
(peaks) of each curve, which correspond to the locations of the separated sources, as
depicted in Figure 3.5.

3.3 Network architecture

Having already introduced the main intuitions behind the proposed strategy for mul-
tiple source localization, this section will explain more in detail the operation carried
out within the computational graph.
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Figure 3.7: A schematic of the proposed architecture. On the left, multiple feature extractor blocks with
shared weights act on different frames of the multichannel audio. On the center, a the temporal aggregation
block with 3 layers is depicted in light orange. The dense blocks are shown in blue. In this example, T = 8
and consequently there are 3 layers in the aggregation block.

3.3.1 Feature extraction

Let us first analyze more in detail the feature extractor block shown in Figure 3.8.
As a first step, a multichannel window of length M samples is taken from the input
waveform. All the three stages fConv, sConv and tConv perform convolution strided
by 1 in time across M samples. Unless otherwise stated, the signals are padded with
zeroes before each convolution, so that the outputs have the same lengths as the inputs.
To reduce the fluctuations in the values of the intermediate variables during training,
batch normalization is applied after the convolution operations [67]. In these cases, the
bias parameter of the convolutional filters is ignored to avoid redundancies.

3.3.1.1 Spectral analysis (fConv)

The spectral analysis is performed similarly as in [52], where a spectral finite impulse
response (FIR) filterbank gf = {g1, g2, . . . , gF} where gf ∈ RN , is applied to all the
input channels. F is the number of FIR filters and N is the number of FIR filter taps.
The output of this spectral analysis layer fConv will be a set of filtered, multi-channel
signals,

yfc (t) =
N−1∑
n=0

gf (n) · xc(t− n) (3.6)

= gf ∗ xc(t), c = 0, 1, . . . , C − 1 (3.7)
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Figure 3.8: The feature extractor block for a single time frame. The actual implementation with two sensors,
C = 2, is shown.

where xc(t) is the recording from microphone c at time t, yfc (t) is the output of the
filter gf for channel c and N is the number of taps for the FIR filters. Notice that an
identical filter gf is applied to all channels, i.e. the filter coefficients are shared among
microphones.

In our experiments, we either optimize the filter coefficients jointly with the net-
work, or we fix them to accommodate a fixed Gammatone filterbank, similar to [52].
Whereas the centre frequencies of bandpass filters implemented by a FFT transform are
distributed uniformly, the centre frequencies of Gammatone filters are logarithmically
spaced. In acoustic source localization, frequencies above fmax = 2d/c, d being the
inter-microphone distance, lead to an ambiguity known as spatial aliasing, for which
the beamformers amplify equally signals coming from multiple directions [68]. As a
consequence, the logarithmic spacing of the Gammatone filterbank was preferred to a
uniform one, because it allows to take into account spatial aliasing by allocating more
filters at lower frequencies.

3.3.1.2 Spatial analysis (sConv)

Next, batch normalization is applied to the output of the fConv stage before proceeding
with the spatial analysis. The sConv stage is related to filter-and-sum beamforming,
where a FIR filter weighs and delays the signals at each microphone before summing
them together. Generally, a filter-and-sum beamformer implements the following equa-
tion:

z(t) =
C−1∑
c=0

P−1∑
p=0

yc(p) · hc(t− p− τc), (3.8)
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(a) Learned filterbank (b) Gammatone filterbank

Figure 3.9: FFT log magnitude of some of the gf filters of the first block, fConv, as a function of frequency.
The response for filters learned by the network is shown on the left (figure (a)), while the fixed Gammatone
filters are shown on the right (figure (b)).

where hc(t) is the FIR filter associated with microphone c, yc(t) is the cth channel
of the signal provided as input, P is the number of taps of the FIR beamformer and
τc is the time-delay applied to the cth channel to virtually steer the beamformer to
the desired direction. For instance, in the DOA estimation technique SRP-PHAT, the
weights hc(t) are calculated as to minimize the contribution of the magnitude of the
signal, whereas the time-delays τc are adjusted to steer the sensor array to every angle
in a grid.

In contrast, our aim is to estimate filter coefficients and steering delays jointly with
the network weights, by optimizing a localization likelihood target. A bank of F × B

multi-channel filters hf,b = {h1,1, h1,2, . . . , h1,B, h2,1, h2,2, . . . , hF,B} where hf,b ∈ RP×C is
deployed to simultaneously steer the microphones to multiple directions. P is the length
of each beamformer and C the number of microphone channels. A single, spectrally
filtered signal yf (t) is passed to several beamformers, as to encourage each spatial filter
hf,b to specialize to a specific frequency content and spatial look. The beamforming
operation is described by:

zfb (t) =
C−1∑
c=0

P−1∑
p=0

yfc (t) · hf,b
c (t− p) (3.9)

=
C−1∑
c=0

yfc (t) ∗ hf,b
c , (3.10)

where zfb (t) ∈ RM×1 follows from convoluting the filtered multi-microphone signal
yf (t) ∈ RM×C from the fConv stage with the beamformer hf,b ∈ RP×C and summing
over channels. It is worth noting that the steering delay τc of traditional filter-and-sum
beamformers of Equation 3.8 is implicitly absorbed inside hf,b

c . Therefore, our method
does not require explicit estimation of the steering delays τc, and the coefficients hf,b

of the spatial filters are optimized jointly with the network.
For comparison, our experiment include fixing hf,b to accommodate delay-and-sum
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beamformers pointing to uniformly spaced directions in the frontal hemisphere. In the
latter case, identical beamformers are used across frequencies, i.e. hf,b = h1,b, ∀f ∈ F ,
and differences in damping across microphones due to propagation effects are neglected
(far-field assumption). Delay-and-sum is preferred to minimum variance distortionless
or generalized eigendecomposition beamformers for its simplicity [69]: being completely
model based, delay-and-sum does not require estimating the spatial correlation matrices
of the signals.

Figure 3.10: Beampatterns. Log magnitude of hf,b filters from the second block, sConv, as a function of
frequency (horizontal axis) and DOA (vertical axis) assuming incoming planar waves. The response for filters
learned by the network is shown on the left, while the fixed delay&sum beamformers are shown on the right.
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3.3.1.3 Extraction of local time patterns (tConv)

The output of sConv layer is a set of B×F single-channel signals zfb (t) ∈ RM×1 having
the same sampling rate as the input signal.

Differently from the architecture presented in [57] for speech recognition, we do
not perform pooling directly after the beamformers, to preserve the fine-grained shifts
which allow DOA estimation. Instead, to detect local time patterns in the band-passed,
spatially directional signals, these are processed with batch normalization followed by a
non-linearity, and fed to a sequence of four identical 1D convolutional layers [52], each
having R taps. Such filters are designed to be much shorter than the ones from the
fConv and sConv layers, such that R ≪ P ≪ N .

Each of the four layers of the tConv stage involves convolution over the time axis,
batch normalization, non-linearity, and max pooling every 4 samples. The max pooling
deterministic block gradually reduces the dimensionality, allowing the network to ex-
tract information at different time scales. Lastly, a global max pooling ensures that the
time dimension is consumed completely, yielding feature maps w of size w ∈ RQ×F×B,
where Q is the number of convolutional filters of the 1D convolutional layers.

3.3.2 Temporal context aggregation

The feature extraction described above is executed over a small window of M samples,
and yields a tensor w ∈ RQ×F×B per each frame. The window is then shifted by
M(1 − o) samples, where 0 < o ≤ 1 is an overlap factor, and the feature extraction
is repeated T times. By concatenating the outputs wi, i = 1, 2, . . . , T given by the
feature extraction block, one obtains a sequence W = [w1w2 . . . wT ] ∈ RQ×F×B×T . The
temporal aggregation block implements a series of 1D convolutional layers which act
over the time-frame dimension only [59]. Each layer is composed convolutional filters of
length S acting over the time-frame axis, batch normalization, non-linearity and max
pooling with a kernel size 2. Before max pooling, each side of the input is zero-padded
by one sample. Each convolutional layer reduces the time-frame dimension from T ′ to
T ′′ = floor(T ′/2) + 1, where T ′ is the size of the time-frame dimension at its input.
Lastly, a global max pooling layer ensures that the time-frame dimension is completely
consumed. In this way, the output of the temporal context aggregation block is a tensor
V of size V ∈ RA×F×B, where A is the number of filters of the last convolutional layer
of the block. Choosing the length of each conv filter to be S < T , the number of
convolutional layers in this block is set to log2(T ), the maximum possible in relation to
the number of time frames T .

In practice, this block is similar to the tConv stage described above, with three
key differences, 1. convolution is performed over different time-frames, not samples, 2.
convolution is applied without zero padding and 3. the number of layers in this block
depends on the total number of time-frames T selected from each audio sample.
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3.3.3 Likelihood map regression

Figure 3.11: A schematic of the regressor.

To upsample the low dimensional output V ∈ RA×F×B from the temporal aggre-
gation block into the desired output map m̂ ∈ RL×L, we employ two dense blocks,
followed by a reshape operation and a third dense block. A 1× 1 convolution followed
by a global max pooling yields the final 2D likelihood map (see Figure 3.11). The ith
dense block contains Di convolutional layers, each having ki convolutional filters [64].
Every layer of a block contains batch normalization, nonlinearity and convolution with
padding to preserve the size, and receives as input the concatenation of all feature-maps
of the preceding layers (see Figure 3.6 for an example). To account for the fact that
angles of ±180° coincide conceptually, but are in practice at the opposite sides of the
likelihood maps (see subsection 3.1.1), reflection padding is chosen in place of tradi-
tional zero padding along the angular dimension. In this way, the network receives a
hint about the cylindrical nature of the likelihood maps.

For the first two dense blocks, the number of layers Di and corresponding filters ki
are chosen as to produce a tensor of size V ′ ∈ RA′×F×B which can then reshaped to
U ∈ Rγ×L×L. The reshape operation is only possible if the product of the dimensions
of the tensors are equal: A′ · F · B = γ · L2. In the original proposal of the dense
upsampling strategy [70], L is the width (and height) of the final output maps, and
γ is the number of desired output maps. Although our network always produces a
single map m̂ ∈ RL×L, leaving γ as a configurable hyperparameter allows us to easily
control the number of learnable elements in the overall architecture, and consequently
the learning capacity.

Once the number of layers D1 = D2 inside the first two blocks and the number of
latent maps γ are fixed, the number of filters k1 = k2 must be computed as to allow for
the reshaping from V ′ to U :

ki =
1

2Di

(
γ · L2

B · F
− A

)
, i = 1, 2

where Li is the number of layers inside the ith dense block, γ is the number of latent
maps, L is the width of the final likelihood map, B and F are respectively the numbers
of beamformers and frequency channels, and A is the number of feature-maps from the
temporal aggregation block.

After the reshaping, a third dense block with D3 = 4 layers and k3 = 20 filters
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per layer, followed by a 1× 1 convolution and a global max pooling along the channel
dimension yield the desired 2D likelihood map m̂. Lastly, element-wise rectified linear
unit max (0, x) and clipping operator min(1, x) restrict the values of the map to the
target range [0, 1].

3.3.4 Post-processing

3.3.4.1 Matched filtering

The noise in the likelihood maps estimated by the networks can be reduced by applying
a matched filter, i.e. a filter that has the same shape as the basis functions that form
the map. As described in subsection 3.1.1, the ground truth maps are generated as
a superimposition of Gaussian-like functions. Therefore, the impulse response of the
desired matched filter hmf can be calculated from Equation 3.5 by substituting p

(s)
0 =

[dmax/2, 0], I = 0 and the width parameter σ used for the generation of the maps. The
resulting likelihood map hmf corresponds to the desired filter, and can be convolved
with the output m̂ of the DNN to refine the estimate.

3.3.4.2 Peak picking

The I sources correspond to I peaks in the likelihood map m. To retrieve the peaks, we
rely on a publicly available algorithm that mimics the findpeaks function of Matlab2.
All parameters are left to default, except for threshold_rel=1/20 to discard possible
peaks if they are more than 20 times smaller than the highest peak in the map.

2https://nbviewer.jupyter.org/github/demotu/BMC/blob/master/notebooks/DetectPeaks.ipynb
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Numerical results 4
The previous chapter described the proposed strategy for the identification of reflective
surfaces based on real and virtual sources localization. In the following, the performance
of the proposed method is tested on both simulated and real data. A random search
procedure used for selecting the network hyperparameters (number of convolutional
filters, length of each filter etc.) is also presented.

4.1 Implementation details

The DNN is trained in mini-batches using Adam, a first-order extension of stochas-
tic gradient descent that share properties of second-order methods [71]. The code is
implemented using the open-source deep learning library NNabla1. To stabilize the
estimates of the individual moments before commencing updating the parameters, the
global learning rate is set to µ = 0 during the first epoch. At epoch 2, the learning rate
is changed to µ = 1e−3, and successively reduced by a factor 10 after every 150 epochs
without decreases on the validation loss, until it reaches µmin = 1e−6. To limit numeri-
cal errors in the evaluations of the gradients, the stereo input waveforms are normalized
such that the variance per each time sample across training points is approximately one
[72]. The 1s long audio waveforms are then downsampled from fs = 48kHz to 16kHz

to reduce the computational burden. Next, the waveforms are rescaled by a random
factor β ∈ [0.5, 1.5]. This procedure is fundamental to force the network to elicit source
distance based on amplitude ratio across microphones, rather than on absolute volume.
As a last preprocessing step, we perform sampling without replacement by randomly
selecting T consecutive, overlapping frames of length M = 320 from each audio file per
each iteration. Selecting the frames can either be achieved using a rectangular or a
Hanning window without consequences to the final accuracy, as shown in section 4.3.
The effect of varying the number of time frames T is investigated in section 4.6.1.

With the sole exception of the last layer, leaky rectified linear unit nonlinearity is
used throughout the network, with negative slope α = 0.2. To limit overfitting, we
introduce ℓ2 regularization with weight λ = 1.6e−6, early stopping after 350 epochs
without improvements on the validation set, and dropout. Zeroing of entire channels -
known as spatial dropout [61] - is also applied with probability p = 0.3 on the output
of the fConv block, to discourage the network from relying on a particular frequency
range only.

1https://github.com/sony/nnabla
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In most cases, the values of the hyperparameters of the DNN have little influence
on the final accuracy, as shown in the next section. However, because of the dense
upsampling strategy, the number of learnable parameters depends greatly on the output
shape. The size of the output likelihood map is then set to 128× 128 for experiments
involving none or a single reflective surface, whereas larger 256×256 maps are used when
training on the four reflective surfaces dataset WGN4. The idea behind this choice is to
use a faster network (L = 128) with ≈ 257k learnable parameters on the smaller WGN0
and WGN1 datasets, and a more complex DNN with L = 256 and ≈ 1.2M learnable
parameters for the larger dataset WGN4. In the following, the two networks will be
referred to as NN128 and NN256, respectively.

4.2 Evaluation metrics

The accuracy of the network is evaluated in terms of distance between the ground truth
locations of real and virtual sources p = [p1, p2, . . . , pI ] ∈ RI×2 and the peaks extracted
from the likelihood map p̂ = [p̂1, p̂2, . . . , p̂I ] ∈ RI×2, where pi = [ρi, ϕi]. For brevity,
we omit the superscript (s) for the ground truth locations. To evaluate the accuracy
of the proposed framework, I peaks corresponding to I sources are detected from the
estimated map m̂. Among all the possible I! permutations of the unsorted array of
detected peaks p̂, the ordering that yields the lowest mean absolute error (MAE) is
selected, where the error is calculated as:

MAE(p, p̂) =
1

I

I∑
i=1

|pi − p̂i| (4.1)

=
1

I

I∑
i=1

|ρi − ρ̂i|+ |ϕi − ϕ̂i|. (4.2)

In addition, we will make use of an accuracy indicator, defined as the percentage
of (real or virtual) sources in the evaluation set which are localized within 2m and 30°
from their ground truth positions.

4.3 Random search of hyperparameters

A drawback of neural networks is the large number of configurable variables, known as
hyperparameters, that determine the structure of the computational graph. Empirically
finding the best combination for a given task involves a search over a often high-
dimensional hyperparameter space. Performing grid-search with sufficient granularity
is computationally expensive, in that a complete training is needed to evaluate the
performance of each configuration of hyperparameters [17]. As an alternative, it is
possible to conduct trials where the values of all hyperparameters are chosen at random
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from given supports, and select the best configuration according to a given metric. Such
procedure is known as random search [73]. In our approach, 37 DNNs with different

Figure 4.1: Grid and random hyperpameter search. Adapted from 2.

hyperparameters are trained on the single surface dataset WGN1 to identify the best
performing configuration and investigate possible correlations between hyperparameters
and the final accuracy. All models use 128 × 128 output maps, a span of T = 4 time
frames and batch size 8. Learning rate is reduced by a factor 10 with every 75 epochs
without decrease on validation loss, while training is stopped after a max of 300 epochs
or 100 epochs without improvements.

Description Name Admitted values Correlation p-value
# taps fConv N [ 8, 1024 ] 0.05 0.75
# taps sConv P [ 4, 64 ] -0.21 0.22
# taps tConv R [ 3, 7 ] 0.26 0.12
# filters tConv Q [ 8, 128 ] 0.46 < 0.01
# filters 1× 1 [ 8, 128 ] -0.15 0.39
Blob width σ [ 0.1, 0.5 ] 0.19 0.26
Window type {none,hann} 0.01 0.96
Chunk lenght M [N, 1024 ] 0.10 0.55
Overlap o [ 0, 0.75 ] 0.05 0.77
ℓ2 regular. λ [ 1e−9, 1e−5 ] 0.19 0.27
DO {0, 1} -0.32 0.05
DO, p [ 0.1, 0.5 ] -0.11 0.53
Spatial DO {0, 1} -0.71 < 0.01
Spatial DO, p [ 0.1, 0.5 ] -0.41 0.01

Table 4.1: Details of random hyperparameter search. DO stands for dropout. Square brackets denote uniform
distribution over ranges of values. Curly brackets denote discrete distribution over values in the sets.

Table 4.1 presents the details of the random search experiment. Pearson’s correla-
tion coefficient between hyperparameters under test and network accuracy is calculated,
together with the corresponding p-value, to highlight possible linear relationships. The

2https : / / blogs . sas . com / content / subconsciousmusings / 2016 / 09 / 20 / local - search - optimization - for -
hyperparameter-tuning/
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p-value roughly correspond to the probability that two uncorrelated Gaussian distri-
butions would yield the resulting correlation coefficient (null hypothesis). In line with
previous research [18, 42], the low correlation between most variables under test and
network accuracy suggests that a large number of widely different DNNs can produce
similar results. As an exception, there is a significant positive correlation between ac-
curacy and number of convolutional filters in the tConv block of the feature extractor,
indicating that a higher number of filters is beneficial to extract meaningful patterns
in the spectrally and spatially filtered signal. It is also seen how dropout and spatial
dropout, applied here to all layers of temporal aggregation and regressor blocks, tend
to worsen the final accuracy.

The hyperparameter set yielding the best performing network (see Appendix C for
details) is selected for the experiments of the next sections.

4.4 Anechoic room

The first two experiments deal with the scenario of a single source emitting white
Gaussian noise in an anechoic environment (dataset WGN0). First, it is shown how the
use of directional microphones improves localization by reducing front-back ambiguity
(subsection 4.4.1). Second, sensitivity studies are conducted, where the DNN is trained
on WGN0, but tested on datasets simulating microphone arrays of either smaller or larger
sizes (subsection 4.4.2).

4.4.1 Subcardioid vs omnidirectional microphones

Figure 4.2: Typical DNN output for single noise source in anechoic environment, in polar coordinates. The red
stars mark the target locations, while the white triangles are the predicted locations. The first prediction on
the left corresponds to a source lying on the same line as the microphones; its location is uniquely determined.
In all other predictions, the DNN assigns some likelihood to both the actual source location and its reflected
counterpart. This leads to front-back errors in the second picture from the left, and the last to the right.

As a first experiment, NN128 is trained on two sets of anechoic recordings that only
differ for their microphone array directivity patterns. Namely, WGN0_omni employs
omnidirectional microphones, with aomni(ϕ) = 1 ∀ϕ ∈ [−π, π], whereas WGN0 employs
subcardioid microphones with DOA-dependent attenuation, as in Equation 3.1.

30



Dataset Mean absolute error Detections (%) FB (%)
dist (m) ang (deg) < 2m < 30°

WGN0_omni 0.8± 0.8 31± 48 88 73 38
WGN0 0.4± 0.6 7± 19 95 95 11

Table 4.2: Results for localization of real source in anechoic conditions.

It can be seen from Table 4.2 how the angle-dependent volume attenuation of sub-
cardioid microphones leads to higher accuracy in all localization metrics compared the
omnidirectional case. When omnidirectional sensors are used, there is an ambiguous
solution located specularly to the real one with respect to the microphones axis (sec-
tion A.1). If subcardioid microphones are used instead, the ambiguous solution will
not always exist. As a consequence, subcardioid microphones drastically reduce front-
back confusions, and they will be preferred to omnidirectional ones in all the following
experiments.

4.4.2 Sensitivity to array size mismatch

The second experiment is designed to inspect the behavior of the DNN when the micro-
phone arrays used for train and test phases have different sizes. In localization based
on time-difference of arrival (TDOA) and amplitude ratio across microphones (sec-
tion A.2), assuming a wrong microphone spacing would bias the localization estimates
in a predictable way. For instance, assume that a stereo array with spacing d measures
a TDOA τ for a source located at ϕ = 90°. A smaller array of size d/2 will measure, for
the same source, a TDOA τ/2, corresponding to smaller angles. A similar phenomenon
occurs with amplitude ratio, which is generally closer to 1 for smaller sensor arrays,
biasing the predictions towards higher distances.

As a consequence, it should be possible to predict the biases occurring in the local-
ization estimates in presence of a mismatched microphone array. In this experiment,
NN128 is trained on a subset of WGN0 that comprises sources lying in the first quad-
rant only, i.e. sources that satisfy 0 < ϕ < 90°. The stereo array used for training
is d = 10cm long. After the weights have been fixed, the DNN is tested on simu-
lated recordings from smaller (d = 5cm), matched (d = 10cm) or bigger (d = 15cm)
microphone arrays.

The distribution of the localization error for stereo arrays of different sizes are shown
in Figure 4.3, and summarized in Table 4.3. As expected, testing the DNN on recordings
provided by a smaller array results in predictions which tend to overestimate the source
distance and underestimate its DOA, compared to the matched case. Similarly, using
larger arrays causes the network to bias the estimates towards closer distances and larger
angles. Additionally, it is noted from Table 4.3 how the distance predictions have an
undesired bias of 0.12m in the matched case, possibly due to the uneven distribution
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(a) Smaller (d = 0.05m) (b) Matched (d = 0.10m) (c) Larger (d = 0.15m)

Figure 4.3: Angular error distribution for mismatched test array size. The dashed black line represents the
median, and the arrows indicate the direction of the bias.

of sources locations in the training set.
Some insight can also be gained from the error distribution of Figure 4.3, partic-

ularly for the case of larger array (Figure 4.3c). Due to the greater distance between
microphones occurring during the test phase, some sources will induce TDOAs which
are strictly longer than any delay occurring in the training set. It can be argued that
the numerous error outliers in Figure 4.3c are to be attributed to the presence of such
unexpectedly long delays in the test data.

Microphone array Error median
distance (m) angle (deg)

smaller, d = 0.05m 0.28 -21
matched, d = 0.10m 0.12 2

larger, d = 0.15m 0.00 14

Table 4.3: Localization with matched or mismatched microphone arrays.

4.5 Single reflective surface

Having shown that the proposed DNN can successfully localize a noise source in ane-
choic environments, the next set of experiments deals with the more complex task of
localizing a reflective surface by estimating the positions of real speaker and corre-
sponding virtual source (I = 2). The reflective surface stands perpendicularly in the
middle of the line connecting the points. First, we compare several variants of the
proposed DNN architecture, and observe that separated, learnable filterbanks perform
better than handcrafted ones, confirming previous findings [52, 57]. Second, we iden-
tify front-back ambiguity as one of the main sources of uncertainty in the proposed
framework, and show how constraining the sources to be in front of the array improves
localization considerably.
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4.5.1 Architecture variations

As a first experiment, several variants of the proposed architecture are trained on the
WGN1 dataset and compared in terms of their localization accuracy. The first variant
under comparison is denoted as ’Cartesian’ in Table 4.4. As opposed to the likelihood
maps in subsection 3.1.1, where the emitters are identified with their polar coordinates,
’Cartesian’ maps report vertical and horizontal displacement of sources with respect to
the microphones (Figure 4.4). The ground truth targets m ∈ RL×L are calculated by
virtually translating and rotating the reference system such that the microphones lie
in horizontal symmetry with respect to the center of the map O = (L/2, L/2).

(a) Polar (b) Cartesian

Figure 4.4: The same geometrical settings, where real and virtual sources are in front of the microphone array,
is represented with polar (on the left) or Cartesian coordinates (right).

Additional variants of the NN128 network are obtained by fixing certain stages of
the feature extractor block to accommodate deterministic filterbanks (’Gammatone’,
’Delay & sum’), or merging the fConv and sConv stages into a single learnable layer
(’Unfactored’). Namely, the ’Gammatone’ variant consists in replacing the fConv stage
of the feature extractor block with a fixed Gammatone filterbank having F = 16 filters
distributed between 512Hz and 8kHz. In the ’Delay & sum’ DNN, the sConv stage is
substituted by B = 16 fixed delay & sum beamformers pointing to uniformly spaced
directions in a grid, per each output of the fConv stage, as described in subsubsec-
tion 3.3.1.2. The last variant under analysis consists of merging fConv and sConv
stages into a single, learnable convolutional layer with a total of 256 filters of length
65. The filter length is chosen to keep the number of learnable parameters similar to
the other variants, and the name ’unfactored’ follows from [57]. Based on the fact that
filter-and-sum beamformers can be viewed as performing band-pass filtering followed
by narrow-band beamforming [58], joining the filterbank and beamforming layers into
one could yield similar results to the ’factored’ case, denoted here as NN128.

The proposed architectures are trained on the WGN1 dataset, and tested on un-
seen WGN and speech recordings. All variants are equally accurate in localizing noise
sources, with ’full’ detection percentages ranging between 47% and 51%, meaning that
these fractions of sources lie closer than 2m and less than 30° from the corresponding
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DNN Test data Mean absolute error Detected (%)
dist (m) ang (deg) < 2m < 30° full

NN128

WGN1

2.3± 2.9 38± 48 67 62 51
Cartesian 2.2± 2.6 40± 48 68 56 47
Gammatone 1.8± 2.2 42± 52 72 59 50
Delay & sum 1.6± 1.8 47± 52 75 55 47
Unfactored 1.7± 2.1 40± 49 72 60 51
NN128

SPEECH1

2.8± 2.7 75± 53 52 27 14
Cartesian 3.3± 2.3 73± 51 34 26 9
Gammatone 5.4± 3.3 60± 52 18 41 9
Delay & sum 2.5± 1.7 74± 54 40 31 11
Unfactored 3.8± 3.1 66± 55 32 37 11

Table 4.4: Performance of several variants of the original architecture on WGN or speech datasets with one
reflective surface.

targets. When the DNNs, trained with WGN samples only, are tested on speech signals,
the general performance degrades significantly, with the proposed NN128 network still
scoring best in terms of detection rate. Mapping TDOAs and amplitude ratios across
microphones to angles of arrival and distances, respectively, is easier than mapping the
same stereo cues to Cartesian coordinates in the likelihood maps. This might lead to
the superior generalization performance of polar coordinates compared to Cartesian.

4.5.2 The front-back ambiguity

Angle-dependent microphone directivity patterns are beneficial for localization, but do
not solve the front-back ambiguity, as discussed in subsection 4.4.1. In completely
stationary settings, discriminating sounds coming from the front or from the back is
also problematic for humans, despite the additional spectral cues provided by binaural
hearing [38]. Constraining the sources to lie in front of the array should ease localization
significantly.

Dataset Mean absolute error Detected (%) FB (%)
Train Test dist (m) ang (deg) < 2m < 30° full
All Front 2.1± 2.3 41± 50 62 59 48 42

Front Front 1.2 ± 1.4 7 ± 15 80 95 80 0

Table 4.5: All stands for WGN1, whereas Front is a subset of WGN1 featuring sources in the positive hemisphere
only, i.e. −90° < ϕ < 90°.

In this experiment, it is shown how NN128 trained on a subset of WGN1 featuring
sources in the positive hemisphere (denoted as ’Front’ in Table 4.5) significantly out-
performs its counterpart trained on the complete dataset (’All’). The two identical
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networks, trained on different dataset, are tested on unseen data where sources and
reflective surfaces face the microphones. As seen from Table 4.5, eliminating the am-
biguous solution by infusing prior knowledge about the source angle in the training set
drastically improves localization: distance error is reduced to half, while angular error
is 5 times smaller for the DNN trained on the positive hemisphere only.

It is worth noting that humans, despite the additional spatial and spectral cues
given by binaural hearing, can localize a single, static speaker with an average distance
error of about 1.3m, and angular error close to 17° [74]. We are not aware of any
experiment that measures human performance in localizing reflective surfaces.

4.6 Multiple reflective surfaces

The last set of experiments investigates the performance of the proposed algorithm
in localizing real and first-order image sources of rectangular rooms. Only the lateral
surfaces are considered, yielding a total of I = 5 sources. The effects of varying the
number of time frames T , and the number of spectral and spatial filters of the fConv and
sConv stages are analyzed. To verify the generalization capabilities of the framework,
each configuration is tested not only with simulated WGN and speech recordings, but
also on real-world data. The experiments are conducted by training the larger NN256
architecture on the WGN4 dataset, as mentioned in section 4.1.

4.6.1 Influence of time context

The temporal aggregation block of the proposed DNN receives as input the features
extracted from multiple time frames, and summarizes them into a unified representa-
tion. For multichannel, reverberant white Gaussian noise, a larger time context could
either help the DNN capturing long term cross-correlations due to the reflections, or
improve the estimation of statistical properties of the signals via averaging. A higher
number of windows implies an increased computational cost. In this experiment, the
NN256 architecture is trained with varying number of time frames T ∈ {1, 4, 8, 16}, fixed
Gammatone filterbank and batch size 4. Given the length of a time window M = 320,
the overlap factor o = 0.4 and the sampling frequency fs = 16kHz, a single frame
corresponds to 20ms of audio, while T = 16 frames amount to 200ms.

Figure 4.6 displays the number of detected sources per each configuration, where
each network is tested on unseen recordings of reverberant noise, synthetic speech, and
real speech signals. Localization of real and virtual noise sources appears to highly
benefit from longer time contexts: the detection rate increases steadily from 32% to
45% when T increases from 1 to 8. Further extending T to 16 frames leads to minor
improvements. Localization with synthetic speech signals follows a similar trend. The
relationship between time context and accuracy is less linear for real speech, but the
best results are again recorded for the largest T . Interestingly, the performance of the
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Figure 4.5: Typical DNN output for noise (top row), artificial speech (middle) or real speech (bottom row)
sources in rectangular rooms. The predictions are visibly more accurate for the WGN source.

proposed architecture is similar for synthetic and real speech recordings, suggesting
that domain adaptation from simulated RIRs to real-world data is indeed possible, in
spite of the mismatches in the array size and microphone directivity.

4.6.2 Varying the number of spectral and spatial filters

In all previous experiments, the number of spectral filters F and spatial filters B

has been fixed to 16 to limit training time and computational burden. This experi-
ment analyzes the changes in localization accuracy when the spectral filterbank has
F ∈ {16, 32, 64, 128} learnable convolutional filters and B = 8 beamformers. Alter-
natively, F is set to F = 16 and the number of learnable beamformers per frequency
band is varied, B ∈ {16, 32, 64}. The batch size is 3 and the time context T = 4. For
each (F, B) network configuration, the number of learnable parameters is kept approx-
imately equal by adjusting the number µ of latent maps of the dense upsampling layer
between µ = 1 and µ = 8 (see subsection 3.3.3). Similar to the previous experiment,
the DNNs are tested on noise, simulated speech, and real speech signals.

Table 4.6 reports the number of fully detected sources as a function of the number
of filters in fConv and sConv, and the data type. As a general tendency, higher number
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Figure 4.6: The effect of varying the time context T for different test data: white Gaussian noise (dashed blue
line), artificially reverberated speech (solid red line) and real speech (pointed green line). The vertical axis
represents the number of detected sources.

Dataset

Detected sources (%)
Spectral F Spatial B

16 32 64 128 16 32 64
WGN 44 47 49 48 49 49 48

speech (sim) 15 18 19 18 10 11 16
speech (real) 12 13 16 24 22 15 12

Table 4.6: Percentage of correctly localized sources as a function of the number of learnable spectral and
spatial filters, for three different datasets.

of spectral filters F consistently improve localization for all types of audio data. Such
trend is less apparent for simulated noise and speech sources, where the detection
rate improves by 3 to 4 percent points, and more marked for real speech, where the
detection improves from 12% (F = 16) to 24% (F = 128). On the other hand, changing
the number of beamformers B has minor consequences for localization of noise sources,
and leads to opposing effects for real and simulated speech sources. A possible cause is
in the mismatched array size, which is 10cm for the training set WGN4 and the simulated
speech, but only 9.2cm for real recordings. Higher number of beamformers might point
to more closely spaced angles, leading to more severe over-fitting to a given array size.
The small size of the real-speech dataset, less then three minutes in total, might also
contribute to some of the fluctuations in the results.
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4.7 Discussion

This chapter analyzed the performance of the proposed neural network for localization
of real and image sources using stereo microphones. To begin with, random hyperpa-
rameter search allowed us to identify a DNN architecture that performed reasonably
well in terms of localization accuracy. The low correlation between parameter values
and network accuracy revealed that widely different network configurations can pro-
duce similar results. Next, the algorithm was tested on the increasingly complex tasks
of localizing a single source in an anechoic environment, a source and a single reflecting
surface, or a source and four reflective surfaces. Numerical evidence suggested that the
use of directional microphones improves localization and reduces front-back ambiguity,
a major cause of uncertainty. To verify the assumption that the proposed DNN esti-
mates distance and DOA of sources by means of time and amplitude differences across
microphones, we conducted experiments with sensor arrays of mismatched sizes. The
estimation biases occurred when testing the DNN with different microphone spacings
were in accordance with our hypothesis. Next, the role of the feature extractor block
was examined by substituting the learnable weights in the fConv stage with a Gamma-
tone filterbank, or the spatial filters of the sConv stage with delay & sum beamformers.
Another variation considered merging spectral and spatial filters into a single block.
None of the proposed variants performed significantly better than the original data-
driven architecture. In addition, it was found that extending the length of the temporal
context and raising the number of spectral filters can lead to a better localization of
both noise and speech sources, whereas increasing the number of learnable beamformers
does not improve the results.

In conclusion, the numerical experiments confirmed the feasibility of the proposed
strategy for localization of reflective surfaces in simulated and real settings, despite the
challenges presented by the low number of microphones and the absence of synchro-
nization between emitter and receivers.
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Conclusion and future work 5
Conclusion

Localization of reflective surfaces from stereo recordings enables spatially-aware sur-
round upmixing. By knowing the locations of first-order image sources in an enclosure,
it is possible to generate surround musical content that maintains the reverberation
characteristics of the original recordings. In contrast to the traditional room geometry
estimation scenario, in typical audio recordings i) only a compact array of C = 2 micro-
phones is available ii) emitter and receivers are not synchronized, so that the absolute
time-of-arrivals (TOAs) at the sensors are unknown, and only time-difference-of-arrivals
(TDOAs) among microphones can be exploited, and iii) both the dry excitation sound
s(t) and the RIR h(t) are unknown, and have to be blindly estimated from the rever-
berant output x(t) = s(t) ∗ h(t). With this challenging set of constraints, the room
estimation problem is reshaped as a multiple source localization task, where the sources
to be found are the real source and the image sources corresponding to each reflective
surface.

This report proposed a supervised learning approach for source localization, where
the parameters of a convolutional DNN modelled a mapping between reverberant
recordings of white Gaussian noise and position likelihood of sources. In section A.2,
it was shown how knowledge of the cross-correlation function between sensors is not
sufficient to perform distance and angle localization. As a consequence, the raw audio
waveforms were used as an input for the DNN. As for the DNN target, we introduced
a 2D position likelihood encoding that admits a variable number of sources, and al-
lows the loss term to take distance between estimate and target locations into account.
The proposed architecture adopts data-adaptive spectral and spatial filterbanks, which
are applied to multiple overlapping time frames. The features extracted from differ-
ent frames are further processed by a temporal convolutional block, and reshaped to
produce the desired position likelihood maps.

A random hyperparameter search procedure allowed us to identify a suitable net-
work configuration. Additionally, it showed that large variations in the network archi-
tecture lead to minor changes in final accuracy. Numerical experiments validated the
capabilities of the proposed algorithm in localizing multiple overlapping sources, and
investigated the inner functioning of the method by testing it with different microphone
array sizes, sensor directivity patterns and audio signal types. Empirical evidence indi-
cated that the DNN localizes sources based on time- and amplitude-differences across
microphones as expected, and highlighted front-back ambiguity as a prominent source
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of localization uncertainty. Additionally, it was found that larger spectral filterbanks
and longer time contexts consistently improve localization. Lastly, the network was
shown to perform reasonably on real speech recordings, although localization is signif-
icantly more accurate if white Gaussian noise excitation signals are used instead. In
conclusion, despite the challenges presented by the low number of microphones and the
absence of synchronization between emitter and receivers, the numerical experiments
confirmed the feasibility of the proposed strategy for localization of reflective surfaces
in both simulated and real settings.

Future work

This section lists some possible directions of further development for the proposed
framework.

• Learnable width of Gaussian-like blobs in target maps. Instead of fixing the width
σ of the Gaussian-like blobs when creating the target maps, it would be possible
to assign individual widths to each blob in the map, then optimize their values
jointly with the other parameters of the network, as in [75]. This would allow the
DNN to expand or shrink the size of the target curves during the training process.
Potentially, sharper and smaller Gaussian-like blobs could correspond to sources
whose locations are known with lower uncertainty.

• Network target closer to actual objective. The likelihood maps produced by the
network need to be followed by a peak picking procedure to assess the sources
locations. It would be desirable to optimize a loss function that allows for end-
to-end training. A starting point might be the procedure described in [76] for
single source, where the peak picking is integrated into the computational graph
by means of simple matrix operations.

• Another limitation of the proposed target maps, briefly mentioned in chapter 3,
is that the use of rectangular convolutional filters does not allow to capture the
cylindrical nature of polar coordinates. Circular or spherical convolution, which
has been proposed for analysis of 3D objects, might be able to fully exploit the
intrinsic periodicity of polar representation.

• It has been shown recently that small, dilated convolutional filters often outper-
form longer ones in audio classification and source separation [77, 42]. Similar ap-
proaches could be evaluated and compared with the proposed network for source
localization.

• Better understanding of the proposed network could be achieved by investigat-
ing the variation of the filterbank response as a function of microphone spacing.
Moreover, it would be of interest to show analytically how directional microphone
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patterns lead to better localization by reducing the number of ambiguous solu-
tions.
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Source localization with two
receivers A
In the following, it is shown how a speaker can be localized in free-field conditions
using stereo time-domain recordings. The speaker location is found, up to a front-back
ambiguity, by combining amplitude and time-delay differences information at the sensor
array.

A.1 Sound propagation in free-field

Consider the following two-dimensional example, where two sensors at locations x1,x2 ∈
R2 record sound in free-field condition, i.e. without any obstacle. A point source located
in s = (x, y) emits a signal s(t) propagating in spherical waves. The receivers measure
attenuated and delayed copies of s(t),

xc(t) = αc · s(t−∆c), c = 1, 2 (A.1)

where αc is the distance dependent attenuation factor at the c-th channel and ∆c the
time delay. The attenuation αc is inversely proportional to the distance between source
and receiver, αc = 1/∥s−xc∥; the time delay ∆c is calculated as ∆c = ∥s−xc∥/c, where
c = 340m/s is the speed of sound. Therefore, the time difference of arrival (TDOA)
between the received signals depends on the distances between the elements of the array
and source, and it is defined as

t12 ≜ ∆1 −∆2 =
∥s− x1∥ − ∥s− x2∥

c
. (A.2)

A.2 Source localization

Source localization consists of recovering the unknown source position s from measured
signals xc(t), i = 1, . . . , C, where C is the number channels of the array. With two
sensors (C = 2), the source position can be retrieved, up to a front-back ambiguity, by
combining amplitude ratio and TDOA information about received signals.

Amplitude The received signal at each sensor is attenuated according to the distance
between sensor and source. The set of points that have a specified ratio of distances to
two fixed points, S1 = { s | ∥s− x2∥/∥s− x1∥ = α1/α2 = k}, describes an Apollonian
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Figure A.1: Source localization with two receivers x1 and x2. The circle S1 of constant amplitude ratio is
drawn in orange for k = 0.5. The hyperbola S2 of constant TDOA is depicted in blue. The actual source
location s and the ambiguous solution s− are found at the intersections of the two curves.

circle. 1 Thus, if an attenuation ratio k = α1/α2 has been measured, the source must
lie on a circle S1 (see Figure A.1).

Time delay The set of possible locations of the source, for which the time difference
of arrival t12 between received signals is constant, is a hyperbola S2 = { s | ∥s− x2∥ −
∥s− x1∥ = c · t12} whose foci coincide with the receivers x1 and x2. In other words, if
the measured TDOA across the two sensors is t12, then s ∈ S2.

In the exceptional case where the source lies on the the perpendicular bisector of the
receivers’ axis, i.e. the source is exactly at 90° or 270°, the TDOA is zero, the distances
to the two sensors are the same, ∥s − x2∥ = ∥s − x1∥, and s cannot be found. In all
other cases, the circle S1 of constant amplitude ratio and the hyperbola S2 of constant
TDOA intersect in two points s and s−, who are symmetric with respect to the sensors
axis (see Figure A.1). The source is found in one of the two points.

1https://en.wikipedia.org/wiki/Apollonian_circles
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Recovering distance
information from multi-channel
audio B
In this appendix, it is shown how the distance of an audio source cannot be recovered
from the cross-correlation between the signals received at the microphones. If the
emitted signal s(t) is unknown, the cross-correlation function does not contain enough
information to fully localize a source in two dimensions. Consider the following example,

where two sensors at locations x1,x2 ∈ R2 record sound in free-field condition, following
the same model as in A.1. A speaker at position s emits a sound s(t). The signal
s(t) is a wide-sense stationary (WSS) random process with zero mean and variance
E[s2(t)] = σ2. Moreover, it is uncorrelated, with auto-correlation function

Rss(τ) = E[s(t)s(t+ τ)] = σ2δ(τ).

The receivers measure attenuated and delayed copies of s(t),

xc(t) = αc s(t−∆c), c = 1, 2 (B.1)

where αc is the distance dependent attenuation factor at the c-th channel and ∆c the
time delay. The attenuation αc is inversely proportional to the distance between source
and receiver, αc = 1/∥s−xc∥; the time delay ∆c is calculated as ∆c = ∥s−xc∥/c, where
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c = 340m/s is the speed of sound. Therefore, the time difference of arrival (TDOA)
between the received signals depends on the distances between the elements of the array
and source, and it is defined as

t12 ≜ ∆1 −∆2 =
∥s− x1∥ − ∥s− x2∥

c
. (B.2)

It follows that the cross-correlation function between signals received at locations x1,x2

will be

Rx1x2(τ) = E[x1(t)x2(t+ τ)] (B.3)
= E[α1 s(t−∆1)α2 s(t−∆2 + τ)] (B.4)
= E[α1 s(t−∆1)α2 s(t−∆1 + t12 + τ)] (B.5)
= α1 α2E[s(t−∆1) s(t−∆1 + t12 + τ)] (B.6)
= α1 α2 σ

2 δ(τ + t12). (B.7)

Now consider the case of a different speaker, who induces the same TDOA t12 at
the receivers. As shown in section A.1, all the speaker locations s yielding a specific
TDOA t12 belong to a hyperbola S2 = { s | ∥s − x2∥ − ∥s − x1∥ = c t12} whose foci
x1,x2 correspond to the positions of the receivers. Let the speaker be at a location
s′ ∈ S2, s

′ ̸= s and the emitted sound s′(t) be again WSS, with auto-correlation function
Rs′s′(τ) = (σ′)2δ(τ). The received signals x′

1(t), x
′
2(t) will be attenuated with coefficients

α′
1, α

′
2. Then there exist a value for the variance of s′(t) such that

(σ′)2 = α1 α2
σ2

α′
1 α

′
2

. (B.8)

As a consequence,

Rx′
1x

′
2
(τ) = α′

1 α
′
2 (σ

′)2 δ(τ + t12) (B.9)
= α1 α2 σ

2 δ(τ + t12) (B.10)
= Rx1x2(τ). (B.11)

In words, the channel-wise cross-correlations between recordings of source signals gen-
erated at different locations s, s′ are the same, Rx′

1x
′
2
(τ) = Rx1x2(τ). Therefore, the

mapping between cross-correlation function and emitter location is not unique.
This example shows how signals recorded at two different emitter locations can yield

the same cross-correlation function, proving that if both the variance of the emitted
signal and the position of the corresponding source are unknown, the cross-correlation
function does not carry enough information to localize the speaker.
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Network architecture C
This appendix details the architecture of the deep neural networks used throughout
the experiments in chapter 4. This parameters were found through the hyperparameter
optimization procedure described in section 4.3. Unless the description of the individual
experiment specifies differently, B = 16, F = 16, µ = 2, T = 4. Further, L = 128 for
NN128 or L = 256 for NN256.

DNN architecture
Description Number of filters Filter size Output shape
Feature extractor (×T = 4) (Q, 1, F, B)
Concatenate (Q, T=4, F, B)
Conv + BN + LR + Max 16 (3, 1, 1) (16, 3, F, B)
Conv + BN + LR + Max 16 (3, 1, 1) (32, 1, F, B)
DB1 (D = 8, k = 6) (80, F, B)
DB2 (D = 8, k = 6) (128, F, B)
Reshape (µ, L, L)
DB3 (D = 4, k = 20) (82, L, L)
Conv + BN + GMax 44 (1, 1) (L, L)
max(0, x) (L, L)
min(1, x) (L, L)

Table C.1: The number of latent maps is µ = 2, and L = 128 is the dimension of the output likelihood map.
”Conv” denotes convolution. ”BN” denotes batch normalization. ”Max” denotes max pooling with kernel
(1, 3). ”LR” denotes leaky rectified linear unit with leakage 0.2. ”GMax” is global maximum across channel
dimension. ”DB” is a dense block as described in Table C.3.
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Feature extractor block
Layer (type) Number of filters Filter size Output shape
Input (1, 1, C, 320)
Conv + BN F (1, N) (1, F, C, 320)
SD + DepthwiseConv + BN + LR B · F (C, P) (1, F, B, 320)
Conv + BN + LR + Max Q (1, R) (Q, F, B, 318)
Conv + BN + LR + Max Q (1, R) (Q, F, B, 77)
Conv + BN + LR + Max Q (1, R) (Q, F, B, 17)
Conv + BN + LR + Max Q (1, R) (Q, F, B, 1)
Transpose (Q, 1, F, B)
Output (Q, 1, F, B)

Table C.2: The feature extractor block. ”Conv” denotes convolution. ”DepthwiseConv” denotes depthwise
convolution. ”BN” denotes batch normalization. ”SD” denotes spatial dropout with drop probability p = 0.3.
”Max” denotes max pooling with kernel (1, 4) and padding. ”LR” denotes leaky rectified linear unit with
leakage 0.2.

Dense block with D = 4 layers
Layer (type) Number of filters Filter size Output shape
Input (1, x, L, L)
BN + LR + Conv k (3,3) (1, k, L, L)
BN + LR + Conv k (3,3) (1, k, L, L)
BN + LR + Conv k (3,3) (1, k, L, L)
BN + LR + Conv k (3,3) (1, k, L, L)
Concatenate (1, 4k + x, L, L)

Table C.3: Dense block. ”Conv” denotes convolution. ”BN” denotes batch normalization. ”LR” denotes leaky
rectified linear unit with leakage 0.2. ”Concatenate” denotes concatenation of all previous layers along channel
dimension.
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