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Abstract

Child helplines provide a platform for children facing serious challenges, allowing them to share their
stories and receive emotional support and guidance through counselling sessions. To ensure that volun-
teers are well prepared for these interactions, effective training programmes are essential. Recently, a
BDI-based conversational agent was developed to train counsellors through role-play simulations, with
the agent taking on the role of the child. However, this simulation training does not provide guidance to
the trainees that caused a decrease in the trainees’ self-efficacy. In this research, we aim to enhance
the effectiveness of counselling training through role-play simulation by integrating a pedagogical agent.
We integrated an adaptive pedagogical agent by applying the scaffolding technique, where we taught
a set of skills divided into three modules. The pedagogical agent also provided feedback and hints as
additional guidance methods. We evaluated this design through a mixed study involving 22 participants,
comparing an intervention group trained with the pedagogical agent to a control group using a standard
training approach. We measured the participants’ performance, self-efficacy, and perceived usefulness
of the system. While the intervention group showed higher mean scores across all measures compared
to the control group, the differences were not statistically significant, indicating a possible underpowered
experiment. This study contributes to the integration of pedagogical agents in simulation training sys-
tems for child helplines by proposing a framework that combines scaffolding, adaptivity, and structured
learning.
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1
Introduction

1.1. Motivation
Children might face serious circumstances such as domestic, emotional, sexual abuse, bullying, or
mental health problems, often feeling powerless about their situation [1, 74]. Child helplines worldwide
provide a platform where children can seek anonymous and confidential support, offering advice and
assistance to those in need [38]. These services include crisis intervention, emotional support, informa-
tion and advice, referrals to additional resources, preventive education, and follow-up support. In the
Netherlands, De Kindertelefoon has served as the primary child helpline for 44 years [2], offering a safe
space for children to freely and confidentially discuss sensitive topics [39]. The organisation provides
both phone and chat services [2].

A new counsellor, especially one specialising in chat counselling, requires specific qualifications and
competencies [74]. These include the ability to ask precise and effective questions [26], reflect on con-
versations [5], and summarise key points [32]. Additionally, child helplines require volunteers to possess
certain skills such as empathy, sensitivity to others’ needs, excellent communication skills, emotional re-
silience, and the ability to think on their feet [20, 66]. These required skills are depicted in figure 1.1.

Figure 1.1: The required skills for a new volunteer at a child helpline requires.

The international child helpline offers e-courses to train volunteer counsellors in the required skills [19].
Similarly, child helplines such as De Kindertelefoon [3], the Scottish Child Helpline [20], and the UK Child
Helpline provide training through online modules and in-person sessions [66]. Their programs include
workshops, seminars, and role-play simulations, demanding significant time commitments from volun-
teers and supervisors who participate in role-playing simulations as children. These training programs
also require costs associated with facilities and materials [75].

The use of virtual agents as an alternative to traditional training methods can potentially address some
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1.2. Previous Research 2

of the limitations [12], such as the significant costs and time investments required for organising training
sessions. Additionally, they offer repetitive practising, which allows trainees to master the required skills
[58]. To this end, a conversational agent has been created to train new volunteers for a child helpline
[40].

1.2. Previous Research
The conversational agent, Lilobot, is built upon the Belief-Desire-Intention (BDI) framework. In this
training simulation, the agent plays the role of a child with an issue, i.e. a bullied child [40]. Trainees
can use this Lilobot to apply for example five-phase model, which is a structured counselling approach
aimed at improving the effectiveness of counselling sessions [74]. However, initial evaluation with Lilobot
showed that training with Lilobot results in a decrease in trainees’ self-efficacy [40]. The researchers
attributed this result to the absence of supervision, which is typically present in real training sessions,
and the lack of actionable information tailored to the specific situations encountered during training.

To tackle these limitations, Martha et al. (2019) [53], Lane et al. (2013) [48] and Murray et al. (2010) [61]
found that a pedagogical agent found to have positive impact on the learner’s self-efficacy. Hence, our
research proposes to integrate a virtual character designed to guide users through multimedia learning
environments, a pedagogical agent. Pedagogical agents can serve as instructors, coaches, tutors, or
learning companions, engaging in conversation while providing educational guidance, feedback, and
support through autonomous actions and visual representations [41].

1.3. Research Questions
This research investigates the integration of a pedagogical agent into simulation training for child helpline
counsellors in training. The study seeks to explore how integrating pedagogical agent can further en-
hance the training process. The study states the following research question:

How can the integration of the pedagogical agent enhance the effectiveness of counselling training
through role-play simulation training ?

This research question is broken down into the following sub-questions:

1. What are the key design considerations for the integration of a pedagogical agent?
2. How can a pedagogical agent be integrated in a simulation training environment?
3. To what extent does an integrated pedagogical agent in the simulation training environment con-

tribute to the trainees’ learning?

1.4. Research Methods
To address the research question and its sub-questions, we followed the socio-cognitive engineering
(SCE) approach [64]. To answer the first sub-question, we conducted a literature review, and organised a
focus group session with an expert from De KinderTelefoon and two PhD students in psychology. These
gave us insights about the operational demands of our system, human factors knowledge required to
meet the operational demands and existing pedagogical agents. Using these insights, we put a design
forward to address the second sub-question. Based on the design, we have conducted an experiment
to evaluate the integration of a pedagogical agent into the simulation training. This aimed to answer
the third sub-question. The results of the experiment were analysed using t-test with deltas. Finally, we
drew conclusions to answer the research question and discussed some limitations and future work.



2
Foundation

In this chapter, we aim to address the first sub-question:

What are the key design considerations for the integration of a pedagogical agent?

To address the first sub-question, we followed the SCE approach for foundation, which consists of ex-
isting technology, operational demands, and human factors knowledge. This approach was useful in
exploring existing pedagogical agents to identify features and strategies that could be integrated into
our system. Furthermore, operational demands helped us look into the problem of the training simula-
tion and what the stakeholders’ needs are. As our system is made for humans, we needed to understand
human factors knowledge. To address these sections, we conducted a literature study and organised a
focus group session. Based on insights from the literature study and the focus group, we compiled a list
of design considerations.

2.1. Literature Study
For our literature study, we used Google Scholar as the main search machine. We looked at a wide
variety of papers, depending on the topic of the sections. For existing technologies, we mainly read
review papers about pedagogical agents. These gave us insights about what a pedagogical agent
is, what roles it has, and what strategies it applies. For operational demands, we looked at previous
research with Lilobot: the BDI-based Lilobot [40], the emotional BDI-based Lilobot [52], and Lilobot with
feedback [13]. This is to understand what challenges, problems, and findings were found when users
interacted with the training simulation. Finally, for the human factors (physical, cognitive, social, cultural
or emotional), we searched papers that gave us insights about human factors knowledge theories based
on the stakeholders’ needs and values, such as the cognitive load theory [76], social-cultural theory [80],
and the constructivist learning theory [7].

2.2. Focus Group Setup
A focus group discussion is a qualitative method that is frequently used in research to gain a deeper
understanding of social issues [68, 37]. Hence, we organised a focus group session via Microsoft Teams,
inviting an expert from De Kindertelefoon and two PhD students in Psychology. These participants
are key stakeholders, as the simulation is designed for child helplines like De Kindertelefoon and for
volunteer counsellors.

Our aim was to understand their concerns about integrating a pedagogical agent into Lilobot and to see
how these concerns align with the literature. During the session, we presented six scenarios based on
potential problems that a trainee interacting with the virtual child might encounter, which were derived
from previous research with Lilobot. The purpose was to demonstrate the consequences and trade-offs
of different designs. For each scenario, we presented a concrete example of a persona named Nora,
who represented a volunteer dealing with Lilobot, see for an example figure 2.1a.

For each problem, we proposed two potential, opposing solutions, see for an example figure 2.1b, based

3
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on teaching and guidance methods used in education. The purpose was to gain insights into their
concerns regarding these solutions and prompt discussions. After each scenario, we initially asked
which solution they preferred and why. We emphasised on getting their reasoning as we want to know
their concerns more than what is the best solution. To gain further clarifications, we posed follow-up
questions. The presented scenarios and the design concerns behind them are shown in table 2.1.

(a) Scenario 3 Problem: Our persona Nora does not understand why the child left the chat.

(b) Scenario 3 Solutions: (A) The agent asks self-reflective questions, (B) The agent gives direct feedback.

Figure 2.1: Scenario 3: Nora wants to understand how the scenario unfolded to help trainees reflect and learn from their
experiences.

2.3. Technology
In this section, we studied the existing pedagogical agents to gain insight about available options and
strategies that we could use in a training simulation integrating a pedagogical agent.

2.3.1. Roles & Architectural Design of Pedagogical Agents
Roles of Pedagogical Agent
Our aim is to integrate a pedagogical agent into the training simulation. A pedagogical agent acts as
a tutor or instructor to enhance the student learning [72]. It is an intelligent agent developed based
on pedagogical learning theory that can operate continuously and autonomously to support student
activities [53]. A mentor agent, a pedagogical agent as a mentor, is supposed to work collaboratively
with the learner to achieve goals [46]. Kim et al. (2016) [46] found that this type of agent improved
both the learner’s self-efficacy and overall learning outcomes. Additionally, they identified another type,
the motivator agent, which demonstrates competence to the learner while simultaneously developing a
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Scenario
Problem Solution A Solution B Design Concern

1: Nora gets
stuck during
simulation
training.

The agent gives
gradually decreasing
guidance.

The agent gives
gradually increasing
guidance.

To understand their
concern about guidance
over time.

2: Nora
struggles to
apply the five
phase model.

Explain the entire model
at once.

Break the model phase
by phase.

To understand their
concern about the given
amount and the
presentation of training
information.

3: Nora wants
to understand
how the
scenario
unfolded.

Self-reflection: the agent
asks questions that lets
them self-reflect on how
the scenario unfolded

Direct feedback: the
agent tells them how the
scenario unfolded.

To understand their
concerns about the
reinforcement of learning.

4: Need for
personalised
guidance

User-driven guidance:
request guidance by
pressing button

Agent-driven guidance:
agent recognises when
support is needed.

To understand their
concerns about trainees
with different needs.

5: Trainee
unsure how to
handle a
sensitive topic,
like sexual
abuse.

Agent takes over the
conversation and
demonstrates
appropriate actions.

Provide step-by-step
guidance to the trainee.

To understand their
concerns about an agent
helping in sensitive topics
or unexpected situation.

6: Children
might respond
differently to
similar
solutions.

Allow the agent to lead
trainees to negative
outcomes to illustrate
potential consequences.

Agent explains possible
reactions and how to
avoid negative outcomes.

To understand their
concerns about
interacting with children
having different
reactions.

Table 2.1: Scenarios, Problems, and Solutions shown to the focus group

social relationship to motivate the learner. However, their research also revealed that encouragement
and support alone were insufficient for learners to reach their learning objectives.

Dai et al. (2022) [27] examined the impact of pedagogical agents on learning was examined. They
found that the embodiment form (2D, 3D, recording of actual humans) of a pedagogical agent showed
no clear relationship between the learning impact and the agent [27]. They also studied the different roles
(expert, mentor, motivator, learner), which showed no improvement on the learning outcomes. However,
an agent with multiple functions such as: demonstrating, coaching, information source, showed either
no or positive effects on learning. They also identified this limitation in learning outcomes due to the
usually small sample size in evaluation and that papers study short-retention of learning. Schroeder et
al. (2015) [72] also found that the pedagogical effectiveness of pedagogical agents often stems from
how they present information rather than their interactive elements, such as voice or embodiment [72].
Martha et al. (2019) [53] examined significant studies on the empirical evidence of pedagogical agents.
They found that over 75% of these studies reported a positive impact on students’ learning outcomes,
and 50% showed a positive impact on student behaviour. Sikstrom et al. (2022) [73] did a study on the
overall perception of the pedagogical agent. They found that the improvements of a pedagogical agent
on the learning is inconsistent and sometimes contradictory. However, they also found that though the
mixed reviews, the pedagogical agents are perceived more beneficial than distracting.
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The reviewed papers in the previous paragraph were published in different years, 2022, 2015 and 2019,
respectively. We compared them to see what the common findings are. They argued that the quality of
research pedagogical agents was not high and could be better in terms of reporting, methodology and
reliability of the results. They also mentioned that an agent’s role of providing information and guiding
is more effective. Furthermore, they even argue that there should be more studies about an agent
taking multiple roles and functions. Finally, they find a limitation in research paper studying the student
behaviour and their learning outcomes, as papers usually focus on one.

Pedagogical agent Software Architecture
Above, we discussed the roles of a pedagogical agent, but how does such as pedagogical agent work
from a software perspective. To answer that, we looked at the architectural components of a pedagog-
ical agent. One of these components is the knowledge base, which includes what the agent knows,
its strategies and the student model [30]. The knowledge base manager helps users use and update
the knowledge stored in the knowledge base [30]. Followed these components, Devedzic et al. (2002)
[30] described the reasoning engine in their book. The reasoning engine serves a control module and
decision-maker, determining the agent’s actions, responses to stimuli, and other teaching-related activ-
ities. Johnson et al. (1998) [43] also described the reasoning engine as the engine that handles the
decision-making of such an agent based on the student’s model and updates the agent’s mental state
based on it. Finally, a pedagogical agent also has a communication component. This one is responsible
for perceiving the dynamic learning environment and responding accordingly [30], and recognises situa-
tions where the pedagogical agent can intervene, such as specific student actions, co-learner progress,
and the availability of desired information.

2.3.2. Cognitive Apprenticeship in Training with Pedagogical Agents
As mentioned above, a pedagogical agent can serve as a tutor to guide learners through tasks and
activities [72]. According to Johnson et al. (2001) [44], an agent can teach both small actions and larger
subplans, typically by first demonstrating the action and then allowing the learner to perform it. This
approach has been shown to result in more robust interactions with learners.

Our focus group expressed concerns that trainees may struggle to handle complex situations if they
have not seen a similar scenario at least once before encountering it themselves. This aligns with the
cognitive apprenticeship model in education practice [29], which is a process where learners learn from
a more experienced person by way of cognitive and metacognitive skills and processes [24]. It helps
handle complex tasks and the cognitive processes involved in learning. The first method in this model
is modelling, which encompasses demonstrating the process by an expert [23]. Johnson et al. (2001)
[44] also discussed that, instead of first demonstrating and then allowing learners to perform, an agent
can explain what to do and why. This also aligns with the second model of the cognitive apprenticeship,
which is coaching [24]. It encompasses a mentor observing the student and providing guidance.

Next, we studied the use of the cognitive apprenticeship model in science. The findings showed that it
is effective to practice scientists before entering the field, as well as improvement in content knowledge
[71]. Finally, looking at its effect on the student behaviour, Sadler et al. (2010) [71] found that many
studies showed improvements in the student’s confidence and self-efficacy. However, they think that
the evidence is mixed and relies on the self-reported data. Although, Sadler et al. (2010) [71] studied
the model in scientific classes, we still believe it could be beneficial if applied as the pedagogical agent
takes the role of a tutor or a mentor as this is what usually happens in educational settings [29]. It
has also showed its positive effects on multiple aspects, such as: practising, learning knowledge and
possibly student behaviour.

2.3.3. Adaptive learning
Pedagogical agents in virtual learning environments utilise personalised methods to guide students
through course material, delivering tailored content, monitoring progress, and offering personalised sup-
port [84, 57]. Xu et al. (2005) [84] and Maryadi et al. (2017) [57] found personalised learning positively
effective on the learning outcomes. Although, these studies showed positive effects, they did not study
the long-term effects of personalised learning. Recent studies suggest that personalised learning expe-
riences can be enhanced by integrating intelligent pedagogical agents with Intelligent Tutoring Systems
(ITS) [87]. However, this suggestion was based on a discussion, and not evaluated in the paper.

Martin et al. (2020) [56] examined the integration of ITS with pedagogical agents. This integration en-
ables the adaptation of teaching processes to individual learner characteristics, including knowledge



2.3. Technology 7

levels, learning styles, and psychological traits. Such an approach closely aligns with the principles of
adaptive learning, which involves dynamically adjusting instructional content based on students’ compre-
hension and responses to embedded assessments, as well as their learning preferences. Martin et al.
(2020) [56] also found that ITS is increasingly recognised not only for its technological innovations, but
also for its ability to enhance the academic trajectory and satisfaction of learners in diverse educational
contexts. Further evidence of ITS effectiveness is supported by a systematic review by Mousavinasab
et al. (2021) [60], which found ITS to be highly effective in improving student performance, particularly
through learner-based assessments. However, they also identify a significant gap in research on the
broader educational outcomes of ITSs. Specifically, they found a notable gap in understanding how
ITSs influence aspects such as critical thinking, problem-solving abilities, and decision-making skills.

The framework of ITS and adaptive learning align as they both consist of three models [69]: learner
model, content model and instructional model.

The Learner Model (student module in ITS)
The learner model refers to the dynamic representation of the emerging knowledge and skill of the
student [67]. It includes learner attributes [56], such as: knowledge, motivation and preference.

The Content Model (expert module in ITS)
The content model refers to the knowledge base to be taught to the learner [56]. It serves as the source
of knowledge to be presented to the student, which includes generating questions, explanations and
responses [67].

The Instructional Model (tutoring module in ITS)
The instructional model refers to the algorithm that assists in adapting the instruction based on the
content and learner model [56]. It is also referred to as the adaptation model as it defines what, when,
and how adaptation can occur. For example, if a learner has been evaluated as a beginner in a particular
procedure, this model will show some step-by-step demonstrations of the procedure before asking the
user to perform the procedure on his or her own [69]. When a learner gains expertise, this model might
decide to present increasingly complex scenarios.

2.3.4. Pedagogical Agent with scaffolding
One of the strategies used by pedagogical agents in adaptive learning is scaffolded guidance [45]. Scaf-
folding can take several forms, such as hints, prompts, feedback, illustrations, or interactive features [31].
Duffy et al. (2015) [31] have found that scaffolding had a positive outcome for performance-approach
students but caused negative feelings to mastery-approach students as they find it controlling. However,
they had an unequal sample size across the conditions, which could have caused biased results.

Martha et al. (2020) [54] investigated the implementation of a pedagogical agent within ITS that em-
ployedmetacognitive scaffolding, which demonstrated a positive impact on learning outcomes. Metacog-
nitive scaffolding is structured into four phases: planning, monitoring, evaluation, and reflection. During
the planning phase, students are guided to prepare for their assignments by setting goals and outlining
strategies. In the monitoring phase, they receive support to comprehend the task at hand and track
their progress. The evaluation phase involves the pedagogical agent identifying student mistakes and
assisting with their correction. Lastly, in the reflection phase, students are provided with performance
feedback along with suggestions for improvement. A few years after, they studied the effects of it that
showed positive outcomes on the learning outcomes [55]. Cheng et al. (2009) [17] investigated the
implementation of the pedagogical agent with horizontal scaffolding in HINTS, a health problem-solving
system for clinical cases through simulation. By this, each section is taught separately from the other
section [17]. They also applied vertical scaffolding, which considers how to build up the scaffolds to sup-
port students’ learning over several sections. They do that by dividing the cases in three stages, each
with a checkpoint to ensure that the student is on the correct path. This is called the regression model.
When the students become better, they switch to the straight model, where the students continue to
progress regardless of correctness. Cheng et al. (2009) [17] found this system to be stress-reducing
and learning supportive for new students. However, this system did not apply customised hints to the
student. Van Lehn et al. (2011) [78] also investigated the application of scaffolding within the adaptive
learning system ITS. They found that scaffolding helps students self-repair and construct knowledge
effectively, either applied within an adaptive learning system or with a human tutor. Finally, Sikstrom et
al. (2022) [73] found that a pedagogical agent with scaffolding fosters self-regulative strategies. From
this, we can get that scaffolding as a method has a positive outcome in whatever setting it is applied.
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2.4. Operational Demands
In this section, we started by explaining the training simulation environment to understand how it works
and what problem it has without our envisioned pedagogical agent. The purpose is to identify the stake-
holders’ needs and values that will eventually help to understand the design concerns.

2.4.1. Lilobot: a BDI-based Conversational Agent
Lilobot is a role-play simulation in which Lilobot plays the role of a child with an issue, e.g. a bullied
child. In this simulation, the trainees can use Lilobot to apply for example the five phase model, which
is explained in detail in appendix A. Lilobot is a BDI-based conversational agent. The BDI framework
comprises three core concepts: Belief, Desire, and Intention [70, 33, 81]. Beliefs within this framework
represent the agent’s understanding of its environment, incorporating both external factors and its own
internal state. For instance, in the case of Lilobot [40], beliefs include perceptions like being in control,
trusting KinderTelefoon, or being asked about a confidant, continuously updated based on user input.
Desires serve as the basis for the agent’s intentions, guiding its actions and responses during interac-
tions [33]. These desires reflect the agent’s motivational state and include objectives such as Lilobot
wanting to discuss its problem. Intentions represent the explicit sequence of actions needed to achieve
these objectives, aligning with the agent’s current state [81].

2.4.2. Problem scenario
In the SCE approach, the challenges faced without the envisioned system are depicted in a short story
[63]. Hence, we provided a short story of a trainee interacting with Lilobot to show the challenges faced
in this training simulation from the perspective of a trainee. The elements in this story are based on the
feedback of those who interacted with Lilobot in previous research [13, 40]. Let’s consider a scenario
involving a persona called Hannah, see table 2.2.

Problem Scenario

Name: Hannah, Age: 21, Major: Business Administration

Scenario Description:

She received an explanation of the five-phasemodel before starting training with the simulation. Through-
out the session, she noticed that Lilobot often failed to understand her statements and occasionally
repeated its responses, based on participant feedback in evaluating Lilobot [40]. By phase 2 of the Five-
Phase Model, Hannah felt stuck and struggled to progress, based on feedback in Grundmann’s paper
[40]. During the training, Hannah wished there were more interactive elements to keep her engaged.
She received all the information before the start of the simulation training, but there were no reminders
or additional interactions during the simulation, based on limitations identified in the evaluation of Lilobot
with a feedback system [13]. As she advanced to phase 4, Lilobot consistently prompted Hannah to
contact its teacher, which confused her, as she was unsure how to proceed. This was an issue partic-
ipants encountered [40]. As a consequence, Hannah ended the conversation. When Hannah received
feedback at the end, she struggled because Lilobot didn’t understand her, not because she didn’t apply
the required skill well, reflecting participant feedback [40, 13]. Hannah found it not useful since she could
not seek clarification and felt the feedback did not accurately reflect the interaction. After this training,
Hannah felt less confident about becoming a good volunteer for a child helpline, based on previous eval-
uations [40, 13].

Table 2.2: Problem Scenario

Value Story
Although, our persona Hannah was fictional, the issues she encountered are based on the feedback
and evaluation of real people interacting with Lilobot. From this story, we can learn the trainees’ values
and understand more about the design concerns. In table 2.3, we made a list of a few needs and values
of the stakeholders that we identified and formulated based on the problem scenario.
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User Need Rationale

The trainees would want to overcome obstacles. Participants got stuck during certain phases in the
training simulation [40].

The trainees would want to be able to handle unex-
pected situations.

Trainees can be in an unexpected situation that
causes the child to leave the conversation [40].

The trainees value an interactive element during the
simulation that can be engaging and serve as re-
minders.

Trainees preferred having a paper explaining the
five phase model during the simulation training over
immediate feedback [13].

The trainees value a clear actionable feedback and
one where they can also give their reflection on what
happened

Trainees found the feedback not accurate to what
really happened during the simulation [40].

Table 2.3: The user needs for a training simulation for child helplines based on previous evaluations of Lilobot [40, 13].

2.5. Human Factors
In this section, we focused on the human factors that should be addressed in the design to meet opera-
tional demands [63]. Based on the user needs identified in table 2.3, we addressed the following topics:
cognitive load management, guidance, and active learning.

2.5.1. Cognitive Load Management
During scenario 2 regarding the frequency and the presentation of training information in Table 2.1,
our focus group was concerned that giving too much information at a time might overload the learner.
They were also concerned about being distracted by information that is currently not relevant to the task
at hand. These concerns align with the cognitive load theory of John Sweller [76] that suggests that
our working memory is only able to hold a small amount of information at once and that instructional
methods should not overload it to maximise the learning [76]. This theory also focused on instructional
strategies for decreasing extraneous cognitive load, which is load that is imposed by processes not
directly relevant for learning [77]. One of the strategies to manage the cognitive load is fading guidance
strategy [59]. This means replacing a uniform sequence of tasks with a varying sequence of tasks that
initially offer sizeable learner guidance, gradually reducing this support until no guidance is provided,
which is also known as scaffolding [18]. Another potential strategy is fragmentation, where complex
skills are subdivided into subskills without considering their interactions and coordination demands [47].
These subskills are gradually integrated and taught as a unified set of skills over time.

2.5.2. Guidance
As seen in the problem story, our person got stuck at phase 2 of the five phase model. Also, like we
identified in table 2.3, trainees would want to overcome these obstacles. Our focus group was also
concerned at scenario 1, 3 and 5 about trainees not being able to proceed and for them to see what they
did wrong and for that stick with them for a long time. Johnson et al. (1998) [43], Finch et al. (2020) [34]
and Baylor et al. (2005) [8] also expressed concerns that the virtual agent, called Steve, should assist
the students when they are in need of assistance or having a question.

Guidance is supported by Vygotsky’s Socio-Cultural Theory and the concept of the Zone of Proximal
Development (ZPD) [80, 82]. Vygotsky proposed that cognitive development occurs through social
interactions, where learners engage in activities that are mediated and guided by more knowledgeable
others, such as teachers or peers. One of the methods that teachers use to guide students is scaffolding
[18]. Previously, we discussed in broad the effects of scaffolding as guidance method. Another method
is problem-based learning, in which a student learns about a subject by solving an open-ended problem,
either individually or in groups [21]. Yew et al. (2016) [86] also found that it is an effective teaching and
learning approach, particularly when it is evaluated for long-term knowledge retention.
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2.5.3. Active learning
As we identified in table 2.3, the stakeholders value an interactive element for engagement and re-
minders for knowledge. Our focus group was concerned in scenario 5 of an agent helping in sensitive
topics, about the students not remembering their mistakes or learn from them if they are simply told
by someone. They were also concerned about that these critics might lower their self-efficacy. This
concern aligns with the strategy of self-assessment, in which learners assess their own performance,
evaluate and reflect on the quality of their learning process and outcomes according to selected crite-
ria to identify their own strengths and weaknesses [85]. Self-assessment is part of active learning [11],
in which students actively engage with material through activities like discussions and problem-solving
[14]. The constructionism learning theory supports the concept of active learning, which states that
people construct knowledge through active engagement and experience with the material, followed by
self-reflection on their learning process [7, 9]. Furthermore, active learning has a positive impact on the
self-efficacy of students [36, 42]. Besides self-assessment, another technique used for active learning is
quick quizzes, in which every period of time the teacher proposes a short quiz to the students about the
things that been learned [25]. A similar technique to self-assessment is self-reflection. In this technique,
the teacher asks the students a question that requires them to reflect on their learning or to engage in
critical thinking [14]. Both techniques self-assessment and self-reflection are also parts of the cognitive
apprenticeship model that we discussed earlier [23]. Besides, our focus group was also concerned about
the accuracy and correctness of a student’s own self-reflection. This is also a concern in self-regulated
learning, in which individuals set their goals and monitor their development based on their personal and
external constraints [65]. Personal and external constraints can be in the form of feedback [16], i.e. the
learner regulates their development based on their personal feedback, but when they receive external
feedback, they adjust their goals and performance.

2.6. Design Considerations
In this chapter, we gained insights from the literature study and our focus group. Based on these, we
have set a list of design considerations that should be taken into account in our system. The list of
design considerations and the underlying design concern are shown in table 2.4.

Design Concern Design Consideration

D1: The cognitive load can increase when giving a
lot of information at once.

A pedagogical agent should teach the skills to the
trainees gradually.

D2: Each trainee needs assistance at different
phases in the training simulation.

A pedagogical agent should give personalised guid-
ance to trainees based on their needs.

D3: Trainee should positively engage in the training
simulation.

A pedagogical agent could motivate the trainees.

D4: Trainees’ self-efficacy can decrease and forget
important knowledge after a short time.

A pedagogical agent could incorporate active learn-
ing elements, such as quick quizzes and self-
reflection exercises, to enhance self-efficacy and re-
tention of information.

D5: Trainees can get stuck in unexpected situations
during the training simulation.

A pedagogical agent could offer situation-based
problem-solving support and guidance.

Table 2.4: The Design Considerations list defined through our literature study and focus group.



3
Design

In this chapter, we aim to address the following sub-question:

How can a pedagogical agent be integrated in a simulation training environment?

To answer this question, we propose a solution that integrates an adaptive pedagogical agent within the
simulation training environment. This solution is designed to address the design considerations of table
2.4. In this chapter, we describe the adaptivity of our system. We also describe how we incorporated
the scaffolding mechanism into the adaptive system. Finally, we described the remaining components
of our design, feedback and hints.

3.1. Training Through Adaptivity and Scaffolding
In our design, we incorporated adaptivity and scaffolding to ensure that the pedagogical agent provides
guidance to the trainees during their training with Lilobot. Adaptivity allows the system to adjust the
training process based on each trainee’s performance [56], while scaffolding offers structured support
that is gradually removed as trainees gain competence [45].

To illustrate the overall flow of our design, shown in Figure 3.1, we consider the example of a trainee
namedDenis. During his first session, Denis begins withModule 1, which focuses on addressing a child’s
concern. The system introduces Denis to the purpose of the module and explains what is expected of
him. When the session begins with Lilobot, routine tasks such as greetings and farewells, which are not
part of Module 1, are automated by the system, as shown in Figure 3.3.

As the session progresses, at key points aligned with the module’s objectives, the system identifies
moments where Denis is required to engage actively and provide input. To signal these moments, an
input box appears along with a notification prompting Denis to respond in accordance with the module’s
specific goals. Once Denis completes this part, the system resumes automation of the remaining con-
versation segments that are unrelated to Module 1. The system evaluates Denis’s inputs and provides
feedback based on it. Based on Denis’s performance, he either passes the module and moves on with
the training or he is required to repeat Module 1.

If Denis passes Module 1, he progresses to Module 2. We start then a new session, where he must now
provide inputs for both Modules 1 and 2 skills. Meanwhile, the system continues to automate the inputs
related to the skills of module 3 that have not yet been introduced to Denis. By handling these inputs
automatically, the system reduces cognitive load [76] and allows Denis to focus on reinforcing previously
learned skills and developing new ones at a manageable pace. When Denis passes Module 2, a new
session starts where there is no automation, and Denis has to give inputs during the entire conversation.
During each session, Denis can ask for a hint if he is stuck. As discussed in the foundation chapter, these
hints act as a form of scaffolding [31], aligned with the principles of the Zone of Proximal Development
(ZPD) [80, 82], ensuring Denis receives targeted guidance to overcome challenges while continuing to
build his skills progressively.

11
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Figure 3.1: The design of Lilobot integrates adaptive guidance through scaffolding, ensuring trainees master skills in each
module before progressing.

3.1.1. Adaptivity
Adaptivity is a core feature of our pedagogical agent, allowing it to tailor the training process to each
trainee’s individual performance. As mentioned in chapter 2, an adaptive framework exists of three
models: the learner, content and instructional model. The three models representing our system are
shown in 3.2. In our case, the trainees are often volunteers without formal training or degrees in coun-
selling. Therefore, we assume that they begin with little to no counselling knowledge. However, they
are expected to possess basic human skills, such as empathy and the ability to engage in natural con-
versation. These foundational skills form the basis of our learner model, allowing the system to build
upon and refine these abilities throughout the training process. The content model in our design in-
cludes our modules. Module 1 focuses on the child’s concerns, and module 2 focuses on the child’s
resources (abilities, relationships and goals). The final module is about reflecting, showing empathy and
summarising some key points. The modules’ structure follows the structure of Sindhal’s handbook Chat
Counselling For Children And Youth [74]. We followed their structure as this book explains what chat
counselling is, the structure of a chat counselling conversation, and what is important for a chat coun-
sellor to do. Our instructional model integrates scaffolding and adaptive guidance to progressively train
trainees across three modules. Scaffolding is implemented by structuring the skills into three sequential
modules that build upon each other, and by using an automated pilot to manage non-relevant parts of the
conversation during initial sessions, allowing trainees to focus on core skills. Adaptivity is implemented
in the design through performance-based progression to the next module, personalised feedback pro-
vided after each session, and hints offered during the session when the trainee demonstrates a need
for additional support.

Figure 3.2: The representation of the ITS’ models for the simulation training system with a pedagogical agent.

3.1.2. Adaptive With Scaffolding
Our adaptive design incorporates the scaffolding mechanism, where the guidance gradually decreases
and each module scaffolds to the other. As the trainee advances, the session becomes more manual,
with fewer explanations provided about the content of earlier modules. The modules are structured
according to the importance of the content, with each module providing the foundational knowledge
needed for the next.
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Module 1: Understanding the Child’s Concern
This module focuses on helping trainees understand the child’s concerns and getting to know
their story.

• Scaffolding to Module 2: The understanding gained in Module 1 enables trainees to
explore the child’s resources in the next module. These resources include identifying
the child’s response to their issues, who they trust, and what their goals are.

Module 2: Exploring the Child’s Resources
In this module, trainees learn to delve deeper into the child’s context by understanding their
coping mechanisms, support systems, and goals.

• Scaffolding to Module 3: The insights gathered in Module 1 and 2 prepare trainees to
identify key moments for showing empathy and summarising key points, such as their
story or goal.

Module 3: Empathy & Summarising Key Points
Thismodule incorporates the learnings from the previous stages, enabling trainees to demon-
strate empathy effectively and summarise some points during the conversation.

3.1.3. Automatic Pilot
For the automated pilot, we predefined an optimal conversation flow where each message is labelled
with its sender (either the virtual child or the pedagogical agent) and associated module, see line 5. The
algorithm, shown in Algorithm 1, ensures that the automated pilot dynamically steps in to manage parts
of the conversation based on the current module and the trainee’s progress, see lines 6 through 30.

The conversation flow is divided into 3 modules. Each module has specific rules for when the automated
pilot intervenes:

• Module 1: The pedagogical agent begins by delivering Segment 1. The algorithm allows the
trainee to contribute with 4 inputs, meeting the passing criteria of asking 3-5 questions about the
child’s concerns. After this, the pedagogical agent completes Segments 2 and 3 automatically.
See lines 8 through 18.

• Module 2: The pedagogical agent starts by delivering Segment 1. The trainee then provides
10 inputs, split into 4 for Module 1 and 6 for Module 2. Once these inputs are collected, the
pedagogical agent resumes control to deliver Segment 3. See lines 19 through 26

• Module 3: The algorithm allows the trainee to control the entire conversation without intervention,
ensuring full engagement and practice. See lines 27 through 29

The algorithm works by monitoring the trainee’s input count and determining which segments have been
completed. If the trainee’s input count meets the predefined thresholds, the algorithm triggers the au-
tomated pilot to deliver the subsequent segments, ensuring smooth progress through the training ses-
sion. This approach maintains a balance between user interaction and automated guidance, helping the
trainee focus on their training objectives while covering all necessary conversation elements efficiently.

3.1.4. Adaptive Feedback & Hints
The system also provides personalised, adaptive feedback after each practice session. The feedback is
tailored to the objective of the newly taught module. For example, if the trainee is in session 2, including
modules 1 and 2, they will only get feedback about module 2 to keep the focus only on module 2. We
do this to reduce the cognitive load [76]. The content of the feedback will be about whether they passed
the session and a reflection about their performance for the currently taught module. If they fail, the
feedback will also contain a suggestion about what they should do to pass the module.

The Keystroke-Level Model (KLM) [10] states that the average time a human needs when interacting
with a computer is 10-15 seconds. We doubled that time as the trainees will likely not be familiar with
the task and need more time to think about it. Hence, if the trainees get stuck by not giving input for half
a minute, that will provoke a hint about their next step. Our hints will be based on their current session
and the same for all trainees. Moreover, the trainees get only one hint per session.



3.1. Training Through Adaptivity and Scaffolding 14

Algorithm 1 Algorithm for the Automated Pilot
1: Initialise:
2: TraineeInputCount← 0
3: CurrentModule← 1
4: SegmentCompletion← {1: FALSE, 2: FALSE, 3: FALSE}
5: OptimalFlow← Predefined conversation flow (Array of Messages)
6: function PredefinedConversationControl(CurrentModule, TraineeInput)
7: Increment TraineeInputCount by 1
8: if CurrentModule = 1 then
9: if SegmentCompletion[1] = FALSE then
10: ExecuteSegment(1, ”PedagogicalAgent”)
11: SegmentCompletion[1]← TRUE
12: else if TraineeInputCount ≥ 4 and SegmentCompletion[2] = FALSE then
13: ExecuteSegment(2, ”PedagogicalAgent”)
14: SegmentCompletion[2]← TRUE
15: else if SegmentCompletion[2] = TRUE and SegmentCompletion[3] = FALSE then
16: ExecuteSegment(3, ”PedagogicalAgent”)
17: SegmentCompletion[3]← TRUE
18: end if
19: else if CurrentModule = 2 then
20: if SegmentCompletion[1] = FALSE then
21: ExecuteSegment(1, ”PedagogicalAgent”)
22: SegmentCompletion[1]← TRUE
23: else if TraineeInputCount ≥ 10 and SegmentCompletion[3] = FALSE then
24: ExecuteSegment(3, ”PedagogicalAgent”)
25: SegmentCompletion[3]← TRUE
26: end if
27: else if CurrentModule = 3 then
28: Allow User to Control Entire Conversation
29: end if
30: end function
31: function ExecuteSegment(SegmentID, Sender)
32: Messages← Filter(OptimalFlow, segment = SegmentID and sender = Sender)
33: for all Message in Messages do
34: DeliverMessage(Message)
35: end for
36: end function
37: function DeliverMessage(Message)
38: Display(Message.content)
39: end function
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Figure 3.3: An example of an automated part of the conversation. The automated messages are in a green textbox with a cycle
icon. The light grey textbox with the robot icon represents the virtual child. The dark grey textbox with the user icon represents

the trainees’ input.



4
Evaluation

In this chapter, we aim to address the following sub-question:

To what extent does an integrated pedagogical agent in the simulation training environment contribute
to the trainees’ learning?

To evaluate the developed prototype of our design in chapter 3, we conducted an experiment to inves-
tigate the learning effect of our pedagogical agent integration in a role-play simulation training. In this
chapter, we started by explaining our experiment set-up, followed by the results of our experiment. To
answer our sub-question, we formulated hypotheses covering: the learning outcomes, self-efficacy and
perceived usefulness. As mentioned in chapter 2, a pedagogical agent with scaffolding can improve
the learning outcomes [73, 60]. We also discussed that a pedagogical agent can improve the learner’s
self-efficacy [46]. Davis et al.(1989) [28] discussed that a system with a high perceived usefulness is
one in which a user believes that its usage will enhance their job performance.

Hence, our formulated hypotheses are:

• H1: Trainees using the pedagogical agent with Lilobot apply the taught skills better than those
using Lilobot only.

• H2: Trainees using the pedagogical agent show higher self-efficacy levels than those using Lilobot
only.

• H3: Trainees using the pedagogical agent perceive the training as more useful than those using
Lilobot only.

4.1. Methods
In this section, we explained our study design, the participants, materials, measures, procedure and
the data preparation & statistical analysis. We registered the design of this study with the Open Sci-
ence Framework (OSF) 1. This experiment was also approved by the TU Delft Human Ethics Research
Committee (HREC reference number: 4695).

4.1.1. Study Design
We followed a mixed study design. Participants were divided into two groups, with each group experienc-
ing only one of the study’s conditions (between-subjects design). Additionally, all participants completed
baseline and post-measurements to assess changes in performance and self-efficacy over time (within-
subjects design). This combination allowed us to compare outcomes across groups while accounting
for individual differences and initial performance levels.

1https://osf.io/9gtbm

16
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Pilot Experiment
We conducted a pilot experiment with 4 participants to test the flow of the experiment and ensure there
were no errors. No data was collected during this pilot, and these participants did not take part in the
actual experiment.

4.1.2. Participants
We recruited 22 participants via email or personal network. The sample size was determined based
on a power analysis implemented in R. The R script B.1 is shown in appendix B. This script calculates
the necessary number of participants to achieve a power of approximately 0.72, a Cohen’s d effect size
of 0.8 and a correlation of 0.7 between baseline and post-measurements. The large effect size was
expected due to the targeted design of the pedagogical agent and its scaffolding capabilities, which
were specifically tailored to address the learning objectives.

The participant group consisted of 63.6% (14) females and 36.4% (8) males. The largest age group
was 25–34 years old, comprising 45.5% (10) of the participants, followed by 31.8% (7) in the 18–24 age
range. The remaining participants were aged 35 and older. Additionally, 77.2% (17) of the participants
had a high level of education, holding at least a bachelor’s degree or higher.

Figure 4.1: Distribution of Participants by Gender, Age Group, and Educational Level: The left plot represents the gender
distribution, the middle plot illustrates the count of participants across different age groups, and the right plot highlights the

educational levels of the participants.

4.1.3. Materials
The experiment was made available to participants through an online survey hosted on Qualtrics 2.
Qualtrics hosted the informed consent form, and the questionnaires, and directed our participants to our
system.

Prototype
The prototype layout was adapted from a previous thesis on Lilobot [40]. The chat functionality utilised
basic input detection techniques, including exact matching, regex matching with prioritisation, and loose
matching with overlap scoring. The matching utterance examples were predefined by Grundmann et al.
(2025) and Al Owayyed et al. (2024) [40, 4]. Additionally, the automatic pilot was implemented using
a predefined conversation flow, based on the algorithm outlined in Figure 1. The scenarios for Lilobot
were adapted from Al Owayyed et al. (2024)[4].

Both the intervention and control conditions involved a pre-session, a training session, and a post-
session. The primary difference between the conditions lay in the training session. The intervention

2https://www.qualtrics.com/nl/



4.1. Methods 18

group interacted with the prototype featuring our design, incorporating the three modules and the auto-
matic pilot. In contrast, the control group interacted solely with the standard Lilobot interface.

For both groups, we provided an overview of the required skills where we explained how they can apply
them. The intervention group’s training content was structured across the three modules, as illustrated
in Figure 4.2, while the control group received all training content at once, as shown in Figure 4.3.

Whenever a participant did not give input for 30 seconds, a hint appeared initially in a form pop-up, see
Figure B.1a in appendix B.2.1, once the trainees read it, they clicked on the button ’Got it’ and the pop-up
disappeared, and the hint appeared on the right side of the screen above the explanation, see Figure
B.1b in appendix B.2.1. Figure B.1a also shows an example of a hint. Similarly, at the end of each
conversation, feedback was displayed first as a pop-up and then moved to the left side of the screen.
This is illustrated in Figures B.2a and B.2b in appendix B.2.2. Both hints and feedback were available
to participants in both groups.

Finally, a timer was implemented for each session to ensure participants spent the required amount of
time in the session and did not attempt to bypass the process by having only one conversation before
moving to the next session. Both the pre- and post-sessions were scheduled for 5 minutes to maintain
comparability. Similarly, the training sessions for both the intervention and control groups were designed
to last 18 minutes for consistency. For the intervention group, the training was divided into three modules
with durations of 3 minutes, 5 minutes, and 10 minutes, respectively. These durations were determined
based on the results of the pilot experiment.

The prototype was implemented using HTML, JavaScript, and CSS within IntelliJ IDEA. The code can
be found online on GitHub 3.

Other Material
The participants were required to sign an informed consent form that provided information about the
purpose of the study, the procedure of the experiment, the data collection and the risks of participating.
Additionally, it included tick boxes highlighting key points that participants had to agree on to take part in
the experiment. It can be found in the appendix B.3. The Qualtrics survey included instructions outlining
the next steps in the experiment. Similarly, in the prototype before each session, we prepared a page that
included instructions about the next session and a welcome and end page that had instructions about
interacting with our system in general. You can see these instruction pages in appendix B.7, Figure B.3.

4.1.4. Measures
To test our hypotheses, we used two types of measures. To measure their performance (H1), we anal-
ysed the trainees’ inputs during their interactions with Lilobot. For self-efficacy (H2) and perceived use-
fulness (H3), we utilised point-scale questionnaires. In addition to these measures, we also collected
demographic data from the participants.

Performance
Our system categorised each user input to a predefined utterance, for example, when the trainee types
”hello”, it is categorised to the utterance ”request_chitchat_greeting”. These utterances were defined by
Grundmann et al. (2025) [40], who introduced Lilobot. To evaluate trainees’ performance, the utterances
were classified into three distinct categories: good, neutral, and poor.

A good classification was assigned when the trainee’s input was specific, or relevant, and appropriate
for interacting with the child. For example, ”How many kids are bullying you?” was classified as good
because it is a focused and meaningful question. Inputs were classified as neutral if they were not
particularly relevant, such as ”What is your age?”. Finally, the poor category included inputs that were
inappropriate or counterproductive at the current stage of the conversation, such as ”You are overreact-
ing.” which is something a trainee should not say to a child. The categorisation list is shown in appendix
B.5.

For each utterance, we assigned a performance value:

• Good utterances were assigned either 0.5 or 1, depending on the quality of the trainee’s inputs,
see Tables B.2, B.5, B.8 in appendix B.5.

• Neutral utterances were assigned 0, see Tables B.3, B.6, B.9 in appendix B.5.
3https://github.com/MayaElasmar/Pedagogical-Agent-Integration-Into-Simulation-Training.git
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(a) The prototype of Module 1 session. It shows an example of the automatic pilot as
well as a trainees’ input.

(b) The prototype of Module 2 session. It shows an example of the automatic pilot as
well as a trainees’ input.

(c) The prototype of Module 3 session. It shows also that the automatic pilot is not
available in this session.

Figure 4.2: The training prototype with modules for the intervention group.

Figure 4.3: The training prototype for the control group. There are no modules or an automatic pilot in this training session.

• Poor utterances were assigned a value of −1, see Tables B.4, B.7, B.10 in appendix B.5.

For each session, we calculated the performance across all conversations, using the weighted average.
Inputs from the automatic pilot were excluded entirely from all calculations. We calculated the maximum
points the trainee can obtain in a conversation and the points they obtained. Then, we divided the
obtained points by the maximum points to get their performance. If the trainee had more than one
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conversation in the session, we calculated the average of these performances. If the last conversation
was not finished because they ran out of time, then it is not included in the calculation. If the trainee could
only manage one conversation but did not manage to finish it because of the time, the performance is
also 0.

Self-efficacy
To measure self-efficacy, we developed a questionnaire inspired by three existing measures for self-
efficacy including the Counseling Self-Estimate Inventory (COSE) by Larson et al.(1992) [49], and the SE-
12 questionnaire by Axboe et al. (2016) [6] and Grundmann et al. (2025) [40]. We checked each of these
questionnaires and selected the relevant items to our topic. The selected items and their sources are
explained inmore detail in Appendix B.6. The questionnaire consists of 9 statements that the participants
rated on a 10- point scale with values from -5 ‘strongly disagree’, 0 ‘neutral’ to +5 ‘strongly agree’.

Perceived Usefulness
To measure the perceived usefulness, we developed a questionnaire based on an existing measure,
which is the performance expectancy in the Unified Theory of Acceptance and Use of Technology
(UTAUT) [35, 79]. We reviewed the performance expectancy items from the paper by Fitranie et al.
(2021) [35], selected those relevant to our system, and modified certain terms to ensure their applica-
bility. The questionnaire consists of 6 statements. Each statement was rated on a 7-point scale from 1 
’strongly disagree’, 4 ’neutral, to 7  ’strongly agree’.

Qualitative Measurement
In addition to collecting quantitative measures, we sought to understand participants’ subjective expe-
riences with our system, particularly their opinions on the guidance provided by the pedagogical agent.
To explore this, we included two open-ended questions: ”What did you like most about the system?” and
”What did you like least about the system?”

4.1.5. Procedure
The participants in the experiment followed a structured procedure, as illustrated in Figure 4.4. First,
they accessed a link to Qualtrics on a laptop and selected a unique participant ID from a predefined list
of 30 unique IDs. After selecting their ID, they signed an informed consent form and proceeded to fill out
a demographics questionnaire. Subsequently, they completed a pre-questionnaire designed to assess
their self-efficacy before being directed to the experimental system. Using the chosen participant ID,
they signed up for the experiment and engaged in a 5-minute pre-session with the conversational agent,
during which the pedagogical agent was absent, to measure their pre-training performance.

We created a list of participant ID’s: P1- P30. The participants randomly chose one of these. If they
chose an even ID number, then they were placed in the intervention condition, while those with odd
ID numbers were placed in the control condition. In the intervention condition, participants did three
training sessions with a conversational agent guided by an adaptive pedagogical agent. The training
consisted of a 3-minute session with Module 1, a 5-minute session with Modules 1 and 2, and a 10-
minute session with all three modules. The duration of each session increased because participants
had to complete more tasks and provide inputs for additional modules as they progressed. Participants
in the control condition interacted with the system for 18 minutes without the pedagogical agent. Instead
of the pedagogical agent. To ensure comparability with the intervention condition, the same virtual child
was used, and the session duration was matched to the intervention’s 18 minutes.

After completing their assigned training sessions, participants engaged in a 5-minute post-session to
assess their post-training performance. The same virtual child was used in all sessions to maintain
consistency across participants. In total, there were three scenarios, and each module session in the
intervention group was assigned to one of these scenarios. For the control group, as well as the pre- and
post-sessions, each conversation was randomly assigned one of these scenarios. After completing the
post-session, participants were redirected to Qualtrics, where they re-entered their Participant ID and
completed a post-questionnaire on self-efficacy, followed by a questionnaire on perceived usefulness.
Finally, they answered an open-ended questionnaire containing two additional questions to conclude
the experiment.

4.1.6. Data Preparation & Statistical Analysis
The data was collected in two formats. First, the questionnaires on Qualtrics captured answers on Self-
Efficacy and Perceived Usefulness. Second, participants’ interactions with Lilobot and their performance
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Figure 4.4: The procedure of our experiment.

during these interactions were saved as Excel files, which they uploaded to Qualtrics. The data cleaning
and preprocessing were conducted in Python 3 using Jupyter Notebook. We cleaned the data by deleting
incomplete surveys or participants who did not the conversation seriously. Further, we preprocessed the
data by splitting the pre-survey in two: one for intervention group and one for control group. Then, we
made sure these correspond with the post-survey based on the participant ID. Additionally, we calculated
the average performance for each participant in Python and stored these in separate data frames. For
the Self-Efficacy and Perceived Usefulness items, we calculated the average score of all items per
participant and stored them in separate data frames. All items in both questionnaires were positively
worded, so no score-reversing was required.

In R, we used the cleaned data frames containing these scores for the analyses. To calculate the deltas
by subtracting the pre-scores from the post-scores for each participant, representing the improvement in
performance or Self-Efficacy. These deltas were computed for both the intervention and control groups
for performance and Self-Efficacy. An unpaired t-test was then conducted to compare the deltas across
the two groups. For Perceived Usefulness, since there were no pre-training scores, we conducted an
unpaired t-test to compare the mean post-training scores between the two groups.

Finally, the qualitative responses to the open-ended questions were analysed using thematic analysis,
following the methodology proposed by Braun and Clarke [15]. To ensure the validity of this analysis, a
person with a bachelor’s degree in computer science conducted double-coding on the qualitative data.
Initially, a coding scheme was developed and agreed upon for each question. Subsequently, each coder
independently assigned all responses at once to one of the predefined themes. In R, we calculated
a confusion matrix on the assignment of both coders and used this confusion matrix to calculate the
Cohen’s Kappa [22]. After completing the independent coding, the coders reviewed and discussed
their differences in assignments. Through this discussion, they jointly decided on the final coding for all
responses, ensuring consensus on the assigned themes.

All the data, Jupyter notebooks of the data cleaning and R Scripts of the analysis are available online
for download through the 4TU.ResearchData repository 4.

4https://doi.org/10.4121/2e329e76-5f48-4d7f-bd70-4bd6d3238846
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4.2. Results
4.2.1. Performance
The comparison of performance scores between pre- and post-sessions reveals that the intervention
group demonstrated a higher average performance difference compared to the control group, as shown
in Figure 4.5. To evaluate hypothesis H1, we conducted a Welch two-sample t-test to compare the
performance deltas between the intervention group (M = 0.13, SD = 0.19) and the control group (M =
0.01, SD = 0.19). The results showed no statistically significant difference, t(19.99) = 1.46, p = .160, with
a 95% confidence interval of [−0.05, 0.29]. This suggests that the intervention did not lead to significantly
greater improvements in performance compared to the control group.

Figure 4.5: The means of the performance of pre- and post-session for the intervention(Blue) and the control(Red) group.

4.2.2. Self-Efficacy
First, we examined self-efficacy deltas between the intervention and control groups. As shown in Figure
4.5, the intervention group demonstrated a slight increase in self-efficacy from the pre- to post-session,
whereas the control group showed a decrease. To evaluate hypothesis H2, we conducted a Welch two-
sample t-test to compare self-efficacy deltas between the intervention group (M = 0.04, SD = 0.89) and
the control group (M = −0.33, SD = 1.44). The results indicated no statistically significant difference,
t(16.7) = 0.73, p = .473, with a 95% confidence interval of [−0.70, 1.45]. These findings do not provide
sufficient evidence to support a difference in self-efficacy improvements between the intervention and
control groups.

4.2.3. Perceived Usefulness
To evaluate hypothesis H3, we conducted a Welch two-sample t-test to compare perceived usefulness
scores between the intervention group (M = 5.47, SD = 0.83) and the control group (M = 5.29, SD =
0.89). The results were not statistically significant, t(19.92) = 0.49, p = .629, with a 95% confidence
interval of [−0.58, 0.94]. These results indicate no significant difference in perceived usefulness between
the two groups. Additionally, we visualised the means of both groups in Figure 4.7. The average of the
intervention is higher by only 0.2.

4.2.4. Explorative Results
To see whether there were negative effects of the training sessions, we analysed the percentage of
participants whose performance and self-efficacy decreased in the post-session compared to the pre-
session. As shown in Table 4.1, 27% of participants in the intervention group experienced a decline in
performance, whereas this percentage was higher for the control group at 36%. Regarding self-efficacy,
the majority of participants in the control group showed a decrease in the post-session (55%), while in
the intervention group, the percentage was lower, with 36% experiencing a decline.
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Figure 4.6: The means of the self-efficacy of pre- and post-session for the intervention(Blue) and the control(Red) group.

Figure 4.7: The means the perceived usefulness of the intervention(blue) and control(red) groups.

Modules Training
Besides our hypotheses, we also analysed how participants performed during the training session,
specifically in the intervention group, which consisted of three modules. First, we analysed the per-
formance data across the three modules, visualised in Figure 4.8. The boxplots reveal that the median
performance improved from Module 1 to Module 3, indicating that participants developed their skills over
time.

Control Training
For the control group, participants engaged in an 18-minute session during which they could have one or
more conversations with Lilobot. We examined whether their performance improved with an increasing
number of conversations. As illustrated in Figure 4.9, participants who engaged in multiple conversa-
tions generally had a higher average performance compared to those with fewer conversations. Upon
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Table 4.1: Summary of Negative Percentages in Performance and SE Data

Dataset Percentage Negative Interpretation

Intervention Performance 27.27% Decrease in performance after training

Control Performance 36.36% Decrease in performance after training

Intervention Self-Efficacy 36.36% Decrease in SE after training

Control Self-Efficacy 54.55% Decrease in SE after training

Figure 4.8: Boxplots showing the performance of participants across the three modules. The median performance improves
from Module 1 to Module 3, but variability increases in Module 3.

inspecting the conversations, we observed that participants with fewer conversations tended to have
longer individual conversations with Lilobot, while those with multiple conversations had shorter interac-
tions.

Figure 4.9: Scatter plot showing the relationship between the number of conversations and the average performance for
participants in the control group. Each point represents a participant, with performance calculated as the average score across

all conversations.

Open Questions
We conducted a qualitative measurement using two open-ended questions to gather participants’ opin-
ions about the system—specifically, what they liked most and least. The Intercoder reliability for the dou-
ble coding was assessed using Cohen’s Kappa [22], which indicated substantial agreement (κ = 0.72,
95% CI [0.57, 0.87]).
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For the question, “What did you like most about our system?”, four themes were identified: Skill Devel-
opment, Guidance, Ease of Use, and Realism. These themes with an example response are illustrated
in Figure 4.10a. Skill Development describes responses where participants mentioned that they learned
something from interacting with the system (nIntervention=5, nControl=3), for example: ”It helped me
with asking important questions”. Guidance refers to responses highlighting the system’s guidancemeth-
ods (nIntervention=4, nControl=4), such as hints, explanations, or the automatic pilot. As an example,
there was a response ”The hints that they give it to me to help the kid.” Ease of Use encompasses re-
sponses indicating that the system was user-friendly (nIntervention=3, nControl=3), for example: ”it was
easy to use”. Finally, Realism includes responses describing the chatbot as realistic (nIntervention=1,
nControl=1), for example: ”to chat with the child, it was very realistic”.

For the question, “What did you like least about our system?”, three themes were identified: Miscom-
munication, Lack of Control, and Lack of Guidance, as illustrated in Figure 4.10b. Miscommunication
refers to responses where participants mentioned that the chatbot did not always understand their in-
put (nIntervention=9, nControl=8), for example: ”Sometime the child did not understand me”. Lack of
Control refers to responses expressing a preference for control over the conversation (nIntervention=2,
nControl=1), for example: ”I feel more easy to control the conversation”. Lack of Guidance relates to
responses criticising the system’s guidance methods(nControl=1).

The majority of both groups mentioned that Lilobot did not always respond correctly to their question or
did not understand the input. Both groups mentioned that they learned some new skill, or about being a
counsellor from the system. Moreover, both groups mentioned that they liked the hints and the provided
skills explanation. Unfortunately, the intervention group did not mention anything regarding the modules
or automatic pilot. On the contrary, one mentioned that they liked being in control of the conversation.

(a) Thematic Map of participant’s response about most liked about our system for both
groups.

(b) Thematic Map of participant’s response about least liked about our system for both
groups.

Figure 4.10: Thematic Map of participant’s response about most liked (Top Figure) and least liked (Bottom Figure) about our
system.
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4.3. Discussions
For our experiment, we hypothesised that incorporating the pedagogical agent would lead to higher learn-
ing outcomes. Despite higher means in performance differences between the pre- and post-sessions,
our results showed no significant difference. Hence, we fail to reject the null hypothesis and there is no
sufficient evidence to support H1. Although one of our design considerations was reducing cognitive
load through the scaffolding mechanism, both the intervention and control groups received the same
amount of information within the 18-minute training session. While the intervention group received the
information in smaller chunks, they were still able to progress to the next module without necessarily
mastering the skills from the previous one. This may have limited the effectiveness of the scaffolding
approach in reinforcing learning. In contrast, real-life training sessions at a UK child helpline span over
11 weeks [66], allowing for a more gradual learning process and better retention of skills.

The results also showed no significant difference between the deltas of the pre- and post-questionnaires
for self-efficacy, although the intervention group had higher means than the control group. Hence, we
fail to reject the null hypothesis and there is no sufficient evidence to support H2. One possible expla-
nation is that both groups received adaptive feedback and static hints, which may have provided similar
levels of guidance and support. To see more of the effect of the adaptive guidance on the self-efficacy,
the feedback and hints should have been static for the control group and adaptive for the intervention
group. Wu et al. (2023) [83] showed that adaptive support enhances learner’s self-efficacy with a clear
distinction between conditions that might have led to more conclusive effects.

The results of the t-test on the perceived usefulness showed no significant difference between the inter-
vention group and the control group. Hence, we fail to reject the null hypothesis and there is no sufficient
evidence to support H3. Both groups received hints when they encountered difficulties in progressing
through the conversation. Although the intervention group benefited from a scaffolding mechanism and
an automatic pilot designed to facilitate skill learning, both groups received the same amount of informa-
tion within the same time frame. As a result, participants in the control group may have perceived that
they had received sufficient information, especially since they had no reference point to compare their
condition with. This lack of comparison might have influenced their perception, and it is possible that
clearer differences would have emerged if participants had experienced both implementations. Further-
more, participants in both groups highlighted that they appreciated the hints and explanations provided
during the training. Interestingly, none of the participants in the intervention group mentioned liking the
modules training or the automatic pilot. On the contrary, some intervention group participants noted that
they preferred having full control over the conversation, suggesting that this aspect of the design might
not have been liked by everyone.

There are some interesting takeaways from the explorative results. In both intervention and control
training sessions, the performance gets higher when they train more or have more conversations, see
figure 4.8, 4.9. This observation aligns with the findings of Lee et al. (1991) [50], who emphasised that
repetition and practice enhance skill acquisition, particularly when practice conditions promote active
engagement and cognitive processing. Themain feedback we got about the system in terms of guidance
is that they liked the hints and the explanations of the skills. Some did not even like the automatic pilot
as they liked to have control over the conversation.

4.4. Limitations
For the initial power calculation, we assumed a correlation between pre and post measurements of
0.7 and an effect size of 0.8 for the difference in improvement between the intervention and control
groups. After analysing the actual results, we calculated the correlation and effect size for each mea-
sure. For performance, the correlations was -0.36 (intervention) and 0.26 (control), with an effect size of
0.62. According to Cohen’s guidelines [22], an effect size of 0.62 falls within the medium-to-large range,
suggesting a meaningful difference between groups. For self-efficacy, the correlations were 0.54 (inter-
vention) and 0.30 (control), with effect size of 0.31. Using the performance values (as they represent
the highest effect size), we recalculated the required sample size. The new calculation indicates that a
sample size of 108 would achieve a power of 0.72. Hence, we believe that if H1 is still valid, the smaller
correlation and effect size observed suggest that the experiment was underpowered. This could explain
why, despite the fact that the sample means showed improvement, the t-test was unable to confirm this
with statistical significance. A larger sample size than 22 would likely have provided sufficient power to
detect meaningful differences.
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Our qualitative analysis revealed frequent negative responses from participants that the chatbot some-
times failed to understand their input or repeated responses. This is probably a consequence of the
relatively simple NLU approach we have applied in our prototype. This issue may have negatively im-
pacted participants’ performance. Morover, our original idea was to prevent trainees from progressing to
the next session until they successfully passed the corresponding module. However, to accommodate
the time limitations of this experiment, participants were allowed to advance to subsequent modules
even if they had not successfully mastered the current one, potentially limiting their ability to fully learn
the required skills.



5
Discussion & Conclusion

5.1. Conclusion
This research aimed to answer the following research question:

How can the integration of the pedagogical agent enhance the effectiveness of counselling training
through role-play simulation training ?

We broke down this research question into the following three subquestions:

1. What are the key design considerations for the integration of a pedagogical agent?

We addressed this question through a literature review and a focus group discussion. The investigation
focused on two main aspects: the technical and conceptual integration of a pedagogical agent. Based
on our findings, we concluded that the pedagogical agent should teach skills to trainees gradually, in
alignment with John Sweller’s cognitive load theory [76], to avoid overwhelming their cognitive capacity.

Additionally, the pedagogical agent should provide personalised guidance tailored to the trainee’s indi-
vidual needs, ensuring a supportive learning experience. It is essential for the trainees to actively and
positively engage with the training simulation; thus, the pedagogical agent should incorporate active
learning elements and offer motivational feedback when trainees perform well. Finally, when trainees
encounter difficulties or fail to make progress, the pedagogical agent should proactively provide them
with the necessary guidance to help them move forward.

2. How can a pedagogical agent be integrated in a simulation training environment? We integrated the
pedagogical agent into the simulation training environment in several ways. We developed an adaptive
pedagogical agent that incorporates a scaffolding mechanism. Our adaptive framework adapted with
the three models of Intelligent Tutoring Systems (ITS), shown in Figure 3.2. Our learner model is the
trainee’s prior knowledge about counselling skills. Our content model is the training content which was
divided into three modules, each focusing on specific skills. Finally, our instructional model included the
scaffolding mechanism, an automatic pilot, feedback and hints.

The training was structured across three sessions to align with these modules. All session include all
three modules. In Session 1, the trainee works exclusively on Module 1, while an automatic pilot takes
over the trainees’ inputs relevant to Modules 2 and 3. If the trainee successfully completes Module
1, they progress to Session 2; otherwise, they repeat Session 1. In Session 2, the trainee trains with
Modules 1 and 2, with the automatic pilot managing inputs for Module 3. Upon passing both Modules
1 and 2, they move to Session 3. Finally, in Session 3, the trainee applies all three modules without
assistance from the automatic pilot.

Additionally, the adaptive pedagogical agent provided personalised feedback that adjusted dynamically
to the trainee’s performance. In contrast, the hints offered by the pedagogical agent were static, providing
general suggestions.

3. To what extent does an integrated pedagogical agent in the simulation training environment contribute
to the trainees’ learning?

28
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To address this question, we conducted an experiment in a mixed study design that combined between-
subjects and within-subjects elements. The experiment involved 22 participants. The measures used
included performance during the pre- and post-sessions, pre- and post-self-efficacy questionnaires, and
a perceived usefulness questionnaire.

For all three measures, the t-tests on the deltas revealed no significant differences between the interven-
tion and control groups. However, the intervention group consistently showed higher means across all
measures. These findings shows a potential that while statistical significance was not achieved, there
was a promising direction towards our hypotheses, especially the performance measure. Hence, there
is a likelihood that this happened, because our experiment was underpowered.

From the qualitative analysis, we observed that many participants from both groups reported developing
new skills through our system and appreciated the guidance provided by the pedagogical agent.

5.2. Limitations & Future Work
One major limitation of this study was the relatively small sample size (22 participants), which may
have resulted in an underpowered experiment, reducing the likelihood of detecting statistically significant
differences despite promising trends in the results. Future research should consider replicating this study
with a larger sample size—108 participants, as projected in our power calculation based on the observed
correlation and effect size.

Additionally, our pedagogical agent was limited in its ability to provide dynamic hints or an enhanced
automatic pilot that could intervene based on real-time trainee input. Instead, it relied on predefined
conversations. Another potential limitation was the training duration. The 18-minute sessions may not
have provided sufficient time for participants to internalise and apply the skills effectively. Future studies
could extend training over multiple sessions to allow for gradual learning and reinforcement. Further-
more, incorporating long-term assessments of skill retention and application—such as follow-up evalu-
ations in real-world child helpline environments—could offer deeper insights into the system’s practical
impact.

Finally, the natural language understanding (NLU) component relied on basic intent classification meth-
ods rather than advanced deep learning-based techniques. Prior research suggests that large language
models (LLMs) can significantly enhance conversational AI by improving response accuracy and con-
textual awareness [51, 62]. Future work could explore integrating LLMs to improve user interactions and
adaptability in the training system.

5.3. Contributions
At an academic level, this study contributes to the broader field of incorporating pedagogical agents into
learning systems. While the results were inconclusive, the results show a promising trend for further
research and suggested the potential for finding more conclusive insights with a larger sample size or
refined experimental design. We also propose a design framework for integrating pedagogical agents
into simulation-based training systems. Our framework leverages scaffolding to introduce skills pro-
gressively, adaptivity to tailor guidance to individual needs, and structured learning models to organise
training into modular steps. This approach provides a possible foundation for applying pedagogical
agents across various domains requiring interactive skill development. Hence, we contributed with a re-
search of the integration of pedagogical agent into simulation training for volunteer counsellors of child
helplines.

5.4. Final Remarks
In this thesis, we integrated a pedagogical agent into a role-play simulation-based counselling training
system designed for volunteers at child helplines. While results were inconclusive, they highlight a
promising direction for future research, with the potential for stronger insights through larger sample
sizes or refined designs. This study contributes to the integration of pedagogical agents in training
systems by proposing a framework that combines scaffolding, adaptivity, and structured learning.
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A
Appendix Foundation

A.1. The Five Phase Model
The five phase model is a structured counselling approach aimed at improving the effectiveness of
counselling sessions [74], which was later adapted by the Danish helpline Børns Vilkår. The five phase
model starts with setting a tone for the conversation, then encouraging the child to share their issue.
Following this, the counsellor collaborates with the child to clarify their expectations and intentions for
the session. Subsequently, the counsellor works towards maximising the child’s potential benefits by
enhancing problem-solving skills, thereby enabling effective addressing of challenges. Finally, the coun-
sellor rounds the conversation by addressing any remaining concerns the child has.
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B
Appendix Evaluation

B.1. Power Analysis
We made a power analysis in R script, B.1 to calculate the sample size of our experiment.

1

2 # The following code is based on a similar code by Dr. Willem-Paul Brinkman.
3

4 # Load necessary libraries
5 set.seed(123) # For reproducibility
6

7 # Constants
8 n_participants <- 11 # Number of participants
9 n_simulations <- 1000 # Number of simulations
10 correlation <- 0.71 # Correlation between baseline and post
11 R_squared <- correlation^2 # Calculate R-square
12 effect_size <- 0.8 # Effect size for Condition B
13

14 # Helper function to generate results
15 generate_condition <- function(n_participants, n_simulations, R_squared, effect_size = 0) {
16 # Baseline
17 baseline <- matrix(rnorm(n_participants * n_simulations, mean = 0, sd = 1),
18 nrow = n_simulations, ncol = n_participants)
19

20 # Post
21 post <- baseline * R_squared +
22 matrix(rnorm(n_participants * n_simulations, mean = 0, sd = 1),
23 nrow = n_simulations, ncol = n_participants) * (1 - R_squared)
24

25 # Apply effect size adjustment for post if provided
26 post <- post + effect_size
27

28 # Delta (Post - Baseline)
29 delta <- post - baseline
30

31 return(list(baseline = baseline, post = post, delta = delta))
32 }
33

34 # Generate results for Condition A
35 condition_A <- generate_condition(n_participants, n_simulations, R_squared)
36

37 # Generate results for Condition B (with effect size adjustment)
38 condition_B <- generate_condition(n_participants, n_simulations, R_squared, effect_size)
39

40 # Example Outputs
41 cat("Condition␣A␣Delta:\n")
42 print(condition_A$delta[1:5, ]) # Show the first 5 deltas for Condition A
43

44 cat("\nCondition␣B␣Delta:\n")
45 print(condition_B$delta[1:5, ]) # Show the first 5 deltas for Condition B
46

47 mean_delta_A <- apply(condition_A$delta, 1, mean)
48 mean_delta_B <- apply(condition_B$delta, 1, mean)

36
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49

50 cat("Mean␣Delta␣for␣Condition␣A␣(first␣10␣simulations):\n", head(mean_delta_A, 10), "\n")
51 cat("Mean␣Delta␣for␣Condition␣B␣(first␣10␣simulations):\n", head(mean_delta_B, 10), "\n")
52

53 # Constants
54 alpha <- 0.05 # Significance level
55

56 # Perform t-tests for each simulation
57 p_values <- sapply(1:n_simulations, function(i) {
58 t_test <- t.test(condition_A$delta[i, ], condition_B$delta[i, ])
59 return(t_test$p.value)
60 })
61

62 # Count p-values less than alpha
63 significant_tests <- sum(p_values < alpha)
64

65 # Calculate power
66 power <- significant_tests / n_simulations
67

68 # Output results
69 cat("Number␣of␣significant␣tests␣(p␣<␣0.05):", significant_tests, "\n")
70 cat("Statistical␣Power:", power, "\n")

Listing B.1: Power Analysis R Script

B.2. Prototype
B.2.1. Hints
The hint was initially shown as a pop-up, see Figure B.1a. When the participant clicked ’Got it’, the
pop-up disappeared and the hint stayed at the left side of the screen, see Figure B.1b.

(a) The pop-up showing the hint.

(b) The hint on the left side of the screen.

B.2.2. Feedback
The hint was initially shown as a pop-up, see Figure B.2a. When the participant clicked ’Got it’, the
pop-up disappeared and the feedback stayed at the left side of the screen, see Figure B.2b.
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(a) The pop-up showing the feedback.

(b) The feedback on the left side of the screen.

B.3. Informed Consent Form
Simulation Training For Counselling

You are being invited to participate in an experiment titled integrating a pedagogical agent into a BDI-
based training simulation. This study is being done by Maya Elasmar, and supervised by Willem-Paul
Brinkman, and Mohammed Al Owayyed; All of which are affiliated with the TU Delft.

Research Purpose:
The purpose of this research study is to investigate the effectiveness of our system on the simulation
training of volunteer counsellors in child helplines. In the simulation training, the trainees interact with a
virtual chatbot that takes the role of a child with an issue. Hence, the trainees are dealing with a virtual
child and not a real one. Specifically, we aim to explore how the incorporation of guidance can enhance
the training process for counsellors, particularly focusing the required skills for a volunteer counsellor at
a child helpline.

Experiment Procedure:
During the experiment, you will conduct one (or more) session with a virtual chatbot that acts as a child
that is being bullied. You will be taking the role of a counsellor, using the required counselling skills to
assist the virtual child. Throughout the session, you will receive guidance to help you apply these skills.
The session lasts around 45 minutes.

Data Collection:
You will be asked to give your personal data (e.g. age group, degree and gender), which will be collected
as categories for data analysis. We will ask you to fill out questionnaires before or after the session using
the survey platform Qualtrics. They will be mainly about your opinion of the system, your knowledge,
your self-efficacy and perceived usefulness. We will also ask you about your experience. Both the
questionnaires and the data we extrapolate from them will be deleted from Qualtrics after collection and
will be anonymised to be shared for scientific purposes.

Risks:
The virtual child is not based on a real story, but it is a realistic story. We advise people who are sensitive
to the topics of bullying, violence, and emotional distress not to participate. If needed, you can contact
a helpline in your country: https://findahelpline.com. In general, data can be leaked. We will minimise
any risks by not storing any identifying information. The data will be stored privately and only accessible
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by the researchers. The anonymised data will be stored after the research has been concluded, it will 
be published in a public repository (e.g., 4TU.ResearchData).

Compensation:
Your participation in this experiment is entirely voluntary, and you can withdraw at any time up until 3 
days after the experiment. After that, the data cannot be removed. For more information, please contact: 

If you agree and consent to this Opening Statement, you can now fill in the consent form below.

Consent
Please fill out the consent form below by answering either “Yes” or “No” for each question. Please note 
that a “No” for any single question renders you ineligible to participate in this study.

Statement Yes No

I have read and understood the experiment information above. I have been able to ask
questions about the study and my questions have been answered to my satisfaction.

□ □

I consent voluntarily to be a participant in the experiment and understand that I can refuse
to answer questions and withdraw from participation at any point during the experiment.

□ □

I understand that I cannot withdraw from participation once the experiment ends after three
days.

□ □

I understand that taking part in the experiment involves interacting with a conversational
agent that simulates a child.

□ □

I understand that taking part in the experiment involves filling in questionnaires about my
knowledge of the topic, self-efficacy regarding counselling, and perceived usability of the
system.

□ □

I understand that when I take part in the experiment, I will deal with a virtual agent that
simulates a child that is being bullied.

□ □

I understand that the child is a virtual child who is suffering from bullying. □ □

I understand that taking part in the experiment involves the risk of possible data leakage.
The researcher does everything to mitigate this risk by storing the collected data safely, and
publishing the anonymised data in a public repository.

□ □

I understand that the information retrieved during participating in this study will be used for
research and can be published in a scientific paper.

□ □

I understand that personally identifiable information, such as (prolific ID, age group, gender,
degree) will be collected.

□ □

I agree that my anonymised data will be accessible for all purposes, including for example
educational, research, and commercial purposes.

□ □

I give permission for the data collected during the experiment that I provide to be archived
in a public repository (e.g. 4TU Center for Research Data) so it can be used for future
research and learning.

□ □

By ticking this box, I agree to participate in this study. □ □

Table B.1: Consent Form Statements

Name:

Signature:
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B.4. Demographics Questionnaire
How old are you?

o Under 18
o 18-24 years old
o 25-34 years old
o 35-44 years old
o 45-54 years old
o 55-64 years old
o 65+ years old

How do you describe yourself?
o Male
o Female
o Non-binary / third gender
o Prefer to self-describe _________________________
o Prefer not to say

What is the highest level of education you have completed?
o Some primary school
o Completed primary
o Some Secondary school
o Completed secondary school
o Vocational or Similar
o Some university but no degree
o University Bachelors Degree
o Graduate or professional degree (MA, MS, MBA, PhD, JD, MD, DDS etc.)
o Prefer not to say

B.5. Predefined Utterances
The predefined utterances were categorised for each module as Good, Neutral, or Bad, with each utter-
ance assigned a value of -1, 0, 0.5, or 1. Table B.2 presents the good utterances for Module 1, while
Tables B.3 and B.4 show the neutral and poor utterances, respectively. Similarly, Tables B.5, B.6, and
B.7 present the good, neutral, and poor utterances for Module 2. Likewise, Tables B.8, B.9, and B.10
show the good, neutral, and poor utterances for Module 3.

B.6. Self-Efficacy Questionnaire
The self-efficacy questionnaire included items adapted from several existing questionnaires. Item 1,
which assessed participants’ confidence in their knowledge of counselling, was taken from the Counsel-
ing Self-Estimate Inventory (COSE) by Larson et al. (1992) [49]. Items 2, 3, and 5, which focused on
encouraging the child to expand on their experiences and express emotions, were drawn from the SE-12
questionnaire by Axboe et al. (2016) [6]. Additionally, Item 5, which related to demonstrating empathy,
was included in both the SE-12 questionnaire and Grundmann et al. (2025) [40]. Item 7, concerning
collaborative goal setting with the child, was also sourced from Grundmann et al. (2025) [40].

To ensure alignment with the training content, we developed Items 4, 6, and 8, following a similar sen-
tence structure to the existing items. These items addressed key skills taught in the modules, including
summarising key points, understanding a child’s reaction, and clarifying relationships.
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Utterance Score
trigger_unknown_what 0.5
request_bullying_who 1
request_unknown_who 0.5
request_bullying_details 1
request_unknown_details 0.5
request_bullying_count 1
request_bullying_location 1
request_unknown_location 0.5
request_bullying_duration 1
request_unknown_duration 0.5
request_bullying_frequency 1
request_unknown_frequency 0.5
request_unknown_when 0.5
request_bullying_why 1
request_unknown_why 0.5

Table B.2: Module 1 Good Utterances and their corresponding scores.

Utterance Score
request_bullying_age 0
request_bullying_bullyage 0

Table B.3: Module 1 Neutral Utterances and their corresponding scores.

B.7. Instructions
Figure B.3 shows the different instructions given to the participants of our experiment during their inter-
action with our system.
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Utterance Score
request_school_start -1

Table B.4: Module 1 Poor Utterances and their corresponding scores.

Utterance Score
request_bullying_response 1
request_unknown_response 0.5
request_bullying_confidant 1
request_unknown_confidant 0.5
request_bullying_parent 1
request_goal_what 1
request_goal_dream 1
confirm_goal_collaborate 1
request_goal_howchild 1
request_unknown_how 0.5
request_confidant_who 1
confirm_confidant_teacher 1
request_confidant_why 1
request_confidant_how 1
inform_confidant_help 1
inform_confidant_say 1

Table B.5: Module 2 Good Utterances and their corresponding scores.

(a) The instructions at the beginning of our system. (b) The instructions for the pre-session.

(c) The instructions for the training session. (Intervention Group)

(d) The instructions for the post-session. (Intervention Group) (e) The instructions for the rest of the experiment.(Control Group)

Figure B.3: The instructions given in our prototype to explain the participants of our experiment each step during the interaction
with our system.
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Utterance Score
request_unknown_feeling 0
request_chitchat_greeting 0
request_chitchat_faring 0
inform_goal_help 0
request_goal_feeling 0
request_confidant_feeling 0
request_confidant_when 0
request_confidant_where 0
request_confidant_say 0
confirm_confidant_summary 0

Table B.6: Module 2 Neutral Utterances and their corresponding scores.

Utterance Score
inform_goalhitstop_positive -1
inform_unknown_positive -1
inform_unknown_negative -1
inform_goal_negative -1
inform_goalhitstop_negative -1
request_goal_howkt -1

Table B.7: Module 2 Poor Utterances and their corresponding scores.

Utterance Score
request_chitchat_greeting 1
request_chitchat_faring 1
confirm_bullying_summary 1
ack_unknown_empathize 1
ack_bullying_empathize 1
ack_unknown_compliment 0.5
ack_contactingkt_compliment 1
confirm_goal_summary 1
request_chitchat_goodbye 1

Table B.8: Module 3 Good Utterances and their corresponding scores.

Utterance Score
ack_unknown_neutral 0
request_chitchat_end 0
confirm_chitchat_satisfaction 0
confirm_chitchat_questions 0

Table B.9: Module 3 Neutral Utterances and their corresponding scores.

Utterance Score
ack_unknown_guilt -1
ack_unknown_taunt -1

Table B.10: Module 3 Poor Utterances and their corresponding scores.
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