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Abstract

Decision Support Systems (DSSs) that are used nowadays by water managers often predict
states that do not correspond with the observed states. This is caused by changing parameters
in the real systems, while the parameters used in the current DSSs are kept at a fixed level or
follow a temporal pattern that does not always represents reality. Usually, these parameters
are calibrated in an off-line setting, but when utilising in an on-line system there is a significant
drift in performance. Therefore, there is a high need to some form of on-line parameter
estimation that reduces the differences between the modelled and observed states.

The objectives of this study, in order to reduce the differences between the modelled and
observed states, read: (1) defining the state-of-the-art knowledge on optimisation of DSSs
regarding on-line parameter updating and optimisation techniques for modelling of large-
scale river networks; (2) determining whether automatic parameter updating is possible with
reasonable results in a twin experiment set-up for different normative scenarios, with respect
to parameter identifiability, model bias and model performance; (3) determining whether
automatic parameter updating is possible with real measurement data, with respect to the
same performance indicators; and (4) determining how much the performance does improve
when implementing some form of parameter updating.

The first objective is addressed by former studies (e.g.[2],[4],]7],[9]), which have confirmed
On-line Parameter Estimation (OPE) can be applied successfully as a tool to decrease model
discrepancies. Both the Doesn’t Use Derivatives (DuD) algorithm, [1], and the Shuffled
Complex Evolution (SCE) algorithm, [2], have proved to be robust and effective methods for
parameter estimation in multiple fields of expertise, e.g. [3],[4],[5],[6],[7]. The DuD algorithm
is utilised in this study, since initial model results have illustrated that the high robustness
level of the DuD algorithm.

The second objective is addressed by constructively up-scaling the amount of calibration
parameters by using several scenarios. The optimisation results are analysed extensively re-
garding the model performance in terms of robustness, effectiveness, efficiency and model bias.
Prior to the OPE, an initial model analysis is performed to determine the model sensitivity to
parameter perturbations and identifiability and uniqueness of the optimisation parameters.
The analyses of the scenarios’ results demonstrate a high level of model performance, in terms
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of the performance indicators, in a twin experiment set-up. However, coincidentally the bias
follows the temporal pattern in model states, which is probably a numerical error induced by
the OPE tool. Nonetheless, the level of bias is sufficiently low to neglect this effect.

Third objective is addressed by following the same procedure as for the second objective.
However now, the observational data is assigned with white noise in order to facilitate up-
scaling of the twin experiment set-up to field conditions. The analyses of the results illustrate
that up-scaling to field condition is very well possible, since the results show high levels of
robustness, effectiveness and efficiency while suppressing the model bias.

The fourth objective is addressed by implementing OPE in an existing DSS. Assignment
of practical real scenarios, like river maintenance programmes, illustrates the necessity of
the OPE tool to accurately estimate the correct parameter values, thereby improving the
model performance of the original DSS. The transition zone between two parameter values
in time, however, is not predicted, as sharp transitions cannot be predicted well as result of
the used calibration window with the assumptions of this study. Moreover, local transitions
in parameter values are difficult to predict by the OPE tool.

Concluding, this study demonstrates that it is essential to use some form of OPE to predict the
actual parameter values accurately for highly varied scenarios. This statement is grounded by
the high level of performance indicators that have been observed in the results of the OPE tool.
The computation time is sufficiently low that it is applicable in real-time systems. However,
more research on discretisation of the transition phase, on inclusion of control actions and
on other types of additive noise is required before implementing the tool in a real system.
Furthermore, the added value to the model performance of using more observation locations
and more parameters should be investigated.
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Chapter 1

Introduction

In this document, the MSc graduation thesis of the author is reported. In this chapter, an
introduction is provided based on the initial written research proposal. The structure of this
proposal follows the design approach proposed by [8].

1-1 Background

The research topic described below is the result of an interactive discussion held during a
meeting with Peter-Jules van Overloop of Delft University of Technology (TU Delft), Her-
man Mondeel of Witteveen+Bos (W+B) and the author of this document. In this meeting,
the performance of prediction and control systems used by water managers was discussed
extensively.

Prediction and control systems, also called Decision Support System (DSS), are becoming
more and more popular as they give water managers an insight into the most probable near-
future states (i.e. water levels and discharges) of their water system. Information on these
near-future states is valuable, as this can help water managers to decide which measures have
to be taken in order to e.g. prevent flooding or guarantee sufficient water supply. Various
computer systems that support the decision making in anticipation to and during a storm
event have been built in The Netherlands. These systems utilise a model of the water system
to predict the future states. Usually these models are calibrated properly in an off-line setting,
but when used in an on-line system there is a significant drift in the performance. The reason
is that the parameter values used in on-line systems, which are (mathematical) systems that
simulate and predict processes in real-time, are currently at a fixed value or are only changed
according to a fixed schedule (e.g. seasonable varying parameters). Parameter in the real
system, however, are constantly changing. Moreover, these changes in the real system are
not always the same and can vary from time to time. This results in an offset between the
modelled and actual occurring inflows, as the fixed or scheduled parameter values do represent
the real parameter values. This leads to structural differences between modelled and actual
states that cannot be corrected with a Kalman filter, which is commonly used as a correctional
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2 Introduction

method. Instead, an adaptive method should be employed that enables accurate parameter
estimation in order to improve the performance of on-line systems.

Recently, an optimisation method (used for updating model states and parameters) has been
published that strongly resembles the optimisation method Model Predictive Control (MPC),
[3]. The reason to select an optimisation method that is often used in MPC is that the model
update needs to be executed in real-time, since it is an on-line system. This implies that the
model parameters have to be update frequently, e.g. once every week, in order to remain an
accurate representation of the current real system. In other words, the optimisation method
has to have a high efficiency, which means that the computation time required by the opti-
misation method to obtain an accurate solution needs to be smaller than the required update
frequency. In this optimisation method, the actual state of parameters can be determined
by comparing actual measurements with the modelled states. This observational data has
already been measured and is used to feed the MPC and DSS.

Also, other studies confirmed on-line parameter estimation (OPE) can be applied to decrease
the model discrepancies by updating the parameter values, e.g.[4],[9],[10],[11],[12]. Most stud-
ies on on-line parameter estimation in environment studies consider gradual changes in pa-
rameter values. The innovation of this study, however, is that it considers sharp, sudden
transitions in parameter values as result of sudden human interference with the river system.
Examples of such parameters are the bed friction and crest levels of weirs. In the fall of
the year, [13],[14], water managers prune the vegetation in the river system and lower the
crest levels of weirs in order to remain a sufficient level of conveyance capacity. This form of
maintenance in the river system causes the sharp transitions in parameter values, which even-
tually leads to differences between the observed and modelled states. Iterative adjustment
of the parameters minimises the differences between measured states and modelled states.
This method can be combined with Kalman filtering in order to arrive at an improved initial
condition of both states and model.

The method is tested on the case of the ‘Brabantse Waterschappen’ (project BOS 2.0), where
presently W+B is building a prediction and control system. The work is supervised by Nick
van de Giesen (chairman), Peter-Jules van Overloop (daily supervisor) and Anna Sadowska
(external supervisor) of TU Delft, Herman Mondeel (company supervisor) of W+B and Stef
Hummel (implementation supervisor) of Deltares.

1-2 Research objective

The main objective in this master’s thesis is to improve the performance of DSS by making
an assessment of the applicability of data assimilation regarding on-line updating of model
parameters, based on effectiveness, efficiency, robustness and practical implications for water
resources management.

1-3 Research framework

In Figure 1-1, the research framework used in this graduation project is visualised. (a) A
study on scientific literature, regarding information and theory on prediction and control
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1-3 Research framework 3

systems, on data assimilation and on numerical modelling of large-scale river networks and
on project BOS 2.0, the DSS developed by W+B yields the assessment applicability criteria,
(b) by means of which the inclusion of parameter updating into the conventional MPC-DSS is
evaluated. (c) A confrontation of the evaluation results concludes with (d) recommendations
for developing DSS with improved performances.

In Phase 1 (a), a study on project BOS 2.0 provides all information concerning the study
area (i.e. the water network and key locations), the DSS (i.e. the prediction and control sys-
tem), measurement data and model requirements. The (scientific) literature study provides
knowledge for the implementation of the proposed optimisation method, such as theory on op-
timising algorithms, performance indicators, etcetera. Moreover, in this phase the assessment
methodology is determined.

Phase 2 (b) consists of two subphases: the actual implementation of data assimilation into
the DSS (Phase 2A) and the evaluation on the addition of this optimisation method (Phase
2B). In the first subphase, different calibration techniques and algorithms are applied to the
DSS. For the second subphase, key locations (bottleneck, measurement, decision and measure
locations), different normative scenarios and the obtained operational assessment criteria are
used. The numerical DSS model serves as a reference model to investigate the influences of
the inclusion of parameter updating. The influences regarding the model performance, which
is determined by performance indicators, is evaluated by comparison with both artificial and
actual occurring physical states, i.e. observational data. The performance indicators are the
effectiveness, efficiency, robustness and bias. Effectiveness refers to the rate at which the
objective function is minimised, i.e. the rate of how accurate the parameters and states are
predicted. Efficiency refers to the computation time required by the optimisation tool to
obtain accurate predictions of the parameter values and modelled states. Robustness refers
to the number of successful approaches of the global minimum, i.e the number of successful
approaches of the actual parameter values. Finally, the bias is considered as a measure for
the existence of systematic errors, [9],[15]. The bias is determined by the sum of the variation
and the estimation of the errors in the predicted states over a certain time window.

In Phase 3A (c), results of the evaluation phase are compared with each other. From this
confrontation the possible improvement on DSS is determined. Furthermore, a brief overview
of the practical implications, induced by e.g. pruning of vegetation and lowering crest levels
of weirs, is provided. Based on the information obtained in Phase 3B (d), recommendations
are made for the improvement of DSS.

Elaboration on the framework

For the optimisation problem of minimising the differences between the modelled states and
the actual states by estimation of the parameter values, an objective function is used. This
objective function, which attempts to minimise the weighted squared errors, is subject to
certain physical boundary constraints. First, a local algorithm is applied at the optimisation
problem. Depending on outcome of the performance indicators by utilisation of the local
algorithm, it is determined whether this algorithm is selected for further research or that a
global algorithm is used for further research.

The algorithm is coupled to the hydrodynamic model by use of an generic optimisation tool-
box. Prior to solving the optimisation problem, an initial model analyses is executed in order
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Figure 1-1: The research framework.

to determine the model response as result of various parameter perturbations. From these
results, the identifiability and uniqueness of the parameters is determined by use of a sin-
gular value decomposition and a correlation matrix. The identifiability refers to the ability
to estimate parameters in terms of model response, [4],[9]. Uniqueness refers to the ability
to estimate parameter individually, regardless of the model response, [9]. The outcome of
the parameter identifiability and uniqueness determines which parameters or which group of
clustered parameters are selected to minimise the objective function. Note that using more
parameter gives a more realistic representation of the real system. Nevertheless, introduction
of more parameters decreases the efficiency significantly, as the computation time increases
exponentially with the number of calibration parameters. Moreover, the optimisation problem
becomes less distinct when assigning more parameters to the optimisation method. Distinct-
ness refers to the level of how distinctive the shape of the optimisation problem is defined.
Usually, an optimisation problem becomes less distinct, when additional parameters are in-
troduced. Eventually, a decrease in distinctness of the optimisation problem can result in
longer computation times, which makes the optimisation method less efficient. In on-line
system, however, long computation times are far from desirable, since in this time parameter
changes can occur which leads to a lower performance. Furthermore, from these results an
appropriate calibration window is selected that is large enough to capture the transition of
the parameter values, but that is small enough to suppress the computation time.

The observation locations used in this thesis correspond with real measurement locations.
The main reason for this is that is useful to get an indication of how the On-line Parameter
Estimation (OPE) tool performs in the real river system. This is especially useful, when the
OPE tool is applied at the existing DSS. In this thesis, twin experiments are used in order
to solely test the influence of the different scenarios on the performance of the OPE tool.
In twin experiments, the observational data is created artificially in order to remove possible
systematic modelling errors. In other words, the outcome of model simulations serves as
observational data.

Multiple scenarios are assigned to the selected optimisation method and the selected (clus-
tered) parameters. These scenarios consist of perturbations in individual parameters and in
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1-4 Research questions 5

combination of parameters. The results are evaluated by use of the model indicators that are
described in the previous section. These indicators read: the effectiveness, the efficiency, the
robustness and the bias. Other scenarios determine the influence of the precipitation rate and
additive noise on the performance of the OPE tool. For the precipitation rate, a moderate
and an extreme rainfall event are selected, as the OPE needs to improve the performance
of current DSS is various conditions. For the additive noise, white noise is assigned to the
observational data. White noise refers to a random signal with a constant power spectral
density, [16]. Noise is presented as a random signal that is uniform distributed in a prescribed
interval. The colour of the noise, i.e. white, means that the distribution of the power of
the noise is equal for each frequency of occurrence, i.e. the power of the noise is the same
regardless of the rate of the observed state.

Finally, the practical implications of implementing the OPE tool in an existing DSS are
determined by assigning practical real scenarios. The scenarios consist of both global and
local transitions in parameter values. The global transitions refer to changes in parameter
values for the whole river system. The local transitions refer to changes in parameter values
for a single component, such as a single river section or a single hydraulic structure.

1-4 Research questions

In this section, research questions are determined to clarify the research framework and illus-
trate its contribution to the research objective.

1. What is the state-of-the-art knowledge on optimisation of DSS regarding MPC of large-
scale river networks, data assimilation, parameter updating and optimisation tech-
niques?

2. With use of what algorithms and what software can parameter updating be implemented
and coupled to existing hydrodynamic models?

3. Is automatic parameter updating possible with reasonable results in a twin experiment
set-up, with respect to model sensitivity, parameter identifiability, model bias and model
performance? And what is the model response to different normative scenarios?

4. Is automatic parameter updating possible with reasonable results when using real mea-
surement data?

5. How much does the performance improve when implementing some form of parameter
updating?

1-5 OQutline thesis

In Chapter 2, the first research question is elaborated. Chapter 3 provides a brief, but
comprehensive description of the hydrodynamic model and the coupling with the algorithm
(research question 2). In Chapter 4, both research question 3 and 4 are answered by applying
the optimisation algorithm to an already existing DSS. In Chapter 5, research question 5 is
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addressed by investigating the practical implications of introducing the OPE tool in water
resources management. Chapter 6 serves to draw conclusions from the results, in order to
come up with a list of recommendations that satisfies the research objective.

In the Glossary, an overview of all used nomenclature is provided, i.e. all acronyms, defini-
tions and symbols are listed. Definitions are presented in italics, in order to emphasise the
importance of correctly interpreting these definitions.
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Chapter 2

On-line calibration

In management of river networks, both models and measurements can provide insight in the
hydrodynamic behaviour of those networks. Nonetheless, both contain inherent differences
with reality, as not all details of reality can be expressed in a model or data, [9]. This implies
there has to be dealt with the simplifications that are included in (hydrodynamic) models,
which meet the demands (e.g. fast simulation and high accuracy) of end users (e.g. water
board). In turn, this results in modelling errors that can have negative consequences for
e.g. operation of control devices, which leads to inadequate water management and possible
flooding during heavy storm events.

To minimise these discrepancies, models usually are calibrated. Clemens [9] defines calibration
as follows:

The process in which a set of model parameters is defined which, combined with a
validated process model, reproduces a specific measured situation as good as pos-
stble. This implies that in the calibration process the model is adjusted in such
a manner that the model result ‘fits’ as closely as possible to a specific observed
reality. It should be noted that the model consists of many different types of pa-
rameters.

In other words, during calibration, the field measurements are used to improve the internal
model by tuning certain key parameters. The use of data to improve the model outcomes
is a form of data assimilation, [3],[4]. Usually, calibration of these models is executed in
an off-line setting, e.g. [17],[18]. In other words, there is no continuous evaluation of the
model performance and thereby revising the model parameters. However, when off-line cal-
ibration is applied to an on-line system (e.g. several Decision Support System (DSS) used
by water boards, see Chapter 3), there is a significant drift in the performance. Initial off-
line calibration cannot correct for these discrepancies, since some parameters that contribute
to model discrepancies are time-varying. Therefore, on-line calibration is proposed, which
continuously processes real-time measurement data and so provides an estimation of the pa-
rameters during each iteration, [10],[19]. On-line calibration, also called On-line Parameter
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8 On-line calibration

Estimation (OPE), has been applied several times with success in different fields of experience,
[10],[11],[12],[20],[21].

A critical requirement for calibration is availability of measurement data. Currently, moni-
toring networks are used in operational water management to e.g. control the water levels
in river systems, [22]. The main goal of this study is to use (only) this data to decrease the
model discrepancies by continuous parameter updating. To accomplish this, first a descrip-
tion of the mathematical model is provided, followed by a section of non-linear optimisation.
Finally, a section is elaborating on the evaluation of the simulation results.

2-1 Mathematical model

2-1-1 State-space model

The model can be described in a basic mathematical form, which is similar to [23]:

2(t) = f(x(t), u(t),0(t), 1) (2-1)
9(t) = g(2(1)) (2-2)

where z(t) is an n-dimensional state vector with time-varying variables, u(t) is an n,-dimensional
input vector and () is an p-dimensional parameter vector. g(¢) is the output vector of mea~
sured response variables with an n,-dimension. The functions f and g are non-linear functions
that describe the transformation of the corresponding input vectors.

This state space model has been applied successfully in several studies to optimisation of
parameter estimation, [23],[24],[25].

2-1-2 Objective function

The aim of the OPE tool is described mathematically by an objective function (or cost
function) S(f). The main goal of the OPE tool is to reproduce the measured states by
estimation of the calibration parameters. This goal consists of several subgoals, of which each
subgoal attempts to reproduce the measured states for a specific location.

The objective function tries to minimise the different, sometimes conflicting (sub)goals of
the parameter updating tool by quantification of the trade-off between these goals, [26]. In
the objective function, the model discrepancies with the actual states, which are penalised
and summed up, are minimised by help of an optimisation algorithm. This results in the
‘best’, ‘most optimal’ solution of the objective function, which is summed over total number
of measurements i = 1,...,m:

5(0) = i A (0, )T Wi ADi(6,1) (2-3)
=1

where Ag;(0,t) is described as the difference between measured response variables and mod-
elled output:
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2-2 Non-linear optimisation 9

Agi(0,t) = yi(t) — 0:(0,1) (2-4)

Af describes the difference between the actual 6y and estimated parameter set 0:

A =6y—0 (2-5)

Wi is a m - m-dimensional diagonal matrix that is used to tune the OPE tool. Nevertheless,
it is very likely that the ratio between the components of this matrix follows the uncertainty
of the measurement data. Therefore, the penalty factor is linked to the maximum squared
difference within the prior information, according:

1
Wi=——5 (2-6)
Ayi,mam
Note that, in general, the relative penalty on discharge data is lower compared to the penalty
on water level data, since discharge measurement data is known to have a lower accuracy in

general, [27].

2-1-3 Constraints

The objective function Eq. (2-3) is subject to the system dynamics, Eq. (2-1)-Eq. (2-2), and
to p physical boundary constraints, which represent the minimum and maximum values of
the corresponding parameters:

amin < 0 < emaaz (2_7)

The constraints applied in this thesis are listed in Section 4-3.

2-2 Non-linear optimisation

2-2-1 Convexity

The main goal of the OPE tool is to solve the optimisation problem Eq. (2-3). In order to
find the overall minimum value for this problem, the shape of the objective function has to be
evaluated. In other words, the objective function has to be investigated on (non-)convexity
[26]. If the function is convex, then every local minimum has to be a global minimum, [28].
An example of a convex function is illustrated in Figure 2-1. Otherwise, the solver of the OPE
tool is not ensured to obtain the global minimum when the objective function is non-convex.
The latter situation is illustrated in Figure 2-2, [29]. This implies that different starting points
(i.e. different initial parameter estimations) by the OPE tool might result in different local
minima and thus not the most optimal solution.

The successfulness of the OPE tool to find the global minimum therefore highly depends
on the convexity of the objective function. However, since the OPE tool has a non-linear
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Figure 2-3: Frequently used optimisation techniques, both local and global methods, based on
information of [31].

behaviour (see Section 2-1), some degree of non-convexity is introduced according to [30].
Therefore, influence of different optimisation approaches on the final result is investigated.

Some characteristics of local and global optimisation approaches are described in Sections 2-
2-2 and 2-2-4. In Figure 2-3, an overview of frequently used optimisation methods are shown,
[28],[31]. Furthermore, a detailed description of the optimisation methods that are used is
provided.

2-2-2 Local optimisation

Local optimisers are often fast optimisation approaches that are widely applicable on large-
scale problems, [28]. This optimisation approach has to deal, however, with the fact that it
cannot guarantee the global optimal solution. Moreover, an initial estimate of the optimisation
problem is required. This estimate is the starting point of the approach and can influence the
solution for the optimisation problem significantly. Another drawback in comparison with
global optimisation methods is the sensitivity of local optimisation to parameter values of the
used algorithm, [28].

Many local optimisation methods make use of the gradient of the objective function, known as
the Jacobian. However, no exact solution of the Jacobian can be provided for the algorithm,
since the optimisation problem is non-linear and no analytical expression of the Jacobian can
be derived. Therefore, an algorithm that does not use derivatives (abbreviated as DuD) is
used as a local optimiser in this thesis.
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12 On-line calibration

2-2-3 DuD

The Doesn’t Use Derivatives (DuD) algorithm solves the weighted non-linear least square
problem of Eq. (2-3) by providing a linear approximation [, [1],[4],[32]. The linearisation agrees
with the vector valued response function () at p + 1 previous estimates of the parameter
vector 6. The new least square problem is solved, resulting in a new estimate for the parameter
vector #. This process is part of the outer iterations. If the cost of the new estimate is not
smaller than the costs of the previous estimates, then a line-search, known as inner iterations,
is executed till a better estimate is produced. Then, the worst estimate is replaced by the new
estimate. These steps are repeated until the moment one of the stopping criteria is satisfied.

With each new iteration the uncertainty (or offset) of the parameters is determined according
to one of the two following methods:

fori=1,...,p: ei(j):{00?2>(i)Aj§ij (2-8)
F_ C 0 (7)) — 0o (5) JF#i
fori=1,...,p: 97’(‘7)_{90(j)—(|)—)\j90(j)j—i (2-9)

where A is the transformation of the initial parameter vector. This transformation can rep-
resent the offset value itself or an offset factor, depending on the choice of transformation
(see Table B-2). In this thesis, the former method of transformation is applied for both
parameters.

The following stopping criteria are applied to the DuD algorithm:

e When the maximum number of outer and inner iterations is reached.

e When the maximum absolute difference between the costs of two best parameter esti-
mates approaches Ti: |Q(Onew) — Q(00)| < Th.

e When the maximum relative difference between the costs of two best parameter esti-

‘Q(enew) - Q(QO)‘
Q(b) =T

mates approaches T5:

e When the maximum relative difference between the linearised costs @ of two best pa-

. )@(enew) - @(00)‘
rameter estimates approaches T5: — <Ts.

Q(6o) B

When the maximum size of the relative step is reached.

The stopping criteria need to be defined by the user. In Section 4-3, the actual stopping
criteria that are used are defined.
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2-2-4 Global optimisation

Global optimisers guarantee, in contrast with local optimisation, that the true overall solution
of the optimisation problem is obtained, [28]. Nevertheless, a major disadvantage of global
optimisation is that it compensates on efficiency, which is of great importance in on-line
model optimisation. Boyd and Vandenberghe [28] state that the optimisation complexity
rises exponentially with the problem size. Therefore, global optimisers have to be utilised
with the greatest care.

To overcome this issue, the convexity of the objective function can be determined. A global
solution is guaranteed when the objective function is convex, [28]. This can be done by
calculating the Hessian of the objective function. More information on this is provided in
[26].

The objective function, however, is non-linear, so an analytical determination of the Hessian
is not possible as the model loses convexity, [30]. A possible solution to obtain the derivatives
is by evaluation of the objective function. This is, however, very expensive with respect to the
computation time needed for performing this evaluation. Furthermore, a new evaluation is
required, if the river system changes (e.g. when hydraulic structures are installed or removed).
This is not desirable, when applying optimisation methods in an on-line system where com-
putation time is valuable. Therefore, it is essential to apply derivative-free algorithms in such
on-line systems.

In Figure 2-3, multiple types of global optimisation methods are listed, including some
derivative-free algorithms. Dekens [26] proposed a multi-start method, which uses differ-
ent initial starting points by following a search pattern. This method, however, is not desired
as the dimensions of the optimisation problem grow with the many function evaluations, [26].

Evolutionary algorithms, like genetic algorithms, are known to result in even more function
evaluations, [33]. Nevertheless, these algorithms are very functional because of the sometimes
discrete nature of water networks, [33]. When combining evolutionary algorithms with local
algorithms, the amount of function evaluations can be reduced significantly. An example
of a successfully applied evolutionary algorithm is the Shuffled Complex Evolution (SCE),
[5],16],[71,[34],[35]-

In this thesis, different scenarios were tested with varying initial parameter predictions and
actual parameter values. From these analyses, it was observed that the DuD algorithm was
very robust (see Section 2-3-3), i.e. it was able to find the global minimum regardless of the
initial parameter prediction and the actual parameter value (see Section 4-5). Therefore, the
DuD was applied for all experiments in this thesis as it equals the SCE method with respect
to effectiveness and robustness (see Section 2-3-3), but it outperforms the SCE method in
terms of efficiency. Nonetheless, more detailed information about the SCE method can be
found in Appendix A.

2-3 Results evaluation

After the model parameters are optimised by one of the above algorithms, the model outcomes
are evaluated. The parameters and residuals are assessed with three methods: 1) sensitivity
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analysis, 2) identifiability and uniqueness analysis, and 3) bias analysis. The first two methods
are performed for parameter analysis and the latter refers to residual analysis.

In the next sections, the above discussed analysis methods are described into more detail.

2-3-1 Parameter analysis
2-3-1-1 Sensitivity analysis

The sensitivity analysis looks at the model response initiated by a certain disturbance, in
this case a change in model parameters. The main reason for a sensitivity analysis prior
to the calibration process is the identification of important parameters for efficient model
calibration, [36]. After the one parameter is perturbed, the model response is evaluated in
terms of the objective function for both the total model and per location.

2-3-1-2 Identifiability and uniqueness analyisis

For successful parameter updating by the OPE tool, it is important to evaluate the identifia-
bility and uniqueness of the parameters, [4],[9]. In other words, identifiability and uniqueness
provides the user with information whether a parameter, or a set of parameters are identifiable.
A well-known form of identifiability analysis is based on the singular value decomposition of
the Jacobian, [4]. The Jacobian J (n - p) is a sort of sensitivity matrix that gives the model
response as result of perturbed parameters:

as . dSi
o, do,,
JO)=|: . (2-10)
dSn . dSn
o, do,,

In the singular value decomposition, the Jacobian is expressed in three different matrices. The
n - n-matrix U and the p - p-matrix V contain the left and right singular vectors, respectively,
[9]. The n-p pseudo-diagonal matrix ¥ contain all singular values. The matrices V' and ¥ hold
the most important information for the identifiability analysis. While the matrix V' represents
the eigenvectors of J7.J, it contains all information about which parameter or parameter sets
is the most influential. The matrix X tells something about how strong the influence is of
these eigenvectors on the model response. ¥ is determined by the eigenvalues of J7'.J, [4],[9].

J(0) =USV (2-11)

With the Jacobian the correlation between parameters can be determined. First, the covari-
ance matrix needs to be calculated. Then the correlation matrix is obtained according to
[4],[9],[37]:

cov = (JTJ)7! (2-12)

cov(i, 7)

cor(i,j) = \V/cov(i, i)cov (], 5) (2-13)
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2-3-2 Residual analysis

The residuals of the calibrated results are analysed by examining the bias. This is an impor-
tant step in evaluation of the calibration process, as bias is considered as a measure for the
existence of systematic errors, [9],[15]. In other words, the results can only be trusted when
the bias is insignificant. This means that bias should be negligible in both the time and space
domain. So, no pattern as function of time and space may be observed.

The bias is calculated over a moving window 7', [9],[15],[21], and is determined by the variation

2

o

¢, and the estimation of the model discrepancy (% > Agf)

Nw

Bias = ?/0 <<nw > Aj >nw — er> dz. (2-14)

where n,, is the number of observations in the moving window 7. The bias is assumed to
be insignificant, when overall bias is smaller than a factor 10™! of the variation of the model
discrepancy o2 , [9].

2-3-3 Performance indicators

As described in the beginning of this chapter, operational water managers highly rely on the
correctness of the internal model in order to have confidence in the calculated control actions.
These control actions, like gate settings and pumping operations, are often based on the offset
of actual water levels with the set point. Consequently, accurate water level predictions are
leading in determining the model performance. In this study, instead of using the deviation
of the actual water levels with the set point, the simulated water levels are compared with
the observed water levels to determine the model performance. Nevertheless, accurate water
level predictions are still of equal importance.

Several performance indicators are used to determine the OPE tool performance. Three
performance indicators were used to investigate the model performance, [38]: effectiveness,
efficiency and robustness. Effectiveness refers to the rate at which the objective function is
minimised, i.e. the rate of how accurate the parameters and states are predicted. Efficiency
refers to the computation time required by the OPE tool to obtain a solution that satisfies
the stopping criteria. Robustness refers to the number of successful approaches of the global
minimum, i.e the number of successful approaches of the actual parameter values.
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Chapter 3

Model description

This chapter describes the conceptual structure of the computational sources that are used
during this thesis. Section 3-1 elaborates on the hydrodynamic model from the software
package SOBEK 3, [39] , while Section 3-2 deals with the structure of the optimisation
software OpenDA, [32]. Also, the coupling between these two software packages by a blackbox
wrapper is discussed in Section 3-3.

3-1 SOBEK

The SOBEK suite is a powerful software package for simulation of complex flows and water
related processes in both time and space. The suite is a useful tool for modelling of integrated
water systems for water management, design, planning and policy making. Several modules
are available that simulate physical phenomena and processes, and which are connected to
and integrated with one-another, [39]. In this section, only the utilised modules of SOBEK
are considered. A complete overview of functionality and properties of SOBEK and other
details can be found in [39].

3-1-1 Hydraulic model
3-1-1-1 Open channel flow

In this thesis, only the D-FLOW 1D module of SOBEK 3 is used, which simulates water flows
in open channels, [39]. The software module calculates one-dimensional flow for shallow water
by solving the complete De Saint-Venant (SV) equations. In the case of one-dimensional flow,
the following equations are solved, [39]:

Continuity equation (1D):

0A; 0Q
o + e Qlat (3-1)
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Momentum equation (1D):
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where @ is the discharge [m®s!], A is the cross-sectional flow area [m?], g is the lateral
discharge per unit length [m?s!], h is the water level [m], g is the gravitational acceleration
[ms?], C is the Chézy roughness value [m'/?s], R is the hydraulic radius [m], Tying is the
wind shear stress [N m™2], wy is the water surface width [m], p,, is the density of water kg m™],
¢ is the extra resistance coefficient [s>m™], L, is the length of the reach segment that holds
extra resistance node [m], x is the distance along the channel axis [m] and ¢ is the time [s].

The first term in the momentum equations describes the inertia. The second term is the
convection term. The third term is the water level gradient term, which tries to achieve a
flat water surface as a result of gravitational acceleration. The fourth term describes the
bed-friction term. The fifth term describes the influence of the wind force on the water. The
sixth and last term describes the influence of extra resistance, [39].

In the fourth term, the Chézy coefficient C' is determined by use of the Strickler’s coefficient
ks [m'/3s:

C = kyR'S (3-3)

3-1-1-2 Hydraulic structures

The D-FLOW 1D module allows the simulation of hydrodynamic behaviour of a water network
consisting of rivers and channels. So, it deals with open channel flow, but is also capable of
simulating interaction of flow with structures, vegetation and other forms of friction, [39]. The
study area (Section 4-2) contains two types of structures: weirs and culverts. Culverts connect
two open channels by means of an underground structure. Weirs are overflow structures used
for water storage and control of water level and discharge, thereby serving several purposes
like irrigation and flood prevention (see Figure 3-1), [22],[40]. Furthermore, these structures
can be utilised for monitoring the flow characteristics (e.g. water level and discharge). In this
thesis, only changes at the settings of the weirs are applied. Therefore, the culverts are left
out of consideration. More information on the flow-culvert interactions are provided in [39].

The flow-structure interactions depend on the flow conditions. The flow-structure interac-
tions are derived from the structure dimensions and user-defined parameters, [39]. Structure
dimensions are e.g. the crest width and crest level. User-defined parameters are for instance
the entrance loss coefficient and reduction factor. Flow over a weir or through a culvert can
be categorised as free flow or submerged flow, depending on the downstream water level, [41].
Typical flow situations over a weir are illustrated in Figure 3-1. In case of submerged flow,
the upstream water level is influenced by the downstream water level, according to [39]. On
the other hand, the downstream water level does not affect the upstream water level in case
of free flow. Submerged and free flow over a weir are defined as, respectively:

CeCwWsr/2g (h1 — ho) (he — z5) if hy — 25 <

3

2
— 3-4
@ { cecwWS%\/%g(hl — 25)3/2 if hy — zg > % (hy — zs) (3-4)
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Figure 3-1: Side view of a weir, [39].

where c. is the discharge coefficient [-], ¢,, is the lateral contraction coefficient [-], Wy is the
crest width [m]| and z, is the crest level [m]. h; and hy are the upstream and downstream
water level [m], respectively.

3-1-1-3 Discretisation

The SV equations are solved numerically, as the equations cannot be solved analytically in
real geometry, [42]. The SV equations are discretised on a staggered grid in time (At) and
space (Ax), [43],[44]. The SV equations are solved numerically by the so-called Delft-scheme.
The result is a grid consisting of water level points (h-points) and velocity points (u-points).
A graphical representation of the staggered grid is given in Figure 3-2.

t
T ) AXx v AX -
(n+ At —h)—W—h)—U)—"h)—
At
nat —f (hW—u—h)—u—h)—
i=1 i- i i+Y i+
_’x

Figure 3-2: Staggered grid used in the hydrodynamic numerical model SOBEK, [39].

3-1-2 Conceptual rainfall-runoff (RR) model

The rainfall-runoff (RR) relations utilised in this thesis are defined before the optimisation
is started. In this way, the RR relations do not have to be determined each iteration and
computation time is saved. This simplification is valid, because it is assumed that during the
optimisation runs only parameters of the D-FLOW 1D module are changed. This means that
the RR discharges do not vary within one optimisation cycle and stay equal for each iteration.
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Figure 3-3: A graphical conceptualisation of the Wageningen model introduced by [45] (source:
[49]).

~

onint

Figure 3-4: Lateral point discharges used in SOBEK in order to route the hydrological flows,
[39].

The RR relations are predefined by using the so-called Wageningen model, which is a concep-
tual hydrological model that takes into account certain lowland-specific processes [45],[46].
These processes represent capillary rise and dynamic division between fast and slow discharge
as a function of the wetness of the groundwater reservoir. In this way, the model attempts
to describe the non-linear behaviour of the hydrological system, [47],[48]. The Wageningen
model is illustrated in Figure 3-3.

The Wageningen model consumes low amounts of computation time and is, therefore, suitable
for determining the RR relations prior to the on-line optimisation process. The predefined
RR relations are then routed into the channel-river network as lateral discharges. These
discharges are defined as point lateral discharges (see Figure 3-4) and tabulated as function
of time [m?s].
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3-2 OpenDA

To improve the performance and reliability of hydrodynamic models, like SOBEK 3, ob-
served data could be used. An important step in this, is to reduce the discrepancies between
model simulations and measured data. This can be done by means of parameter calibration
or data assimilation. In parameter calibration, the model parameters are adjusted in such
way that the simulation discrepancies decrease. In data assimilation, model predictions and
measurements are combined in order to create a new state estimate, [4],[32],[50],[51].

The necessity for a generic framework that allows data assimilation and parameter estimation
of numerical models increases, as more numerical models are developed and more measured
data becomes available, [4],[32],[50],[51]. OpenDA is such a generic, open source toolbox for
data assimilation and parameter calibration/estimation of numerical models, [4],[32],[51]. In
this framework, several methods for parameter estimation and data assimilation are included.
The focus of this thesis is on estimation of certain model parameters. Therefore, only the
methods for parameter calibration are discussed.

3-2-1 Available optimisation methods

In OpenDA, several methods for parameter estimation are available. An overview of these
methods with a brief description is listed in Table 3-1. In this thesis, the Doesn’t Use Deriva-
tives (DuD) algorithm was applied in the On-line Parameter Estimation (OPE) tool, for the
reason described in Section 2-2. Several studies demonstrated the efficiency and robustness
of the DuD algorithm ([3],[4],[52]) compared to other methods. Moreover, no additional in-
formation is required to initialise the optimisation when using the DuD algorithm. A more
detailed description of this method is provided in Section 2-2.

3-2-2 Blackbox setup

In order to make use of OpenDA, a number of configuration files (XML schema) are required,
which contain all essential information for the OpenDA application. A main configuration
file refers to the configuration files of three components:

e Stochastic observer.
e Algorithm.

e Stochastic model, the outer layer.

In case of a blackbox setup (described later on in this section), two additional configuration
files of the following components are required:

e Model, the middle layer.

e Wrapper, the inner layer.
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stochObserverConfig algorithmConfig
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Figure 3-5: Flowchart of the coupling between OpenDA and SOBEK 3, where Java (J) files are
used for the actual model description (i.e. all classes, objects, methods, instances, etcetera), XML
Schemas describe the model configuration, Python (P) files introduce the actual internal model
changes, CSV files are used for data exchange and TPL files provide the OPE tool with templates
for the CSV files. The colours used correspond with the colours of Figure 3-6 and Figure 3-7.

Jelmar Schellingerhout Master of Science Thesis



3-3 Coupling OpenDA and SOBEK 23

The stochastic observer configuration file defines which measurement observations are used
and its uncertainties. The algorithm configuration file defines all necessary input parameters
(e.g. constraints, stopping criteria) for the calibration algorithm. In the stochastic model,
model related information is defined. The stochastic model contains information about vector
specifications and holds references to the model and wrapper configurations, when a blackbox
setup is applied. The model configuration defines information of the particular model that
is used. The wrapper configuration file specifies generic information about the model (e.g.
aliases), the executions steps of the model’s executable and input-output OpenDA Java classes
to communicate with this model, [32]. In Figure 3-5, a graphical overview of all OpenDA
components and the communication between them is presented. A list of all used elements
in these OpenDA components is provided in Table B-2.

The different OpenDA components communicate by means of interfaces. For the modelling
component, two interfaces are required: a model instance interface and a stochastic model
instance interface, [4],[32]. The model instance interface specifies the functions for a deter-
ministic model. The stochastic model instance interface specifies the functionalities for the
stochastic extension of the deterministic model.

In order to utilise OpenDA in combination with SOBEK, or any other model, the model has
to be wrapped, [32]. This is done by extending the model by implementing the two interfaces.
In the next section, the coupling is described into more detail.

3-3 Coupling OpenDA and SOBEK

As described in the previous section, SOBEK has to be wrapped to make use of the optimisa-
tion techniques of OpenDA. The first method is to implement the model from scratch in Java,
[32]. The second way is to combine native model code with a wrapping Java extension. In
the third way, the model is written in Java, which implements only parts of these interfaces,
while a blackbox setup is used for the other parts. The fourth method is similar to the third
method, apart from that it executes its computations with use of the native code. A fully
blackbox wrapper is the last possible wrapping method. A general overview of the structure
of OpenDA, when the fully blackbox wrapper is applied, is presented in Figure 3-6. In Fig-
ure 3-7, the stochastic model utilities layer and the black box model layer are illustrated in
more detail. For a complete overview, the reader is referred to [4],[32].

In this thesis, the fully blackbox wrapper setup has been applied. An important reason to
choose this setup, is that in this wrapper only several functions, which read and write input
and output files of the model, have to be written, [4],[32]. Moreover, the structural design for
this wrapper setup already existed, of which the test results were rather satisfying, [3],[4],[52].
A number of small changes had to be implemented in order to implement the functionalities
of OpenDA in SOBEK 3. An overview of all changes is listed in Table B-1 (see Appendix B).

There are several reasons to opt for this setup. First, the most convenient approach to apply
certain changes into the internal configuration of the hydrodynamic model is by using the
built-in Python scripting module of SOBEK 3. A major advantage of this setup is that all
desirable modifications can be executed in a straightforward way'. The benefits of using
different layers of components in the OPE tool are threefold: 1) every action or operation by

!For a lot of operations in SOBEK 3, specific functions have been written that make certain modifications
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Figure 3-6: The general structure of OpenDA when the fully blackbox wrapper is applied, [32].
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Figure 3-7: The stochastic model utilities layer and the black box model layer of OpenDA when
the fully blackbox wrapper is applied, [32].

the algorithm is traceable and therefore reproducible; 2) the chosen model structure enhances
the debugging of errors in the OPE tool, as all the components can be tested separately;
3) the OPE tool can be applied to other test cases easily, as only the wrapper components
change significantly (Table B-1). The optimisation core of OpenDA can, therefore, be utilised
for other test cases, and even completely different models, without large changes.

less complicated. These functions can be used by importing them from the application programming interface
(API).
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Algorithm

Table 3-1: Optional methods for parameter calibration, [32].

Description

Local/global

Initial information

DuD

DuD transforms the nonlinear least square problem into the
well-known linear square problem and solves this linear prob-
lem. If this is an improvement, then the linearisation is up-
dated with new point. Else, a line-search is performed until
one of the stopping criteria is fulfilled.

L

Sparse DuD

Sparse DuD is a refinement of DuD. It makes use of in-
dependecies between parameters and observations to deter-
mine search directions in the optimisation process.

Independencies between pa-
rameters and observations

Simplex

This method is also called the Nelder-Mead or Downhill Sim-
plex Method. The cost function is minimised with use of
vertices, which represent possible sets of parameters and
its cost values. During the minimisation the vertices are
reflected, expended, contracted and reduced until no more
improvement is observed.

Powell

This method transforms the multi-dimensional minimisation
problem into multiple one-dimensional minimisation prob-
lems. A line-search, also called the Brent’s method, is ap-
plied to minimise the problem.

Initial parameter predictions;
search vectors

Conjugate Gradient

This method is based on the second order Taylor ap-
proximation of the cost function.
dimensional problem into a sequence of line minimisations
(Brent’s method). The search direction is determined by
the Fletcher-Reeves method (method 1), the Polak-Ribieri
method (method 2) or the Steepest Descent (method 3) until
one of the stopping criteria is fulfilled.

It reduces the multi-

Initial parameter predictions

BFGS

This algorithm reduces the multi-dimensional problem into
a sequence of line minimisations (Brent’s method).

Initial parameter predictions;
if possible initial approxima-
tion of inverse of the Hessian

Gridded Full Search

This method applies user defined parameter combinations
for evaluation of the cost function. The parameter combi-
nation with the smallest cost value is provided as the opti-
misation output.

Range of calibration parame-
ters (min, max, step).

SCE

i) This algorithm randomly draws a set of points based on
the defined parameter distributions. ii) The points, which
each consist of a set of parameter values, are ordered and
grouped into complexes according to their cost. iii) Then,
the complexes are split into simplexes and minimised by
applying the Simplex method. This procedure is repeated
from step i until the global minimum is found.

Parameter distribution

GLUE

This method randomly draws parameter sets from the dis-
tributions. For each parameter set, it runs the model and
determines the likelyhood of each set. The most probable
parameters sets are selected by the user based on these like-
lyhoods.
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The user needs to analyze the
likelyhoods and to select man-
ually the most probable pa-
rameter sets.
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Chapter 4

Application of the OPE-model

4-1 Introduction

To test the influence of the optimisation method, as proposed in Section 2-1, the algorithm
is applied on an existing hydrodynamic model. The model is a product configured by the en-
gineering company Witteveen+Bos (W+B) in the hydrodynamic modelling package SOBEK
(see Section 3-1). This river network model has already been used as a Decision Support Sys-
tem (DSS) for operational water management by three water boards. These water boards are
located in the southern province Noord-Brabant of the Netherlands (see Figure 4-1). Some
adjustments are made to the model so that solely the influence by the On-line Parameter
Estimation (OPE) tool can be analysed. However, the overall goal is that the OPE tool can
be applied in the DSS. Therefore, after the first analyses, most adjustments are reversed to
investigate the robustness of the OPE tool in different environments.

The river network model used throughout this thesis includes many parameters, of which some
are constant in time and some are time-varying. The parameters that are calibrated in this
thesis solely consist of those that are influenced strongly by an unknown disturbance and, thus,
vary in time. These parameters affect the model states and, therefore, can lead to significant
deviations with the actual real states. In other words, incorrect parameter estimation is likely
to cause a drop in the model performance, as the model itself cannot compensate for these
deviations. Therefore, there is a strong need for estimation of these unknown, time-varying
parameters. Note that the other parameters, which show a slow varying or more or less
constant behaviour in time, are usually compensated by a Kalman Filter. This, however,
is not comprehended by the scope of this thesis. Consequently, only parameters that show
strong temporal variations are considered. As discussed in the previous sections, these strong
variations are often caused by human interaction with the water system. In thesis, the focus
is on the parameters that show strong temporal alterations caused by these anthropogenic
interactions, i.e. the bed friction roughness parameter and the crest levels of adjustable weirs.

In this chapter, first an overview of the study case is provided. Then, the optimisation problem
and the methodology of the experiments is specified. In the last section the results of these
experiments are presented.
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Figure 4-1: A map of the province Noord-Brabant (the Netherlands), wherein the study area is
located (indicated with the dashed black border).
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4-2 Case description

4-2-1 Calibration parameters

In Table 4-1, an overview of all used parameters in the hydrodynamic model is presented.
Some of these parameters show time-varying behaviour. The parameters affected by anthro-
pogenic interaction with the water network are recognised as the most highly time-varying
parameters. In other words, these parameters could have a significant influence on the model
performance of DSS, once the parameters are changed by human activities. Therefore, there is
a high need to estimate these parameters correctly. These parameters (marked with asterisks)
are the bed roughness and the crest level of adjustable weirs in the river network.

Table 4-1: An overview of the model parameters in SOBEK, where the most highly time-varying
parameters are indicated with asterisks.

Module | Nodes Parameters
Flow Connection Node with Storage | Type Type of well storage | Bottom Level [m AD] Storage Area [m?] Type of street storage
and Lateral Flow Street Storage [m*] | Street Level [m AD]
Boundary Type Value
Lateral Flow Type of Discharge Runoff Area [ha] Seepage/Infiltration [I/s.ha] | Type of Intensity Source of Intensity
Cross Section Type of Profile Cross section Friction Type Value™ [depends on type]
Weir Crest Level” [m AD] | Crest Widht [m AD] | Discharge Coeff. [] Lateral Contr. Coeff. [-] | Flow directions [-]
Universal Weir Type of Profile Cross section Discharge Coeff. [-] Flow directions [-]
Culvert Type Length [m] Left Bed Level [m AD] Right Bed Level [m AD] | Cross Section
Inlet loss Coeff. [-] Outlet loss Coeff. [-] | Valve Flow directions [-] Friction Type
Value [m'/3.s7T]

The bed roughness of the river network is the first parameter that is calibrated. According
to the maintenance plan of the water boards, the vegetation in river network is pruned
on a frequent basis, [13]. This type of maintenance is, however, not always fed back into
the numerical model by means of an adjustment of bed roughness. Following the physical
description of bed friction, this would lead to large discrepancies in the modelled states (i.e.
water levels and discharges).

The second type of parameter that is calibrated is the crest level of the weirs. In order to
obtain the desired behaviour of the water system, the water board operates various sluices,
pump stations, power stations and other operational devices, [22]. The operations of the
most important structures are monitored by the water board, [13]. Small, "less important’
structures can have a significant influence on the model performance as well. Examples of
such structures in the study area are weirs with a movable crest level. Despite of the influence
of these weirs, the crest levels are not always monitored. Therefore, a correct estimation of
the crest levels needs to be made in order to have a realistic representation of the actual water
system.

4-2-2 Model schematisation

As stated above, the DSS is modified in such way that improvement in performance by the
OPE tool can be monitored relatively straightforward. First, a small area, north of the city
Tilburg and Oisterwijk (see Figure 4-1), is selected as the study area of this thesis. One
reason for this choice (another reason in given in Section 4-2-4) is the number of available
measurement locations compared to the number of calibration parameters in this area. In
total, eleven measurement locations are available where both water levels and discharges are
monitored Figure 4-2.
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Figure 4-2: A graphical interpretation of the water courses, measurement stations and weirs of
the study area. Observation stations 0028, 0029, 0030, 0031, 0040 are used for the optimisation
process, since for these station observational data is available. The weirs listed in Table 4-4 are
calibrated on their crest levels.

The number of measurement locations is a reference point for the number of calibration
parameters that are allowed. According to [9], [37] and [52], the number of optimisation
parameters should be significantly less than the observation measurements. In time scale, each
measurement station contains 168 observational values, which correspond with the number of
hours within the calibration window of a week. In spatial scale, however, the limiting number
of measurement locations restricts the number of optimisation parameters not to exceed that
number. Therefore, the bed roughness is assumed to be equal for all reaches, i.e. global
friction is assumed. The crest levels are optimised separately in the initial model analysis.
However, the outcomes of the identifiability analysis of the parameters have to point whether
some parameters should be clustered. In short, the calibration parameters are: the crest
levels W1, ..., W9 and the overall friction parameter FA.

The other adjustments that are made to the original river network model are assuming only
one-dimensional flow and removing (automatic) control actions by the operational devices.
The latter adjustment means that controllers are switched off, but in a later phase are switched
on again. In this way, influence of automatic controlled operational devices on the performance
of the OPE tool can be determined. The former adjustment implies that two-dimensional
overland flow is not taken into account. The rainfall-runoff (RR) model is switched off, since
all the rainfall-runoff relations are determined prior to the optimisation. This is done by an
alternative RR model to decrease the simulation time for multiple calibration loops, as the
RR relations are equal for all calibration loops. A more detailed description of this RR model
is provided in Section 3-1-2.
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4-2-3 Twin experiment

The above described adjustments are assigned to make the analysis of the calibration results
more straightforward. However, these simplifications introduce certain discrepancies with the
real world. In other words, the real measurement data is not representative for the results of
the adjusted model. Therefore, new measurement data has to be created that corresponds
with the model behaviour. The new measurement data, also called artificial data, is created
during twin experiments by running the model with the original input, [4],[52]. These twin
experiments form the starting point for investigating the calibration of the parameters.

Twin experiments can be described briefly by four steps, [4]. First, observational data is
created by running the model with the original input like parameter values and initial condi-
tions. The observational data is used during the optimisation for calibration of the parameters.
Then, several parameters are perturbed resulting in the initial parameters for the calibration.
After calibration of these parameters, a comparison between the state and parameter results
of the original run and those of the calibration run is made. The steps are illustrated in
Figure 3-5. A major advantage of performing twin experiments is that there is (almost) no
noise or uncertainty in the observational data and, thus, a very controlled environment is
created for the calibration, [4].

Additive noise

For all experiments, twin experiment set-up is used to create artificial observation data. Most
of these data is noise-free. Nevertheless, experiments with noise appended observations are
executed as well, in order to simulate situations more closely related to reality. The noise
is introduced by assigning so-called white noise to the observational data. White noise is a
random signal with a constant power spectral density, [16]. Noise is presented as a random
signal that is uniform distributed in a prescribed interval of £2.5 cm and £0.1 m®s™! for the
water levels and discharges, respectively. The colour of the noise, i.e. white, means that the
distribution of the power of the noise is equal for each frequency of occurrence, i.e. the power
of the noise is the same regardless of the rate of the observed state.

4-2-4 Precipitation events

Next to the disturbance in parameters that is initiated, a disturbance in form of a precipitation
event is introduced. Note that the former disturbance, in contrast with the latter, is unknown
to the model. Reason for this rainfall event is the requirement of the OPE tool to perform
well under all (or most) circumstances. Nonetheless, the most important task of the OPE
tool is to obtain a correct representation of the actual river network before an extreme rainfall
event, in order to prevent flooding during the rainfall event. Therefore, a moderate rainfall
event is selected that was preceding an extreme event.

A recent event that followed this pattern was in the last months of the year 2010. During the
months September and October the precipitation was average, while in the first two weeks of
November the rainfall was excessive (see Figure 4-3). In the study area, this extreme precipi-
tation event caused a lot of problems related to flooding at multiple locations in the province
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Figure 4-3: The hourly precipitation [mm h™!] of September the 1% till December the 1 in 2010
at observational station 370 in Eindhoven, [53]. The highlighted boxes indicate the calibration
window for different scenarios. The left box is from September the 29" till October the 4t" and
represents moderate precipitation levels. The right box is from November the 8" till November
the 15" and stands for more extreme precipitation levels.

(Figure 4-4). Therefore, the OPE tool has to be able to deal with extreme precipitation events
as well.

The moderate and extreme precipitation events that have been selected for this study are
presented by the highlighted areas in Figure 4-3.

4-2-5 OQObservation locations

In Figure 4-2, the measurement stations used during this thesis, which currently also provide
the water board from real data, are illustrated. These locations are selected, since it is
useful to get an indication of how the OPE tool performs in the real river system. This is
especially useful, when the OPE tool is applied at the existing DSS. Observation stations
0028, 0030, 0031 and 0040 monitor the up- and downstream water level on an hourly basis at
the weirs ZL1-3014, Z1.1-11524, Z1.1-13409 and ZL1-4018, respectively. Observation station
0029 monitors next to the up- and downstream water levels also the hourly discharge levels
over weir Z11-8052.
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Figure 4-4: Four locations that suffered from flooding as result of long-term precipitation in
November 2010: a), c) and d) show a flooded agricultural areas, [54],[55],[56], respectively; b)
illustrates flooded roads, [57].

4-3 Optimisation problem

In this thesis, an OPE tool is developed that solves the optimisation problem stated by Eq. (2-
3). The optimisation problem is subject to physical boundary constraints. The constraints
used during this thesis are specified for the crest levels of the weirs in Table 4-2. The stopping
criteria applied at the Doesn’t Use Derivatives (DuD) algorithm are listed in Table 4-3.

Table 4-2: The minimum and maximum boundary constraints for the crest levels of the weirs.

Parameter | ID Zsmin (M| | Zsmaz [M]
W1 ZL1-5 9.90 11.74

W2 Z1.1-3014 9.80 11.10

W3 Z1.1-5126 | 7.39 8.80

W4 Z1.1-5930 6.84 7.45

W5 Z1.12-45 8.66 9.80

W6 Z1.12-1880 | 6.73 8.00

W7 Z1.12-4711 | 5.87 7.30

W8 71.25-6292 | 5.16 6.53

W9 Z1.25-8463 | 4.13 5.40

4-4 Experiment

Fifty scenarios are designed to test the sensitivity of the river network model to certain
parameter changes. For each parameter, five realistic scenarios are created. The crest levels
of the weirs are within the range of the possible crest levels for the corresponding weir. The
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Table 4-3: The stopping criteria assigned to the DuD algorithm. The criteria correspond with
those listed in Section 2-1-3.

Algorithm | Stopping criteria Value [-]
DuD Maximum outer iterations 20
Maximum inner iterations )
T 0.001
15 0.0001
T3 0.0001
Maximum size of relative step size | 10.0

bed roughness is based on literature, [58], and information of water board De Dommel, [13].
An overview of all scenarios is listed in Table 4-4. The outcome of this initial model analysis
is used as a starting point for calibration of the parameters by the OPE tool. The initial
model analysis is executed by means of a parameter analysis that consists of a sensitivity
analysis and an identifiability and uniqueness analysis.

After the initial model analyses, the development OPE tool is described by use of several sce-
narios. In the first base scenario F1WO0, only the friction of the cross-sections just downstream
of weir ZL1-3014 is calibrated, while all other friction values and the weirs’ crest levels remain
the unchanged. In this scenario, solely the downstream water level of observation location
0028 is used for parameter optimisation, since a downstream water level is more sensitive
to friction variations than an upstream water level. In this first base scenario FIWO0, six
scenarios with the following IDs are optimised: H1, H2, M1, M2, L1 and L2. In the scenario
IDs, the letters correspond with ’actual’ parameter values in either a high (H), medium (M)
or low (L) scenario. The actual parameter values are the parameter values that were used to
obtain the observational data, i.e. the actual parameter values can be recognised as the true
parameter values.

The numbers in the IDs represent the initial parameter prediction and, thus, the starting
parameter for the optimisation process by the OPE tool. By following this approach, the
possibility of finding a local minimum instead of the global minimum is investigated, i.e. the
robustness of the OPE tool is tested. The scenarios with their corresponding values are listed
in Table 4-5.

The second base scenario FOW1 focusses on the optimisation of only the crest level of weir
Z1.1-3014. The other weirs’ crest levels and friction values are not perturbed. This base
scenario the same scenarios (H1,...,L2) are executed. However, in this case, the upstream
water level of weir Z1.1-3014 is used, as an upstream water level is most sensitive to changes in
the crest level of the nearby located weir. All scenarios with their accompanying crest levels
are listed in Table 4-5.

The third base scenario FaWc optimises both the friction of all cross-sections and the weirs’
crest levels. These crest levels are clustered in one parameter Wec, since the initial model
analysis demonstrated only one crest level is identifiable. Therefore, it is assumed that the
crest levels of all weir follow the same seasonal pattern: in summer, the water level retained
high, while the water is drained in the winter. The main reason behind this assumption is
that the agricultural function of the water in the study area is rather important. The crest
levels are clustered such that they can vary within their physical boundary constraints (see
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Table 4-2). In other words, the range in which the crest level can vary is determined by the
physical boundary constraints. Thus, a variation in the clustered weir parameter is rather a
rather an offset factor (see Eq. (2-9)) than the offset itself. The latter, described by Eq. 2-8,
is used for transformations in the global friction parameter.

In this base scenario, the same six scenarios are applied for both the friction parameter Fa
and the clustered weir parameter We. Overall, this results in 36 scenarios. The parameter
values of all scenarios are listed in Table 4-7.

In the fourth base scenario FaWcP, extreme precipitation (P) is used to determine the influence
of high discharge rates on the performance of the OPE tool. For this base scenario, only high
(H) and low (L) parameter values are used. In total, 16 scenarios (listed in Table 4-9) were
applied in this base scenario.

In the fifth base scenario FaWcN, noise (N) is added to the observational data. In this
way, the OPE tool is tested whether it is able to optimise the parameters accurately in an
environment where the observational data is uncertain. For this base scenario, high (H) and
low (L) parameter values are used. This results in 16 scenarios that are listed in Table 4-11.

4-5 Results and discussion

4-5-1 Initial model analysis
Parameter analysis

As described in Section 2-3, the parameters are analysed prior to the calibration phase. The
model sensitivity and parameter identifiability are be determined by following this approach.
The results are visualised by using the equations in Section 2-3. The methods can be used
to group parameters and reduce number of parameters to be calibrated, [9],[52]. Moreover,
the identifiability analysis can be used to give confidence in the parameter values that are
calibrated, [4],]9],[15].

Sensitivity analysis

The parameter set that is evaluated is mentioned in Section 4-2-1. In this set, ten parameters
are slightly changed according to the scenarios listed in Table 4-4. The model response as
result of the perturbed parameters is determined by the cost function, Eq. (2-3).

The total response of the hydrodynamic model is illustrated in Figure 4-5. From this figure
it can be observed that parameters W2, FA, W3 and W5 have the strongest influence on the
objective function values. The results agree with the intuitive reasoning, when evaluating the
model and its measurement locations. The parameter FA changes the bed roughness of the
complete river network and, therefore, influences the model behaviour (i.e. water levels and
discharges) of each river reach. The influence of weir on the model behaviour, however, is
more local compared to the overall bed roughness. Nonetheless, the crest level parameters
W2, W3 and W5 are closely located to measurement stations and, thus, have a significant
effect on the objective function.
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Table 4-4: The parameter scenarios for the initial parameter analysis.

PARAMETER CREST_LEVEL_WEIR ROUGHNESS
ID ZL1-5 | ZL1-3014 | ZL1-5126 | ZL1-5930 | ZL12-45 | ZL12-1880 | ZL12-4711 | ZL25-6292 | ZL25-8463 | ALL (k)
UNIT m m m m m m m m m m!/3.sT
CASE_SCENARIO

AVG 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
Wi-1 10.52 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W1-2 10.67 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
Wi1-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W14 10.97 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W1-5 11.12 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W2-1 10.82 | 10.15 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W2-2 10.82 | 10.3 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W2-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W24 10.82 | 10.6 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W2-5 10.82 | 10.75 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W3-1 10.82 | 10.45 8.1 7.145 9.15 7.2 6.75 5.78 4.6 16
W3-2 10.82 | 10.45 8.25 7.145 9.15 7.2 6.75 5.78 4.6 16
W3-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W3-4 10.82 | 10.45 8.55 7.145 9.15 7.2 6.75 5.78 4.6 16
W3-5 10.82 | 10.45 8.7 7.145 9.15 7.2 6.75 5.78 4.6 16
Wi4-1 10.82 | 10.45 8.4 6.845 9.15 7.2 6.75 5.78 4.6 16
W4-2 10.82 | 10.45 8.4 6.995 9.15 7.2 6.75 5.78 4.6 16
W4-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W4-4 10.82 | 10.45 8.4 7.295 9.15 7.2 6.75 5.78 4.6 16
W4-5 10.82 | 10.45 8.4 7.445 9.15 7.2 6.75 5.78 4.6 16
W5-1 10.82 | 10.45 8.4 7.145 8.85 7.2 6.75 5.78 4.6 16
W5-2 10.82 | 10.45 8.4 7.145 9 7.2 6.75 5.78 4.6 16
W5-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W5-4 10.82 | 10.45 8.4 7.145 9.3 7.2 6.75 5.78 4.6 16
W5-5 10.82 | 10.45 8.4 7.145 9.45 7.2 6.75 5.78 4.6 16
W6-1 10.82 | 10.45 8.4 7.145 9.15 6.9 6.75 5.78 4.6 16
W6-2 10.82 | 10.45 8.4 7.145 9.15 7.05 6.75 5.78 4.6 16
W6-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W6-4 10.82 | 10.45 8.4 7.145 9.15 7.35 6.75 5.78 4.6 16
W6-5 10.82 | 10.45 8.4 7.145 9.15 7.5 6.75 5.78 4.6 16
W7-1 10.82 | 10.45 8.4 7.145 9.15 7.2 6.45 5.78 4.6 16
WT7-2 10.82 | 10.45 8.4 7.145 9.15 7.2 6.6 5.78 4.6 16
W7-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W7-4 10.82 | 10.45 8.4 7.145 9.15 7.2 6.9 5.78 4.6 16
W7-5 10.82 | 10.45 8.4 7.145 9.15 7.2 7.05 5.78 4.6 16
W8-1 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.48 4.6 16
W8-2 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.63 4.6 16
Ws-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W84 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.93 4.6 16
Ws8-5 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 6.08 4.6 16
W9-1 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.3 16
W9-2 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.45 16
W9-3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
W94 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.75 16
W9-5 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.9 16
FA1 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 20
FA2 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 18
FA3 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 16
FA4 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 14
FA5 10.82 | 10.45 8.4 7.145 9.15 7.2 6.75 5.78 4.6 12
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Total costs per scenario: S(6) = S Ag; (0, )T Wi Ag; (0,1)
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Figure 4-5: The total cost caused by perturbations in parameter values.

When analysing the objective function for each measurement location, only location 0028 and
0040 seems to be influenced by a change in the crest level height of weirs (see Figure C-1 and
Figure C-5). At location 0030, 0031 and 0040 the objective function is most affected by the
overall bed roughness change (Figure C-3, Figure C-4 and Figure C-5, respectively). The
explanation for these differences holds the same as for differences observed for the total cost
Figure 4-5. Interesting to see is that for location 0040 the lower scenarios 1 and 2 the cost
function is most affected by parameter W5, while for the higher scenarios parameter W3 is
most influential. This reason for this is that weir W5 is located upstream in a parallel river
branch and weir W3 downstream of location 0040.

A decrease in crest level for W5 (illustrated by scenario 1 and 2) causes an decrease in
discharge at location 0040. The reason for this is that the weir at location 0040 and the weir
W5 are both located just downstream of a bifurcation point and, thus, in fact regulate the
water discharge distribution in the two parallel breaches. This results in lower water levels
up- and downstream of location 0040. An increase of the crest level for W5 (scenario 4 and
5) has the opposite, but less powerful influence on the water levels at 0040. The latter is
the effect of that the decrease in crest level has a relatively stronger influence on the water
distribution. Consequently, the effect on the cost function is larger for scenario 1 and 2.

Weir W3 is located downstream of the weir at location 0040. For moderate conditions, the
weir has free flow conditions. This implies that a change in the crest level of weir W3 only
affects the downstream level of the weir at 0040. Moreover, an increase of the crest level W3
has a relative stronger influence on this downstream level than a decrease of the crest level,
since the backwater curve of weir W3 has stronger effect for a larger crest level.

Overall, from this sensitivity analysis it seems that only parameters W2, W3, W5 and FA can
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be identified. In order to check this statement or determine whether more parameters can be
identified an identifiability analysis is executed.

Identifiability and uniqueness analysis

In this section, the identifiability and uniqueness of the parameters is determined based on
the methods and equations described in Section 2-3. Following this approach, both the
singular values and eigenvectors of the system and the correlation between the parameters
are determined.

The singular values and eigenvectors are calculated with use of Eq. (2-11) and illustrated in
Figure 4-6. The eigenvectors are listed from left to right, depending on the corresponding
singular values. The eigenvectors 1, 2, 5, 6 and 10 more or less dominated by the param-
eters W2, W3, W4, W7 and W8, respectively. This means that these parameters are well
identifiable according to their uniqueness. Nevertheless, the (very) low singular values for
eigenvectors 5, 6 and 10 could imply that the influence on the objective function is so low
that these parameters are not identifiable. In other words, the model is fairly insensitive to
perturbations of parameter W4, W7 and W8. This has to be investigated with great care
during the calibration phase.

The eigenvectors 3 and 4 show an influence on the model by the combination of parameter
W5 and FA, while eigenvectors 7, 8 and 9 represent a combination of parameter W1, W6 and
W9. These combinations mean that the parameters W5 and FA, and the parameters W1,
W6 and W9 cannot be identified separately.

In Figure 4-7, the correlation matrix is illustrated. From this figure, it can be observed that
parameter W1 is negatively correlated with W4. Nevertheless, these parameters have a very
small influence on the model, so this correlation is not of particular interest. Furthermore, a
negative correlation between the parameters FA and W2 with W3 and W5 is observed. This
can be explained by the sensitivity analysis of Section 2-3, which states that these parameters
are the most influential ones. Lastly, a negative correlation between W6 and W7 is noticed.
The model response is, however, rather insensitive to changes in these parameters, so again
this is not of great interest.

Overall, it can be concluded, from the sensitivity analysis (see Figure 4-5 and the figures in
Appendix C), that the cost function is most sensitive to changes in the friction parameter
at most locations. From the singular value decomposition (see Figure 4-6) and correlation
matrix (see Figure 4-7), weir parameter W2 is the only weir parameter that has a significant
influence the cost function. In other words, the other weir parameters are not very identifiable
and are, therefore, difficult to calibrate by the OPE tool. The most important reason for the
fact that the objective function is most sensitive to weir parameter W2, is that a measurement
station is located at the corresponding weir ZL1-3014. This results in the a strong response of
the upstream water level of the weir, when the crest level of this weir is adjusted. Therefore,
the objective function is very sensitive to changes in the crest level of weir Z1.1-3014. The cost
function is, however, not very sensitive to changes in the other crest levels, since no observation
locations are nearby these other weirs. This could, eventually, lead to long computation times,
which is far from desirable when calibrating in an on-line setting. In order to overcome this
issue, the weir parameters are clustered into one parameter, assuming that the weir parameters
(i.e. the weirs’ crest levels) follow the same seasonal pattern. This assumption is valid when
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taking into account that the study area mainly consists of agricultural land. In this type of
land, it is common that the weirs’ crest levels follow a seasonal pattern, i.e. high crest levels
in summer and low crest levels in winter.
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Figure 4-6: The singular value decomposition of the initial parameter analysis.
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Figure 4-7: The correlation matrix of the initial parameter analysis.
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4-5-2 Scenario F1IWO0: friction of one section, no crest levels
4-5-2-1 Model performance

In Figure 4-8, the convergence of the friction parameter as function of the iteration number
for different scenarios within the base case FIWO0 is illustrated. For each scenario, a fast
convergence is observed. Within five iterations the actual friction value is correctly estimated
by the OPE tool. No significant difference is observed between the scenarios for both difference
starting points and actual parameters values (indicated with dashed lines).

In Figure 4-9, the cost per scenario as function of the iteration number is presented. The cost
drops rapidly for each scenario, as expected from the results in Figure 4-8. No significant
difference between the high (i.e. H1 and H2) and the middle (i.e. M1 and M2) scenarios is
noticed. The lower scenarios L1 and L2 convergence a bit more slowly. Apparently, is it more
difficult for the DuD algorithm to estimate low Strickler roughness values, which correspond
with a high bed friction. Probably, the non-linear effect of introducing high bed friction are
stronger compared those induced by low bed friction. This causes the DuD algorithm, which
uses a linearisation approach, to converge more slowly. The performance of the OPE tool in
terms of effectiveness is illustrated in Figure 4-10, where the green line demonstrates a very
close approach of the observations (blue dots).

Table 4-5: The optimisation results for base scenarios FIW0 and FOW1. The twin parameter
values represent the actual parameter values. The perturbed parameter values represent the initial
predictions, while the calibrated parameters represent the final optimised predictions.

Base scenario | Scenario ID Twin parameters Perturbed parameters | Calibrated parameters
) kso 3.8 | 250 [m] | ko [mY3.s71] | 250 [m] | kso m3.s | 250 [m]
H1 20 - 14 - 19.9997 -
H2 20 - 18 - 19.9959 -
M1 16 - 14 - 15.9985 -
FIW0 M2 16 - 18 - 16.0002 -
L1 12 - 14 - 12.0004 -
L2 12 - 18 - 12.0002 -
H1 - 10.75 - 10.00 - 10.7500
H2 - 10.75 - 10.90 - 10.7500
M1 - 10.45 - 10.00 - 10.4500
FOW1 M2 - 10.45 - 10.90 - 10.4500
L1 - 10.15 - 10.00 - 10.1500
L2 - 10.15 - 10.90 - 10.1499
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Figure 4-8: Convergence of the perturbed friction parameter from different starting points to the
actual friction values for three different scenarios (indicated with the dashed lines) as function of
the iterations: FIWO0. The scenarios with different starting points are indicated with crosses and
circles for a high and low starting point, respectively. The high, medium and low scenarios are
indicated with the red, green and blue, respectively.
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Figure 4-9: The cost function for the perturbed friction parameter for the F1IWO0 scenarios with
different starting points and three actual friction values. The scenarios with different starting
points are indicated with crosses and circles for a high and low starting point, respectively. The
high, medium and low scenarios are indicated with the red, green and blue, respectively.
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Figure 4-10: The downstream water level at location 0028 for scenario FIWOH1 as function of
time in the calibration window. The blue dots represent the observational data, the red line the
initial prediction and the green line the calibrated prediction.

4-5-2-2 Residual analysis

It is often very useful to analyse the residuals, when optimising the model performance by
parameter calibration. A well-known tool for residual analysis is the analysis of the residuals’
bias with Eq. (2-14). The differences in the bias for the scenarios does not show a clear
pattern. Neither for scenarios with different starting points nor for scenarios with different
actual parameter values, such a pattern in differences between the bias and the scenarios
is observed. The differences in the bias could only be explained by the cost values of the
scenarios’ last iteration (see Figure 4-9), as the order in these cost values correspond with the
order in the bias for the scenarios. This explanation is likely to be valid, since both the cost
function (Eq. (2-3)) and the bias function (Eq. (2-14)) are based on the squared error.

There is, however, a pattern noticed in the bias as function of time, when comparing this
pattern with the calibrated water levels in time (see Figure 4-10). It seems that the bias
is correlated with the discharge rate. The observations are, however, obtained by use of
the same hydrodynamic model, so no systematic modelling error can be the cause of this
pattern. Moreover, the level of bias is still reasonably low and is within acceptable ranges.
Therefore, the bias can be assumed to be insignificant (see Table 4-6). The bias appeared
to be a numerical error that is induced by the OPE tool. Nonetheless, the model should be
tested for different rates of precipitation intensities, as these are assumed to cause stronger
water level variations.

Furthermore, it was observed that scenario L.1 shows a deviating bias pattern in time compared
to the other scenarios. The cause of this is not known, but it is likely that again a numerical
error induced by the OPE tool is the cause.
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Table 4-6: The residual statistics of base scenarios FIWO0 and FOW1. The total amount of
iterations, the final cost, the final root-mean-square error (RMSE), the final bias and standard
deviation of the errors (STD) are presented with their weighted dimensionless values.

Base scenario | Scenario ID | Tterations [-] | Cost [-] RMSE [-] | BIAS [] STD []
F1WO0 H1 4 1.34E-009 | 2.93E-006 | 2.78E-006 | 9.21E-007
H2 3 2.55E-007 | 4.04E-005 | -3.87E-005 | 1.18E-005
M1 3 7.84E-008 | 2.24E-005 | -2.16E-005 | 6.13E-006
M2 4 8.39E-010 | 2.32E-006 | 2.22E-006 | 6.79E-007
L1 4 8.84E-008 | 2.38E-005 | 6.86E-006 | 2.29E-005
L2 5 3.57E-009 | 4.78E-006 | 4.61E-006 | 1.27E-006
FOW1 H1 2 3.79E-008 | 2.19E-005 | -2.19E-005 | 1.59E-007
H2 2 8.83E-009 | -8.83E-005 | -9.09E-008 | 5.53E-007
M1 2 4.93E-008 | 2.49E-005 | -2.49E-005 | 2.61E-007
M2 2 3.57E-008 | 2.12E-005 | 2.12E-005 | 2.22E-007
L1 2 4.24E-009 | 7.31E-006 | -7.31E-006 | 6.08E-008
L2 2 2.88E-007 | 6.02E-005 | 6.02E-005 | 5.00E-007
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Figure 4-11: The bias for the downstream water level at location 0028 for the F1WO scenarios
with different starting points and three actual friction values as function of time in the calibration
windows (with a time window T" = 2h). The scenarios with different starting points are indicated
with crosses and circles for a high and low starting point, respectively. The high, medium and
low scenarios are indicated with the red, green and blue, respectively.
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4-5-3 Scenario FOW1: no friction, one crest level
4-5-3-1 Model performance

In Figure 4-12, the convergence of the crest level as a calibration parameter is illustrated.
The crest level is correctly predicted by the OPE tool within two iterations, which is faster
than the computation time for prediction of the friction parameter. The most logical reason
for this is the stronger model sensitivity to changes in the weir parameter, compared to the
sensitivity to changes in the friction parameter. This is effect is illustrated in Figure 4-6. The
result of effective parameter optimisation in this base case is illustrated in Figure 4-14, where
the calibrated water level (the green line) approaches the observed data rather closely. The
accuracy of the FOW1 result by the OPE tool are listed in Table 4-5.

The final cost each scenario is comparable with the costs for calibration of the friction pa-
rameter (see Figure 4-13). Apparently, the stopping criteria are satisfied at an equal point in
the optimisation process.

1.2 1

0.9 |

0 1 2

Iteration no. [-]
—o— H1 —+—H2 M1 M2 —o—L1—+—1L2

Figure 4-12: Convergence of the perturbed crest level parameter from different starting points
to the actual crest level values for three different scenarios (indicated with the dashed lines) as
function of the iterations: FOW1. The scenarios with different starting points are indicated with
crosses and circles for a high and low starting point, respectively. The high, medium and low
scenarios are indicated with the red, green and blue, respectively.
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Figure 4-13: The cost function for the perturbed crest level parameter for the FOW1 scenarios
with different starting points and three actual crest level values. The scenarios with different
starting points are indicated with crosses and circles for a high and low starting point, respectively.
The high, medium and low scenarios are indicated with the red, green and blue, respectively.
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Figure 4-14: The upstream water level at location 0028 for scenario FOW1H1 as function of
time in the calibration window. The blue dots represent the observational data, the red line the
initial prediction and the green line the calibrated prediction.
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4-5-3-2 Residual analysis

In Figure 4-15, the bias for the different scenarios as function of time is presented. The
difference between the scenarios are the result of the different cost values of the scenarios’
last iteration (see Figure 4-13). Furthermore, the bias for this base scenario comparable with
base scenario F1W0. The main reason for this is the more or less same level of cost values
that were obtained for both base scenarios. The fluctuations of the bias in this base scenario
are, however, smaller or hardly not observable at all. Apparently, the bias is not linked to
the discharge rate, as stated in the previous section. Nevertheless, research to the influence
of extreme precipitation on the model performance should exclude this statement. Besides,
according to the data presented in Table 4-6, the bias is within acceptable ranges and could
therefore be recognised as insignificant.
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Figure 4-15: The bias for the downstream water level at location 0028 for the FOW1 scenar-
ios with different starting points and three actual crest level values as function of time in the
calibration windows (with a time window T' = 2h). The scenarios with different starting points
are indicated with crosses and circles for a high and low starting point, respectively. The high,
medium and low scenarios are indicated with the red, green and blue, respectively.
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4-5-4 Scenario FaWec: global friction, clustered crest levels
4-5-4-1 Model performance

In order to present the all the result without creating disordered figures, the base scenario
FaWec is split up in three group (G1, G2 and G3) according to Table 4-7. In Figure 4-17,
Figure 4-20 and Figure 4-20%, the convergence of friction parameter is illustrated for G1,
G2 and G3, respectively. Figure 4-18, Figure 4-21 and Figure 4-242 present the convergence
of the clustered crest level parameter. These parameter convergence figures show that for
all scenarios (in each group) within ten iterations the actual parameter value is predicted
accurately. So, the efficiency compared to the base scenarios FIW(0 and FOW1 is lower,
since these base scenarios only require at most five iteration. The main for this is that these
base scenarios only consider one parameter during the optimisation, while the base scenario
FaWec attempts to optimise two parameters. Nevertheless, between the scenarios in the base
scenario FaWc no significant differences in terms of efficiency are noticed. In other words,
the efficiency of the OPE tool in this base scenario is not dependent on the initial parameter
prediction or on the actual parameter values.

Figure 4-16, Figure 4-19 and Figure 4-222 show the cost as function of the iteration number
for the FaWec scenario groups G1, G2 and G3, respectively. No large differences between the
scenarios are noticed. Only scenario M2L1 deviates from the overall convergence pattern that
is observed in the FaWc scenarios. Nonetheless, the final cost is similar to those of the other
scenarios, indicating that also the robustness of the OPE tool is not dependent on the initial
parameter guess or on the actual parameter values.

In Appendix D, the model performance is expressed in calibrated model states (i.e. water
levels and discharges) compared with the observed data and the initial predicted states for
different measurement locations.

2In the figures, the scenarios with different starting points are indicated with crosses, circles, squares and
asterisks. The crosses and circles represent high and low starting points, respectively, for the weir parameter
and a low starting point for the friction parameter. The squares and asterisks represent high and low starting
points, respectively, for the weir parameter and a high starting point for the friction parameter. The high,
medium and low scenarios for the weir parameter are indicated with the red, green and blue, respectively.
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Table 4-7: The optimisation results for base scenario FaWc. The twin parameter values represent
the actual parameter values. The perturbed parameter values represent the initial predictions,
while the calibrated parameters represent the final optimised predictions.

Base scenario | Group | Scenario ID Twin parameter value Perturbed parameters Parametgr value
kso M35 | 2500 [m] | kso M35 | 2500 [m] | kso [m/3.51] | 2500 [m]
FaWe G1 H1H1 20 0.8 14 0.1 19.9990 0.80000
H1H2 20 0.8 14 0.9 20.0002 0.80000
H2H1 20 0.8 18 0.1 19.9992 0.80001
H2H2 20 0.8 18 0.9 19.9995 0.80000
H1M1 20 0.6 14 0.1 20.0016 0.59998
H1M2 20 0.6 14 0.9 19.9989 0.60000
H2M1 20 0.6 18 0.1 19.9951 0.60000
H2M2 20 0.6 18 0.9 19.9972 0.60000
H1L1 20 0.4 14 0.1 20.0007 0.39999
H1L2 20 0.4 14 0.9 20.0090 0.40009
H2L1 20 0.4 18 0.1 19.9976 0.40000
H2L2 20 0.4 18 0.9 20.0006 0.40000
G2 M1H1 16 0.8 14 0.1 15.9999 0.80000
M1H2 16 0.8 14 0.9 15.9994 0.80000
M2H1 16 0.8 18 0.1 16.0000 0.80000
M2H2 16 0.8 18 0.9 15.9995 0.80000
M1M1 16 0.6 14 0.1 15.9999 0.60001
M1M2 16 0.6 14 0.9 15.9997 0.60000
M2M1 16 0.6 18 0.1 15.9999 0.59999
M2M2 16 0.6 18 0.9 15.9990 0.60004
MI1L1 16 0.4 14 0.1 15.9982 0.39999
M1L2 16 0.4 14 0.9 16.0015 0.39998
M2L1 16 0.4 18 0.1 16.0016 0.40001
M2L2 16 0.4 18 0.9 15.9953 0.39994
G3 L1H1 12 0.8 14 0.1 11.9999 0.80000
L1H2 12 0.8 14 0.9 11.9998 0.80000
L2H1 12 0.8 18 0.1 12.0000 0.80000
L2H2 12 0.8 18 0.9 12.0000 0.80000
L1M1 12 0.6 14 0.1 11.9996 0.59996
L1M2 12 0.6 14 0.9 11.9998 0.60000
L2M1 12 0.6 18 0.1 12.0001 0.60000
L2M2 12 0.6 18 0.9 12.0002 0.60000
L1L1 12 0.4 14 0.1 12.0000 0.40001
L1L2 12 0.4 14 0.9 11.9999 0.40000
L2L1 12 0.4 18 0.1 12.0021 0.40008
L2L2 12 0.4 18 0.9 12.0064 0.39993
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Figure 4-16: The cost function for the perturbed parameters for the FaWc group 1 (G1) scenarios
with different starting points, three actual crest level values and one actual friction value.
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Figure 4-17: Convergence of the perturbed parameters from different starting points, three
actual crest level values and one actual friction value (indicated with the dashed line) for the
FaWc G1 scenarios.
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Figure 4-18: Convergence of the perturbed parameters from different starting points, three
actual crest level values (indicated with the dashed lines) and one actual friction value for the

FaWc G1 scenarios.
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Figure 4-19: The cost function for the perturbed parameters for the FaWc group 2 (G2) scenarios

with different starting points, three actual crest level values and one
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Figure 4-20: Convergence of the perturbed parameters from different starting points, three
actual crest level values and one actual friction value (indicated with the dashed line) for the
FaWc G2 scenarios.
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Figure 4-21: Convergence of the perturbed parameters from different starting points, three
actual crest level values (indicated with the dashed lines) and one actual friction value for the
FaWc G2 scenarios.
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Figure 4-22: The cost function for the perturbed parameters for the FaWc group 3 (G3) scenarios
with different starting points, three actual crest level values and one actual friction value.
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Figure 4-23: Convergence of the perturbed parameters from different starting points, three
actual crest level values and one actual friction value (indicated with the dashed line) for the
FaWc G3 scenarios.

Jelmar Schellingerhout

Master of Science Thesis



4-5 Results and discussion 53

3.5

& ok
-k
| |

6 7 8

Iteration no. [-]

——[L1H1 —L1H2 = 1L2H1 ——L2H2 L1M1 L1M2
L2M1 L2M2 —--L1L1 —+—L1L2 = L2L1 ——L2L2

Figure 4-24: Convergence of the perturbed parameters from different starting points, three
actual crest level values (indicated with the dashed lines) and one actual friction value for the
FaWc G3 scenarios.

4-5-4-2 Residual analysis

In Figure 4-25, an example of a typical bias pattern for the FaWc scenarios as function
of time is presented. The figures for the bias for all (other) FaWc scenarios at different
measurement locations are presented in Appendix D No overall trend in the different scenarios
was discovered, when comparing the bias with the model states (also presented in Appendix D)
in both temporal and spatial scale. In other words, different initials parameter predictions or
different actual parameter values do not contribute in a possible systematic error.

For the observed differences between the scenarios, no logical reason was found. Some scenar-
ios show a similar pattern as the modelled states, indicating at a possible systematic modelling
error, while other scenarios did not illustrate a significant temporal pattern. Nonetheless, ac-
cording to the data presented in Table 4-8, the bias is for all scenarios within acceptable
ranges and could therefore be recognised as insignificant.
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Table 4-8: The residual statistics of base scenario FaWc. The total amount of iterations, the final
cost, the final root-mean-square error (RMSE), the final bias and standard deviation of the errors
(STD) are presented with their weighted dimensionless values. The values provide information of
the complete study area, i.e. all measurement locations are incorporated.

Base scenario | Group | Scenario ID | Iterations | Cost [-] RMSE [-] | BIAS [-] STD []

FaWc Gl H1H1 6 3.81E-008 | 7.84E-005 | -2.16E-005 | 5.16E-005
H1H2 6 4.13E-008 | 9.30E-005 | -3.19E-005 | 8.36E-005

H2H1 7 9.69E-008 | 1.44E-004 | -8.56E-005 | 9.68E-005

H2H?2 5 1.79E-008 | 6.26E-005 | 1.75E-006 | 5.26E-005

HI1M1 6 3.83E-007 | 2.75E-004 | 1.56E-004 | 1.72E-004

H1M2 6 7.99E-008 | 1.37E-004 | -7.71E-007 | 1.14E-004

H2M1 8 1.14E-008 | 5.74E-005 | -1.45E-005 | 4.56E-005

H2M2 6 3.52E-007 | 2.24E-004 | -1.11E-004 | 1.40E-004

H1L1 6 5.11E-008 | 9.52E-005 | 7.77E-005 | 3.43E-005

HI1L2 6 4.66E-006 | 8.18E-004 | 2.38E-004 | 4.12E-004

H2L1 5 2.67E-007 | 1.69E-004 | -1.06E-004 | 8.08E-005

H2L.2 7 2.42E-008 | 5.72E-005 | 4.54E-005 | 2.70E-005

G2 M1H1 6 6.92E-010 | 7.89E-006 | -6.41E-006 | 3.65E-006
M1H2 5 3.73E-008 | 5.69E-005 | -3.34E-005 | 2.44E-005

M2H1 6 2.07E-009 | 1.33E-005 | 1.18E-005 | 2.85E-006

M2H2 6 2.37E-008 | 4.62E-005 | -3.74E-005 | 1.90E-005

Mi1M1 7 1.15E-008 | 3.27E-005 | -3.01E-005 | 5.68E-006

M1M2 6 8.83E-009 | 2.99E-005 | -2.46E-005 | 1.17E-005

M2M1 6 5.69E-009 | 2.52E-005 | 7.04E-006 | 7.67E-006

M2M2 7 3.99E-007 | 2.26E-004 | -1.93E-004 | 5.14E-005

MI1L1 5 3.52E-005 | 9.27E-004 | -3.63E-005 | 8.38E-004

MI1L2 10 3.31E-007 | 2.08E-004 | 1.78E-004 | 6.16E-005

M2L1 5 2.66E-007 | 1.64E-004 | 9.61E-005 | 7.26E-005

M2L2 7 3.73E-005 | 1.22E-003 | -1.04E-004 | 9.51E-004

G3 L1H1 6 3.70E-009 | 1.98E-005 | 2.30E-006 | 6.68E-006
L1H2 6 1.96E-008 | 4.39E-005 | -3.23E-005 | 2.29E-005

L2H1 6 5.82E-010 | 6.15E-006 | -5.04E-006 | 1.81E-006

L2H2 8 2.09E-009 | 1.51E-005 | 7.86E-007 | 5.45E-006

L1M1 6 2.17E-007 | 1.51E-004 | 5.17E-005 | 4.79E-005

L1M2 8 1.35E-008 | 4.09E-005 | -3.30E-005 | 1.49E-005

L2M1 6 1.13E-008 | 4.27E-005 | 2.13E-005 | 3.16E-005

L2M2 7 2.67E-008 | 6.76E-005 | 4.60E-005 | 3.87E-005

L1L1 6 6.64E-009 | 2.34E-005 | -2.06E-005 | 3.59E-006

L1L2 7 2.30E-009 | 1.80E-005 | -1.53E-005 | 5.65E-006

L2L1 6 2.19E-006 | 5.64E-004 | -3.71E-006 | 2.34E-004

L2L2 7 1.44E-005 | 1.33E-003 | 1.04E-003 | 5.19E-004
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Figure 4-25: The bias for the downstream water level at location 0040 for the FaWc (G2)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window T = 2h).

4-5-5 Scenario FaWCcP: global friction, clustered crest levels, extreme precipita-
tion

4-5-5-1 Model performance

In Figure 4-27 and Figure 4-283, the converge of the friction and clustered crest level parame-
ter, respectively, is illustrated for the scenarios of base scenario FaWcP (see Table 4-9). Only
one scenario (L2H2) tends to need more iterations for correctly predicting the actual param-
eter values, although the other scenarios give comparable results when using low-intensity
precipitation, e.g. in base scenario FaWec. Apparently, it is difficult for the DuD algorithm
to predict the weir parameter for scenario L2H2 (see Figure 4-28). The reason for this is
unknown, since for the previous base scenarios the L2H2 scenario did show a decrease in the
convergence rate. No significant differences in convergence rate is noticed between the other
scenarios that use different starting points and different actual parameter values. In other
words, the effectiveness of the OPE tool is not dependent on the initial parameter prediction
and on the actual parameter values.

3In the figures, the scenarios with different starting points are indicated with crosses, circles, squares and
asterisks. The crosses and circles represent high and low starting points, respectively, for the weir parameter
and a low starting point for the friction parameter. The squares and asterisks represent high and low starting
points, respectively, for the weir parameter and a high starting point for the friction parameter. The blue
lines represent the high scenarios for both the friction and weir parameter. The green lines represent the high
scenarios for the friction parameter and the low scenarios for the weir parameter. The red lines represent the
opposite of the green lines: low friction value scenarios and high weir parameter value scenarios. The scenarios
for both low friction values and low weir parameter values are represented by the yellow lines.
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In Figure 4-263, the decrease in cost as function of the iteration number is illustrated for
each scenario. No significant differences with the base scenario FaWc with low-intensity
precipitation is observed. Again, the low convergence rate of scenario L2H2 is observed. The
final cost, however, of scenario L2H2 is comparable with the other scenarios. This indicates the
robustness of the OPE tool is high, as it is not dependent on the initial parameter estimation
or on the actual parameter values.

In Appendix E, the model performance for base scenario FaWcP, expressed in calibrated
model states (i.e. water levels and discharges) compared with the observed data and the
initial predicted states for different measurement locations is presented.

Table 4-9: The optimisation results for base scenario FaWcP. The twin parameter values represent
the actual parameter values. The perturbed parameter values represent the initial predictions,
while the calibrated parameters represent the final optimised predictions.

. . Twin parameter value Perturbed parameters Parameter value
Base scenario | Scenario ID 73 1 731 731
kso [m'72.s1 | zsc0 [m] | kso M2 | 2500 [m] | kso [m'/°.57] | 2560 [m]

FaWcP H1H1 20 0.8 14 0.1 20.0000 0.8000
H1H2 20 0.8 14 0.9 19.9859 0.7999
H2H1 20 0.8 18 0.1 19.9994 0.8000
H2H2 20 0.8 18 0.9 20.0025 0.8000
H1L1 20 04 14 0.1 19.9999 0.4000
H1L2 20 0.4 14 0.9 19.9997 0.4000
H2L1 20 04 18 0.1 20.0000 0.4000
H2L2 20 0.4 18 0.9 19.9997 0.4000
L1H1 12 0.8 14 0.1 11.9999 0.8000
L1H2 12 0.8 14 0.9 11.9998 0.8000
L2H1 12 0.8 18 0.1 12.0011 0.7997
L2H2 12 0.8 18 0.9 12.0011 0.8000
L1L1 12 0.4 14 0.1 12.0000 0.4000
L1L2 12 0.4 14 0.9 11.9997 0.4000
L2L1 12 0.4 18 0.1 12.0000 0.4000
L2L.2 12 0.4 18 0.9 11.9999 0.4000
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Figure 4-26: The cost function for the perturbed parameters for the FaWcP scenarios with
different starting points, two actual crest level values and two actual friction values.
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Figure 4-27: Convergence of the perturbed parameters from different starting points, two actual
crest level values and two actual friction values (indicated with the dashed lines) for the FaWcP
scenarios.
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Figure 4-28: Convergence of the perturbed parameters from different starting points, two actual
crest level values (indicated with the dashed lines) and two actual friction values for the FaWcP
scenarios.

4-5-5-2 Residual analysis

An example of a typical bias pattern for the FaWcP scenarios as function of time is presented
in Figure 4-293. The bias for all other FaWcP scenarios at different measurement stations
is illustrated in figures provided in Appendix E. As for the scenarios using low-intensity
precipitation, the bias does not show an overall pattern for the FaWcP scenarios in both
temporal and spatial scale. There is, however, a deviating pattern observed in the scenarios
H2L1 and L1L1. Nevertheless, these two scenarios do not show a similar pattern as the
observed states (see Figure E-19). The large shifts of the bias in time for these two scenarios
have probably a numerical cause, since the values of the bias itself are rather low. Moreover,
the observations are artificially created by using the model, so no systematic modelling error
could be present in this data. The statistical data presented in Table 4-10 demonstrates
that the bias for all scenarios is within acceptable ranges and could thus be recognised as
insignificant.
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Table 4-10: The residual statistics of base scenario FaWcP. The total amount of iterations,
the final cost, the final root-mean-square error (RMSE), the final bias and standard deviation
of the errors (STD) are presented with their weighted dimensionless values. The values provide

information of the complete study area, i.e. all measurement locations are incorporated.

Base scenario | Scenario ID | Iterations | Cost [-] RMSE [-] | BIAS [] STD []

FaWcP H1H1 6 4.21E-008 | 9.48E-005 | -3.81E-005 | 8.58E-005
H1H?2 ) 3.86E-005 | 1.90E-003 | -8.62E-004 | 1.03E-003
H2H1 ) 8.76E-008 | 1.23E-004 | -5.12E-005 | 9.09E-005
H2H2 ) 1.12E-006 | 3.28E-004 | 2.16E-004 | 1.90E-004
H1L1 6 4.73E-009 | 3.72E-005 | -2.38E-007 | 2.64E-005
H1L2 6 1.22E-007 | 1.85E-004 | -6.32E-005 | 1.60E-004
H2L1 ) 3.84E-008 | 9.06E-005 | -3.75E-005 | 8.21E-005
H2L2 6 5.08E-008 | 1.32E-004 | -9.02E-006 | 1.22E-004
L1H1 5 5.40E-008 | 1.18E-004 | -2.12E-005 | 1.04E-004
L1H2 6 2.81E-007 | 2.43E-004 | -5.25E-005 | 2.29E-004
L2H1 6 1.43E-005 | 1.30E-003 | 1.056E-003 | 4.54E-004
L2H?2 10 1.58E-006 | 3.80E-004 | 2.54E-004 | 2.10E-004
L1L1 6 2.32E-007 | 2.24E-004 | 4.47E-005 | 2.20E-004
L1L2 6 4.73E-007 | 3.18E-004 | -1.36E-005 | 2.99E-004
L2L1 7 3.91E-007 | 2.95E-004 | 2.84E-005 | 2.92E-004
L2L2 7 2.47E-007 | 2.39E-004 | -1.11E-005 | 2.31E-004
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Figure 4-29: The bias for the downstream water level at location 0040 for the FaWcP scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window 7' = 2h).
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4-5-6 Scenario FaWcN: global friction, clustered crest levels, additive noise
4-5-6-1 Model performance

The convergence rates of the friction and clustered crest level parameter for the scenarios
of base scenario FaWcN (see Table 4-9) are illustrated in Figure 4-31 and Figure 4-323,
respectively. These figures clearly demonstrate the additive noise causes the OPE tool to
execute more iterations for correct prediction of the actual parameters. As for the base
scenario FaWcP with extreme precipitation, the scenario L2H2 requires significantly more
iterations to estimate the actual parameter values. In fact, correct parameter estimations are
already produced after ten iterations, but the DuD algorithm continues with the search to
better predictions. Apparently, the stopping criteria are not yet satisfied up to that point
and the DuD algorithm continues with converging of the predicted parameter values to the
actual parameter values. Nonetheless, all scenarios converged still rather rapidly till accurate
parameter predictions (see Table 4-9). This indicates that the effectiveness of the OPE tool
is high regardless of the different scenarios.

The cost values of the FaWcN scenarios as function of the iteration number are illustrated in
Figure 4-303. Again, the larger number of required iterations for the base scenario FaWcN,
compared with the noise-free FaWc scenarios, is demonstrated. Furthermore, the difficulty
for the DuD algorithm to satisfy one of the stopping criteria for scenario L2H2 is observed.
Nevertheless, all scenarios converge till an equal (low) value for the objective function. This
demonstrates the robustness of the OPE tool is high and independent of the starting point
and the actual parameter value, even when using data with additive noise. It should, however,
be noted that there may be a reconsideration of the stopping criteria, when applying the OPE
tool in the real world. The main reason for this is that the utilised stopping criteria in this
thesis may be too strict to apply at data with a lot of noise, which is common for real world
observations.

Appendix F provides the model performance for base scenario FaWcN by calibrated model
states compared with the observed data and the initial predicted states for different measure-
ment locations.
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Table 4-11: The optimisation results for base scenario FaWcN. The twin parameter values

represent the actual parameter values.

The perturbed parameter values represent the initial

predictions, while the calibrated parameters represent the final optimised predictions.

Base scenario | Scenario ID Twin parameter value Perturbed parameters Parameter value
kso '] | 2500 [m] | kso ('] | 2500 [m] | kso '] | 2500 [m]
FaWeN H1H1 20 0.8 14 0.1 20.0331 0.7997
H1H2 20 0.8 14 0.9 20.0728 0.8002
H2H1 20 0.8 18 0.1 20.0048 0.8001
H2H2 20 0.8 18 0.9 20.0768 0.7990
H1L1 20 04 14 0.1 19.9611 0.4007
H1L2 20 0.4 14 0.9 20.0400 0.4012
H2L1 20 04 18 0.1 20.0653 0.4001
H2L2 20 0.4 18 0.9 19.9633 0.3997
L1H1 12 0.8 14 0.1 11.9851 0.8019
L1H2 12 0.8 14 0.9 11.9860 0.8000
L2H1 12 0.8 18 0.1 11.9957 0.7994
L2H2 12 0.8 18 0.9 12.0100 0.7996
L1L1 12 04 14 0.1 11.9780 0.3995
L1L2 12 0.4 14 0.9 11.9832 0.4003
L2L1 12 04 18 0.1 11.9836 0.4005
L2L2 12 0.4 18 0.9 11.9793 0.4000
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Figure 4-30: The cost function for the perturbed parameters for the FaWcN scenarios with
different starting points, two actual crest level values and two actual friction values.
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Figure 4-31: Convergence of the perturbed parameters from different starting points, two actual
crest level values and two actual friction values (indicated with the dashed lines) for the FaWcN
scenarios.
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Figure 4-32: Convergence of the perturbed parameters from different starting points, two actual
crest level values (indicated with the dashed lines) and two actual friction values for the FaWcN
scenarios.
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4-5-6-2 Residual analysis

In Figure 4-333, an example of a typical bias pattern for the FaWcN scenarios as function
of time is illustrated. The bias for all other FaWcN scenarios, combined with the modelled
states in comparison to the observed data, is presented in Appendix F. The bias is completely
random for each scenario and is not comparable with the noise-free scenarios. Also, the values
for the bias are significantly larger, as presented in Table 4-12. These effects demonstrate that
the contribution of the measurement error in form of noise is much larger than the possible

systematic modelling error.

Table 4-12: The residual statistics of base scenario FaWcN. The total amount of iterations, the
final cost, the final root-mean-square error (RMSE), the final bias and standard deviation of the
errors (STD) are presented with their dimensionless values. The values provide information of the
complete study area, i.e. all measurement locations are incorporated.

Base scenario | Scenario ID | Iterations | Cost [-] RMSE [-] | BIAS [] STD []

FaWcN H1H1 6 1.98E-001 | 1.57E-001 | 2.83E-003 | 1.57E-001
H1H2 6 2.01E-001 | 1.59E-001 | -2.04E-003 | 1.59E-001
H2H1 7 2.11E-001 | 1.59E-001 | 5.28E-004 | 1.59E-001
H2H?2 5 2.00E-001 | 1.57E-001 | 5.69E-003 | 1.57E-001
H1L1 6 2.16E-001 | 1.62E-001 | -1.95E-003 | 1.62E-001
H1L2 6 2.10E-001 | 1.61E-001 | 1.59E-003 | 1.61E-001
H2L1 5 2.06E-001 | 1.59E-001 | -3.86E-004 | 1.59E-001
H2L2 11 2.07E-001 | 1.60E-001 | -4.89E-003 | 1.60E-001
L1H1 12 2.10E-001 | 1.62E-001 | 7.51E-004 | 1.62E-001
L1H2 6 1.96E-001 | 1.57E-001 | -3.11E-003 | 1.57E-001
L2H1 13 2.05E-001 | 1.60E-001 | -1.80E-003 | 1.60E-001
L2H2 22 2.11E-001 | 1.61E-001 | 3.44E-003 | 1.61E-001
L1L1 10 1.98E-001 | 1.57E-001 | 9.20E-004 | 1.57E-001
L1L2 7 2.02E-001 | 1.56E-001 | -3.96E-003 | 1.56E-001
L2L1 6 2.05E-001 | 1.58E-001 | -3.35E-003 | 1.58E-001
L2L.2 7 1.99E-001 | 1.59E-001 | 3.28E-003 | 1.59E-001
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Figure 4-33: The bias for the downstream water level at location 0040 for the FaWcN scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Chapter 5

Implementation of on-line parameter
updating in water resources
management

5-1 Introduction

The previous chapter demonstrated that On-line Parameter Estimation (OPE) tool can be
applied to improve the performance of Decision Support System (DSS). The practical im-
plications of implementing the OPE tool in DSS are, however, not yet highlighted. In this
chapter, these implications are discussed with respect to both global and local transitions
in parameter values. In the global transitions, the parameters values of the global friction
parameter or the crest levels of all weirs are changed. The local transitions only alter the
friction parameter of a single section or the crest level of a single weir.

As mentioned in Chapter 2, the friction parameter and crest levels change due to human
interaction with the water system. The change in the bed friction is mainly induced by
pruning or removing vegetation. According to [13],[14], the maintenance of vegetation in the
river network is primarily executed in fall of the year. At this moment of the year, also the crest
levels of the weirs are lowered. Both measures are executed in order to guarantee a certain
conveyance capacity that is needed to get rid of excessive precipitation. The observational
data used during the experiments is similar to the data used in the previous chapter. The
moment of the parameter transitions is set at the 15 of November 2010.

First of all, it is investigated whether the OPE tool can capture the parameter values prior
and posterior to global and local transitions. Also, the differences with the observations and
original DSS is analysed. The scenarios that are applied for the analyses are described in
Section 5-2, whereas the analyses of the results are provided in Section 5-3.
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5-2 Scenarios

5-2-1 Global parameter transitions

In this section, the practical implications of using the OPE tool during a global transition
in parameter values are determined. For this thesis, this means that the consequences for
the model performance of changing either the global friction parameter or the crest levels of
all weirs are determined. This analysis is executed for the period between two weeks prior
to and two weeks posterior to the transition itself (e.g. see Figure 5-4). These results are
compared with the results of the original DSS. The global friction parameter was already
utilised by the DSS developed by Witteveen+Bos (W+B). Before the start of this thesis,
the global friction parameter was fixed at ks, = 16 m'/3s™'. However, when implementing the
advices for vegetation pruning of water board De Dommel, [13],[14], it is very well possible
that the friction parameter increases to ks = 25 m'/3 s, [58]. This statement is based on the
assumption that excessive vegetation is removed in the fall of the year, [13],[14] . This global
transition is applied at the practical implication scenario PI-Fg.

Next to the global friction parameter, the clustered weir parameter is introduced in during
this thesis. The original model, however, contains crest levels that do not correspond with an
overall clustered value. Therefore, the practical implications caused by using the clustered weir
parameter are determined differently. This implies that the observational data is determined
by the configuration of the weirs that is also applied to the original DSS (see see Table 5-
1). The global transition is introduced by reducing the weirs’ crest levels with 15 cm (see
Table 5-3). The practical implications of this global transition are determined by assigning
this transition to scenario PI-Wg.

For both the changed global friction parameter and the clustered weir parameter, the practical
implications are visualised by two plots. The first plot illustrates the predicted water levels
in time during the transition phase (two weeks prior and posterior to the transitions) by the
original DSS and the OPE tool. The water levels of some locations are visualised that are
affected highly by the parameter changes. The up- and downstream water levels at weir ZL1-
5930 are used for visualisation of the changes in water levels induced by the global transitions.
The second plot visualises the average error in time for the complete study area that is caused
by using the original DSS and the OPE tool.

5-2-2 Local parameter transitions

In the previous section, the methods for determining the practical implication of using the
OPE tool during global transitions in parameter values are described. This section focuses on
the methodology of determining the practical implications during local transitions in param-
eter values. This means that either the friction of one section or the crest level of one weir is
changed, which causes local changes in the observational data. The OPE tool, on the other
hand, persists with using the global friction and clustered weir parameter. The original DSS
continues with using the fixed global friction ks = 16 m!/3s! and fixed crest levels according
Table 5-4.

The first scenario for local transition in parameter values concerns changing the friction of
canal section Nriv_ ZL_ 1_ 9820, which is illustrated in Figure 5-1. In this scenario, called PI-
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Figure 5-1: A graphical interpretation of locations where the local transition were assigned to.
The green triangle (weir ZL1-5930) represents the location where the transition of a single weir
is introduced for scenario PI-WI. The blue line (section Nriv_ZL_1_9820) represents the section
where the transition of a single section is introduced for scenario PI-FI.

F1, the friction parameter is changed to ks Nriv z1, 1 9820 = 25 m'/3 ¢!, The second scenario,
called PI-WI, implements the local transition of one weir’s crest level. The crest level of weir
ZL1-5930 (see Figure 5-1) is decreased 15 cm from its original level (see Table 5-5). The
results are compared with the results of the original DSS and the observations: one figure
illustrates the predicted water in time during the local transition by the original DSS and
the OPE tool, whereas the second figure illustrates the average error induced by using the
original DSS and the OPE tool.

5-3 Results and discussion

5-3-1 Scenario PI-0: situation prior to transitions

In Figure 5-2 and Figure 5-3, the average error in the predicted water levels, Aggug [m],
with the observational data per calculation point is given for the original DSS and the OPE
tool, respectively. The average error of the DSS is 0 m, since the settings of the model are
completely similar to those used to obtain the artificial data (see Table 5-1). This is why there
are no colours observed in Figure 5-2. The OPE tool, however, estimated the crest levels and
friction at different values (see Table 5-1). The friction is predicted rather accurate, but the
crest levels are not all near to the actual crest levels. These deviations in crest levels are
caused by the fact that the OPE tool uses the clustered weir parameter instead of decoupled
crest levels, which are applied to obtain the artificial data. Therefore, the error is largest
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near the weirs with the adjustable crest levels. The negative errors are obtained when the
crest level determined by the OPE tool is lower compared to the actual crest level. Positive
errors are caused by higher predicted crest levels by the OPE tool compared to the actual
crest levels.

In Figure 5-4, an example of the water level predictions by the original DSS and the OPE tool
prior to the transition is illustrated by the left blue line. Also here the similar predictions by
the original DSS compared with the measurement data is observed. As described above, the
OPE tool provided accurate predictions as well.

Table 5-1: The crest levels and (global) bed friction of the DSS and the OPE tool prior to the
transitions compared to those used to obtain the observational data (True).

Parameter | ID True I [m] | DSS [m] | OPE I [m)]
W1 ZL1-5 10.82 10.82 10.83
W2 71.1-3014 10.45 10.45 10.46
W3 Z1.1-5126 8.40 8.40 8.10
W4 Z1,1-5930 7.14 7.14 7.15
W5 Z1.12-45 9.15 9.15 9.24
W6 Z1,12-1880 7.20 7.20 7.37
W7 ZL12-4711 6.75 6.75 6.59
W8 71.25-6292 5.78 5.78 5.8
W9 Z1.25-8463 4.60 4.60 4.77
FA Global friction 16.00 16.00 16.16
F1 Nriv_ ZL 1 9820 | - - -
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Figure 5-2: The average error in water level Agq,4 [m] with the observational data per calculation
point for the original DSS prior to the transitions. The predictions were obtained after 8 iterations.
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Figure 5-3: The average error in water level Agq,4 [m] with the observational data per calculation
point for the OPE tool prior to the transitions. The predictions were obtained after 8 iterations.

5-3-2 Scenario PI-Fg: transition in global friction

In Table 5-2, the predicted crest levels and bed friction by the OPE tool after a transition
in global friction are presented. The bed friction is estimated rather accurate. The crest
levels, however, vary significantly from the actual crest levels. The reason for this is the use
of clustered crest levels by the OPE tool. The parameter W2 is estimated the most accurate,
since the clustered weir parameter is most sensitive to the observations obtained nearby this
parameter. This results overall in small average errors with the observations, while nearby
the adjustable weirs the largest average errors are observed (see Figure 5-6). The water level
predictions at weir ZL1-5930 are very accurate (see Figure 5-4%), but this is due to its location
rather than the overall performance of the OPE tool.

The original DSS showed an overestimation of the water levels for almost the complete river
network. This overestimation is induced by the lower Strickler roughness value, which repre-
sents a higher bed frictions, and is illustrated in Figure 5-4* and Figure 5-5.

“The transition in global friction is initiated at the 1%% of November 2010 and is indicated with the dashed
black line.
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Table 5-2: The crest levels and (global) bed friction of the DSS and the OPE tool posterior to
the transition of global friction compared to those used to obtain the observational data (True).

Parameter | ID True II (PI-Fg) [m] | DSS [m] | OPE II (PI-Fg) [m]
W1 ZL1-5 10.82 10.82 10.83
W2 71.1-3014 10.45 10.45 10.46
W3 Z1.1-5126 8.40 8.40 8.10
W4 71.1-5930 7.14 7.14 7.15
W5 Z1.12-45 9.15 9.15 9.24
W6 Z1,12-1880 7.20 7.20 7.37
W7 Z1.12-4711 6.75 6.75 6.59
W8 71,25-6292 5.78 5.78 5.8
W9 71,25-8463 4.60 4.60 4.77
FA Global friction 25.00 16.00 25.24
F1 Nriv_ZL_1_9820 | - - -
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Figure 5-4: The up- and downstream water level predictions [m] at weir ZL1-5930 for the original
DSS (red line) and the OPE tool (blue line) compared with the observational data (grey circles).
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Figure 5-5: The average error in water level Ag,,4 [m] with the observational data per calculation
point for the original DSS posterior to the transition of global friction. The predictions were
obtained after 8 iterations.
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Figure 5-6: The average error in water level Agq,,4 [m] with the observational data per calculation
point for the OPE tool posterior to the transition of global friction. The predictions were obtained
after 8 iterations.
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5-3-3 Scenario PI-Wg: transition in crest levels of all weirs

The predicted crest levels and global bed friction parameter by the OPE tool posterior to the
transition in all crest levels are presented in Table 5-3. Again, the bed friction is estimated
accurately. Furthermore, the clustered weir parameter is optimised such that the weir param-
eter W2 equals the actual parameter value of that weir (ZL1-3014). The main reason for this
is provided in Section 4-5-1, where it was demonstrated that the clustered weir parameter is
mainly affected by the observations nearby located by weir parameter W2. As result of this,
the other weir parameters deviated from the actual values. In other words, accurate water
level predictions by the OPE tool are observed for the complete system (see Figure 5-74), but
nearby the adjustable weirs discrepancies with the observational data are observed. These
discrepancies, in the form of average water level errors, are illustrated in Figure 5-9.

The prediction of the original DSS are somewhat worse than the OPE tool, demonstrated in
Figure 5-74. For the original DSS, none of the crest levels follow the decrease in the actual
crest levels, while for the OPE tool at least some crest levels do. The effect of these fixed
crest levels for the original DSS is illustrated in Figure 5-8, where nearby every adjustable
weir large discrepancies with the observations are noticed.

Table 5-3: The crest levels and (global) bed friction of the DSS and the OPE tool posterior to
the transition of all crest levels compared to those used to obtain the observational data (True).

Parameter | ID True II (PI-Wg) [m] | DSS [m] | OPE II (PI-Wg) [m]
W1 ZL1-5 10.67 10.82 10.60
W2 Z1.1-3014 10.30 10.45 10.30
W3 Z1.1-5126 8.25 8.40 7.93
W4 Z1.1-5930 6.99 7.14 7.07
W5 Z21.12-45 9.00 9.15 9.10
W6 Z1,12-1880 7.05 7.20 7.22
W7 Z1.12-4711 6.60 6.75 6.42
W8 71.,25-6292 5.63 5.78 5.68
W9 721,25-8463 4.45 4.60 4.62
FA Global friction 16.00 16.00 16.09
F1 Nriv_7ZL_1_9820 | - - -
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Figure 5-7: The up- and downstream water level predictions [m] at weir ZL1-5930 for the original
DSS (red line) and the OPE tool (blue line) compared with the observational data (grey circles).
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Figure 5-8: The average error in water level Agq,4 [m] with the observational data per calculation
point for the original DSS posterior to the transition of all crest levels. The predictions were
obtained after 8 iterations.
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Figure 5-9: The average error in water level Agq,4 [m] with the observational data per calculation
point for the OPE tool posterior to the transition of all crest levels. The predictions were obtained
after 8 iterations.

5-3-4 Scenario PI-FIl: transition in local friction

In Table 5-4, the predicted crest levels and bed friction by the OPE tool as result of a
transition in the friction of one section are listed. The values are almost equal to those
estimated prior to the transition (see Table 5-1). Apparently, the local friction transition has
(almost) no effect on the predicted global friction. The main reason behind this is that there
are no observation stations located near the section where the friction was changed. In other
words, the OPE tool did not notice the induced changes by the local friction transition and
could, therefore, not respond accordingly. Consequently, a similar pattern in the average error
in the predicted water levels compared to the situation before the transition (see Figure 5-
3) is observed. The errors, presented in Figure 5-12, are mainly caused by utilisation of
the clustered weir parameter by the OPE tool. The fact that the bed friction parameter is
not corrected for the local friction transition, created the errors that were observed in that
particular section (Nriv_ZL_1_9820). Nonetheless, the results for the predicted water levels
nearby weir ZL1-5930 are reasonably accurate (see Figure 5-10%), although this weir is located
in section Nriv_ ZL 1 9820.

In this scenario, the original DSS performs a lot better. The only section where errors were
observed, is in the section Nriv_ZL_1 9820 (see Figure 5-11). Only in this section, the
friction deviated from the friction used for obtaining the observational data, all the other
parameters remained equal. Therefore, the best predictions in this scenario were obtained
by the original DSS. This, however, does not imply that this statement holds for all local
friction transitions. In this scenario, the settings of the original DSS are exactly the same as
those used for obtaining the observations "by accident", but this is not always true.
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Table 5-4: The crest levels and (global) bed friction of the DSS and the OPE tool posterior to
the transition of the friction of section Nriv_ZL_1_9820 compared to those used to obtain the
observational data (True).

Parameter | ID True IT (PI-F1) [m] | DSS [m] | OPE II (PI-F1) [m)]
W1 ZL1-5 10.82 10.82 10.83
W2 71.1-3014 10.45 10.45 10.45
W3 71.1-5126 8.40 8.40 8.10
W4 Z1.1-5930 7.14 7.14 7.15
W5 71.12-45 9.15 9.15 9.23
W6 Z1.12-1880 7.20 7.20 7.37
Wr 71.12-4711 6.75 6.75 6.59
W8 Z1.25-6292 5.78 5.78 5.85
W9 71.25-8463 4.60 4.60 4.77
FA Global friction 16.00 16.00 16.06
F1 Nriv_ZL_ 1 9820 | 25.00 - -
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Figure 5-10: The up- and downstream water level predictions [m] at weir ZL1-5930 for the
original DSS (red line) and the OPE tool (blue line) compared with the observational data (grey

circles).
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Figure 5-11: The average error in water level Agq,g [m] with the observational data per
calculation point for the original DSS posterior to the transition of the friction of section
Nriv_ZL_1_9820. The predictions were obtained after 8 iterations.
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Figure 5-12: The average error in water level Agq,4 [m] with the observational data per calcula-
tion point for the OPE tool posterior to the transition of the friction of section Nriv_ZL_1_9820.
The predictions were obtained after 8 iterations.
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5-3-5 Scenario PI-WI: transition in crest level of one weir

The results of the OPE tool for the transition of a crest of the weir ZL1-5930 are similar to
those as result of local friction transition (see Table 5-5). The reason for this is that also this
transition in one crest level is not noticed by the OPE tool, as no measurement stations are
located near this weir. Therefore, the clustered weir parameter is adjusted similar to before
the transition and the average errors are the largest near the adjustable weirs, illustrated in
Figure 5-15. The bed friction parameter, however, is estimated accurately, which results in
accurate water level predictions in the other sections (see Figure 5-14).

The original DSS provided more accurate water level predictions than the OPE tool, although
the local weir transition caused discrepancies in the water level predictions nearby weir ZL1-
5930 (see Figure 5-13%). In short, the OPE tool does not provide better predictions than the
original DSS for this situation of a local weir transition. However, also here the assumption
that the original DSS parameter settings correspond exactly with reality does not hold for all
cases.

Table 5-5: The crest levels and (global) bed friction of the DSS and the OPE tool posterior to the
transition of the crest level of weir ZL1-5930 compared to those used to obtain the observational
data (True).

Parameter | ID True II (PI-W1) [m] | DSS [m] | OPE II (PI-WI) [m]
W1 ZL1-5 10.82 10.82 10.83
W2 Z1.1-3014 10.45 10.45 10.45
W3 Z1.1-5126 8.40 8.40 8.10
W4 Z1.1-5930 6.99 7.14 7.15
W5 Z1.12-45 9.15 9.15 9.23
W6 71,12-1880 7.20 7.20 7.37
W7 Z1.12-4711 6.75 6.75 6.59
W8 71.25-6292 5.78 5.78 5.8
W9 Z1.25-8463 4.60 4.60 4.77
FA Global friction 16.00 16.00 16.06
F1 Nriv_ZL_1_9820 | - - -
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Figure 5-13: The up- and downstream water level predictions [m] at weir ZL1-5930 for the
original DSS (red line) and the OPE tool (blue line) compared with the observational data (grey

circles).
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Figure 5-14: The average error in water level Ay, [m] with the observational data per calcu-
lation point for the original DSS posterior to the transition of the crest level of weir ZL1-5930.
The predictions were obtained after 8 iterations.
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Figure 5-15: The average error in water level Ay, [m] with the observational data per calcu-
lation point for the OPE tool posterior to the transition of the crest level of weir ZL1-5930. The
predictions were obtained after 8 iterations.
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Chapter 6

Conclusions and recommendations

In this thesis, a research is performed with the general objective to improve the perfor-
mance of DSS by making an assessment of the applicability of data assimilation regarding
on-line updating of model parameters, based on effectiveness, efficiency, robustness and prac-
tical implications for water resources management. For that, a hydrodynamic model that is
applied in the case of the ‘Brabantse Waterschappen’ (project BOS 2.0, a product of Wit-
teveen+Bos (W+B) and Deltares) and observational data of the study area De Dommel are
utilised. The results, discussions, conclusions and recommendations are described extensively
in the previous chapters. In this chapter, an overview of the conclusions drawn in this the-
sis is provided. Furthermore, recommendations for implementation of an On-line Parameter
Estimation (OPE) tool and for future research are provided.

6-1 Conclusions

Research questions

e What is the state-of-the-art knowledge on optimisation of DSS regarding
MPC of large-scale river networks, data assimilation, parameter updating
and optimisation techniques?

Human interactions with the river network in terms of changing parameters with sharp
transitions in time, need to be included in Decision Support System (DSS). The main
reason for this is that these parameter are not changed in the DSS, which can lead
to large discrepancies between the observed and modelled states. Two parameters are
identified as such parameters: the bed friction and the weirs’ crest levels. This impli-
cates that the hydrodynamic model has to be updated after every parameter transition.
Former studies confirmed on-line parameter updating can be applied to decrease the
model discrepancies. A calibration window of one week is identified as an appropriate
time window to capture the parameter transitions, while still being efficient.

Most studies on on-line parameter estimation in environment studies consider gradual
changes in parameter values. The innovation of this study is that it considers sharp
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transitions in parameter values as result of sudden human interference with the river
system.

With use of what algorithms and what software can parameter updating be
implemented and coupled to existing hydrodynamic models?

The generic, open source framework OpenDA proved to be an effective toolbox for
coupling optimisation techniques to the hydrodynamic model. Initially, two algorithms
were selected for the on-line parameter estimation: the Doesn’t Use Derivatives (DuD)
algorithm and the Shuffled Complex Evolution (SCE) method. The DuD algorithm
demonstrated to be a robust and efficient tool for data assimilation and parameter
updating in the field of Model Predictive Control (MPC) of large-scale river networks
and urban drainage, [3],[4]. SCE algorithm, [2], demonstrated to be robust and accurate
tool for global optimisation in the field of hydrology, [2],[6], and water distribution
networks, [7]. So, from past studies, it was concluded that the DuD is more efficient in
finding a parameter prediction, but the SCE method is more robust in finding the global
minimum. Different scenarios were tested with varying initial parameter predictions
and actual parameter values. The results from these scenarios were assessed on their
influence on the model performance in terms of robustness, effectiveness, efficiency and
model bias (see the Glossary for a detailed definition).

From these analyses, it was observed that the DuD algorithm was very robust, i.e. it was
able to find the global minimum regardless of the initial parameter prediction and the
actual parameter value. Therefore, it can be concluded that the DuD algorithm applied
by the OpenDA framework is suitable for providing an accurate parameter prediction
for similar river networks.

Is automatic parameter updating possible with reasonable results in a twin
experiment set-up, with respect to model sensitivity, parameter identifiabil-
ity, model bias and model performance? And what is the model response to
different normative scenarios?

In order to test this research question, first an initial model analysis was performed.
In this analysis, the model’s sensitivity and parameter correlation was determined by
introducing perturbed parameter values for the global bed friction and for the crest
levels of the adjustable weirs. From this analysis, it was concluded that besides the
global bed friction only one crest level was really identifiable uniquely. Therefore, the
weirs’ crest levels were clustered into one clustered weir parameter in order to get a
more efficient optimisation process. In other words, together with the global friction
parameter, only two parameters are optimised. This resulted in a process that costs
less computation time, since the amount of required iterations grow exponentially with
the amount of parameters to optimise. Moreover, the optimisation is much smoother,
as for less parameters the optimal solution becomes more distinct.

The OPE tool was first assigned to the DSS for parameter estimation of one parameter,
i.e. the bed friction of one cross-section or the crest level of one weir. From here, the
OPE tool was constructively up-scaled by assigning global friction and the clustered
weir parameter simultaneously, by assigning extreme precipitation and by assigning
observational data with additive noise. For all these model configurations, several sce-
narios with different initial parameter predictions and different actual parameter values
were optimised. For all configurations, the OPE tool proved to be an effective tool for
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parameter estimation, i.e. the OPE tool demonstrated to provide very accurate pre-
dictions for the optimisation parameters. Furthermore, the OPE tool proved to be a
robust tool, i.e. the OPE tool provided the global solution regardless of the applied
scenarios. Besides, the OPE tool showed that the parameter can be estimated within
a short computation period, which makes this OPE tool also efficient. Some results
indicated that the bias is dependent on the level of discharge rate. However, the base
scenario assigned with extreme precipitation demonstrated that this bias pattern is not
consistent for each scenario. The origin of the bias following the discharge rate seemed
to be a numerical issue rather than a systematic modelling error. Moreover, the level
of bias is was very small, i.e. smaller than 1.05- 1073 m?. Therefore, it was concluded
that the level of bias caused by the OPE tool can be neglected.

e Is automatic parameter updating possible with reasonable results when using
real measurement data?
In order to test the performance of the OPE tool when using real measurement data,
the artificial data was assigned with additive noise. The results demonstrated that
assigning noise to the observational data affects the effectiveness and efficiency of the
OPE tool. However, the accuracy of the parameter predictions is still rather high (and
within the acceptations bounds), while the required computation time is only increased
with a factor two. The OPE tool estimated the parameters correctly for each scenario,
indicating that additive noise does not influence the robustness of the OPE tool. The
results for the bias showed that additive noise increases the level of the bias compared
to the situation when using noise-free data. Nonetheless, the bias levels were within the
acceptance level. Consequently, it can be concluded that additive noise only influences
the performance of the OPE tool in term of efficiency. In other words, application of
the OPE tool in real DSS increases the performance significantly, when assuming that
the hydrodynamic model environment is representative for the real river network and
that the parameters are changed globally (i.e. the friction is changed globally and the
crest levels are changed according one clustered weir parameter).
Furthermore, the bias seemed to be completely random, following the randomness of
the assigned white noise, and was not linked with the discharge rate. Therefore, it was
concluded that the additive noise has a larger contribution to the bias than discharge
rate and, thus, no significant error was induced by the OPE tool.

¢ How much does the performance improve when implementing some form of
parameter updating?
The practical implications of utilisation of the OPE tool in an existing DSS were de-
termined by assigning practical real scenarios. These scenarios consisted of global and
local transitions. The global transitions were divided into two scenarios: one altered
the global friction, the other changed the crest levels of all weirs. The local transitions
were split up in two scenarios as well: one changed the friction of one single section,
while the other modified the crest level of a single weir. From the scenarios with global
transitions, it was observed that the OPE tool outperformed the original DSS. When
using the OPE tool, the global friction was estimated correctly, while also some crest
levels were predicted reasonably accurate. The utilisation of the clustered weir parame-
ter, however, forced an offset for some other crest levels, when comparing the optimised
predictions with the observations.
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From the scenarios with the local transitions, it was observed that the OPE tool is not
capable to capture the local changes. This was mainly due to the fact that the local
transitions were introduced in an area where no observations were obtained. The OPE
tool was thus not able to notice the local transitions. On the other hand, the OPE tool
was, therefore, able to capture the overall parameter value. Also here, the clustered
weir parameters forced some crest levels to deviate from their real value. The devia-
tions of these crest levels, and thus the predicted water levels nearby these weirs, are
rather consistent. This is caused by the fact that the clustered weir parameter is most
sensitive to water level observations around weir W2 (ZL1-3014). Consequently, the
weir parameter W2 is the most accurate, which means that the other crest levels have a
more or less constant deviation with the observations. In general, the OPE tool is able
to improve the performance of the original DSS when global transitions in the global
friction or the crests levels of all weirs occur. The OPE tool is, however, not able to
capture all local transitions. This mainly depends on the location of the local transition
compared with the locations of the measurement stations. The original DSS, on the
other hand, caused large discrepancies in the modelled states compared with observed
states. The fact that the original DSS performed better than the OPE tool for local
transitions, was more coincidental than due to the capabilities of the original DSS. The
reason for this is that it was assumed that the parameter values in the original DSS
exactly correspond with the actual parameters values, which is of course not the case
when applying DSS in an on-line environment. Therefore, it can be concluded that the
OPE tool improves the performance of original DSS and that, even in the current con-
figuration, it is essential for water managers to implement some form of OPE in on-line
systems. Nonetheless, more research should be executed on influence on the model per-
formance by the adding extra measurement locations, applying different noise models,
including of water control operations, discretising the transition phase and up-scaling
to more calibration parameters.

Recommendations for implementation

Use a generic optimisation toolbox
First of all, it is recommended to use a generic optimisation toolbox that can be ap-
plied at different models and different platforms. In this way, the knowledge about the
optimisation tool can be transferred easily to improve the performance of other models.
The optimisation tool used in this thesis, called OpenDA, is such a generic toolbox,
which can be implemented rather easily.

Use DuD algorithm

The second recommendation is to use the DuD algorithm or a similar optimisation
algorithm. The main reason is that this algorithm does not require prior information
on the mathematical system. Furthermore, this thesis proved that the DuD algorithm
provides a high level of robustness and effectiveness in the optimisation of parameters.
Moreover, the DuD algorithm demonstrated that it optimises the parameter efficiently,
which is a useful characteristic when implementing the tool in an on-line environment.

Use a (hydrodynamic) model with optional control operations
In this thesis, operational control actions were not taken into account, because this
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simplified the assessment whether the OPE tool does what is should do (i.e. improve
the performance of DSS by optimisation of the calibration parameters). Nonetheless,
the DSS that are currently used by water managers comprise these control actions.
Therefore, it is recommended to use a software package that contains the option to
implement the control actions. Furthermore, it should be able to save the status of the
control actions, since it was demonstrated by [4] that not transferring this status from
one calibration window to the next one could lead to large discrepancies in the modelled
states compared with observations. A package that comprises these control actions and
saving of its status is SOBEK 3, which is a product of Deltares. Another advantage
of using SOBEK 3 is that it makes easy configuration changes possible by its built-in
Python scripting module.

Select a proper calibration window

A calibration window with a length of one week was recommended. For the research
project of this thesis, this window was able to capture the complete transition in mod-
elled states induced by the sharp transition in parameter values. Furthermore, with
observations every hour for a window of one week, this results in a sufficient amount
of data that can be used for optimisation of multiple parameters, [9]. Moreover, util-
isation of a calibration window of one week is still efficient, whereas a longer window
can increase the optimisation time significantly while it not necessarily improves the
effectiveness of the OPE tool.

Recommendations for further research

More measurement locations

At two point during this thesis, it was noticed that the potential of the OPE tool was
restricted to the amount of available observational data. The first moment was when
the clustered weir parameter was introduced, since some crest level were simply not
identifiable for the OPE as result of the "lack of data". The second moment emerged
when the OPE tool was implemented in water management scenarios and systematic
errors were caused by the utilisation of the clustered weir parameter (see Chapter 5).
A possible improvement for this could be installing more measurement locations. [52]
proposed a method that can be used to determine the most optimal locations for ad-
ditional measurement stations and which also makes sure that only practical locations
(e.g. locations that can be reached easily) are taken into account.

Other additive noise assigned to observations

In this thesis, so-called white noise was assigned to the observational data in order to
simulate ‘real’ data. However, before making the step to true measurement data, the
model should be tested to other forms of noise. An example of perhaps more realistic
noise could be so-called pink noise, which is inversely proportional to the frequency of
occurrence of the data. This implies that the observed states that occur less often are
assumed to contain more noise, compared to states that occur more frequently.

Include control actions
As described above, the currently used DSS also comprise operational control actions.
The effect of these actions on the performance of the OPE tool are, however, not yet

Master of Science Thesis Jelmar Schellingerhout



86

Conclusions and recommendations

studied. Therefore, the effect of including operations from e.g. pump stations or con-
trolled weirs on the model performance should be investigated. [4] demonstrated that
also the status of these operations should be transferred from one calibration window
to the next one. When this is not done properly, large modelling discrepancies can be
caused.

Discretisation of transition phase

In this thesis, the parameters and states prior to and posterior to parameter changes
are predicted. The transition itself, however, is not determined, since sharp transitions
cannot be predicted accurately as result of using the calibration window with the as-
sumptions of this study. For this calibration windows, only one value per calibration
parameter is determined, which means that during the transition it is very well pos-
sible that the OPE tool will predict an average value for the parameter. Of course,
this average value does not correspond with the parameter value before the transition,
neither it does for the parameter value after the transition. Therefore, the OPE tool
should be extended with a function that identifies the transition and the corresponding
parameter values prior to and posterior to this transition. One way to obtain this, is by
discretisation of the parameter value in three other parameters: a value for the param-
eter before the transition, a value for the parameter after the transition and a value for
the transition in the parameter value itself.

It should, however, be noted that the discretisation of the transition phase introduces
more optimisation parameters, which in turn increases the computation time exponen-
tially and makes the optimisation problem less distinct (see the Glossary for a detailed
definition). Moreover, before implementing discretisation of the transition phase, it first
should be tested extensively.

More parameters

Finally, it is recommended to investigate the influence of optimising more model param-
eters on the model performance. More parameters can be obtained by decoupling of the
clustered weir parameter or by introducing sectional friction instead of global friction.
More parameters can also be obtained, however, by up-scaling the model to a larger
study area and river network. Then, the "global friction" and clustered weir parameters
are determined for each sub-area. The focus should of course be on the efficiency of
the OPE tool, as more calibration parameters causes the computation time to increase
exponentially. The focus should, however, also be on the effectiveness and robustness
of the OPE tool, since more calibration parameters cause the optimisation problem to
be less distinct.
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Shuffled Complex Evolution (SCE)
algorithm

Shuffled Complex Evolution (SCE) is simple, but powerful optimisation algorithm developed
by Duan et al., [2], which is capable of finding a global minimum of a function with several
parameters, [5],[7]. The SCE method is based on four concepts, which have been proven
successful [2]:

e Combination of deterministic and probabilistic approaches (controlled random search),
[59].

e Systematic evolution of a complex of points spanning parameter space in the direction
of global improvement, [60].

e Competitive evolution, [61].

e Complex shuffling, [2].

SCE finds the global minimum of minimisation problem by executing the following steps,
[2]. The algorithm starts with a randomly selected set of points from user-defined parameter
distributions. Each point is generated by a set of values of the calibration parameters. The
corresponding costs for each point are determined. Next, the points are sorted and partitioned
into complexes based on their cost. Each complex is evolved by use of an iterative procedure.
This method applies the Competitive Complex Evolution (CCE) algorithm for local search,
based on the downhill simplex method developed by Nelder and Mead, [60]. In the first step
of the iterative procedure, the complexes are divided into simplexes. The simplex method
lets the simplexes propagate, to search for new solutions with smaller costs by applying
reflection and inside contraction. When the iterative procedure is ended, the complexes are
pooled together. All solutions are reshuffled and reassigned to new complexes. This process is
repeated till the point the solutions converge to the global minimum and one of the following
stopping criteria is fulfilled:
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Steps applied in the SCE method:
1. Initialise problem and algorithm parameter set: Eq. (2-3).
2. Generate samples.
3. Rank solution points.
4. Partition into complexes.
5. Evolve complexes by use of CCE algorithm.
6. Complex shuffling.

7. Check convergence by use of stopping criteria.

Figure A-1: Step-by-step description of the SCE algorithm.

e When the maximum number of outer and inner iterations is reached.

e When the maximum absolute difference between the costs of two best parameter esti-
mates approaches Ty: |Q(Onew) — Q(00)| < Ty.

e When the maximum relative difference between the costs of two best parameter esti-

|Q(9new) — Q(GO)‘
Q(6o) =15

e When the maximum number of complexes is reached.

mates approaches T5:

The global optimisation process described above is described step-by-step in Figure A-1 and
visualised in a flowchart (see Figure A-3). The procedure steps and flowchart of the local
search method CCE are presented in Figure A-2. A mathematical description is provided in

e.g. [2],[7].

Jelmar Schellingerhout Master of Science Thesis



89

Steps used in the CCE algorithm:
(a) Subcomplexes construction

(b) Worst solution of subcomplex is identified and centroid of sub-
complex without worst point is determined.

(c) Try reflection of worst solution through centroid. If this newly
constructed point is within the feasible space then go to (d), else
create randomly new solution within feasible space and continue

with (f).

(d) If newly constructed solution is better than worst solution, then
replace worst solution by new solution and go to (g). If not,
continue with (e).

(e) Attempt of contraction of calculation of point between centroid
and worst solution. If better than worst solution, then replace
the latter by the contraction point and continue with (g). Else,
go to (f).

(f) Generate randomly a solution within feasible space and replace
the worst solution by this newly generated point.

(g) Repeat steps (b)-(f) a times and steps (a)-(g) 5 times.

Figure A-2: Procedure of the CCE algorithm.
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s

Step 1: initialise parameters

S(0): objective function,
p: number of parameters,
ns: number of solution vectors,
n.: number of complexes,
np: number of points in each complex,
n;: number of iterations.

Step 2: generate samples

For each solution vector:
Randomly generate solutions,
Calculate S(0).

Step 3: shuffle complexes

Sort solutions,
Allocate solutions to complexes.

Step 4: CCE! algorithm

For number of inner iterations:

Select subcomplexes from complexes,
Compute centroid of worst point,
Include new solution and exclude worst point,
Reflecting worst point through centroid,
Randomly generate a solution,
Contraction.

Step 5: shuffle complexes

Combine solutions in evolved com-
plexes into a single sample population,
For each solution vector

l no

Step 6: check stopping criteria Repeat step 3-5

yes

e

Figure A-3: Flowchart of the SCE method, modified from [7].
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Appendix B

OpenDA-SOBEK structure

Table B-1: Modification that are made on the already existing OpenDA-SOBEK structure,

developed by Deltares.

Component (number)

Modification

Algorithm config

Use two different algorithms: DuD, SCE
Evaluation/stop criteria

Constraints?

Cost function additional term?

Model config

aliasValues
timelnfo
exchangeltems

Wrapper config

aliasDefinitions
ioObjects

StochModel config

parameters
predictor

StochObserver config

timeSeries noosObserver

API

Add new and improve functionality of (already
defined) functions

Input and Output Python

Master of Science Thesis

Access and adjust default roughness
Access and adjust crest level of weirs
Export output results at structures
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92 OpenDA-SOBEK structure
Table B-2: An overview of the components and elements that are used to couple OpenDA with
SOBEK.

Component Elements Input type: subelements (E) | Input name
or attributes (A)
Algorithm config costFunction A weakParameterConstraint, class
outerLoop A maxIterations, absTolerance, relTolerance,
relToleranceLinearCost
stochObserverConfig | timeSeries A standardDeviation, status
stochModelConfig modelConfig E file
file A skb3BosThModel.xml
vectorSpecification E parameters
parameters E regularisationConstant
regularisationConstant E stdDev, vector
stdDev A value, transformation
vector A id
predictor E vector
vector A id, sourceVectorld
modelConfig wrapperConfig E file
file A skb3BosThWrapper.xml
aliasValues B alias
alias A key, value
timeInfo A start, end
exchangeltems E vector
vector A id, ioObjectld
doCleanUp A false
wrapperConfig aliasDefinitions A defaultKeyPrefix, defaultKeySuffix
E alias
alias A key, value
run E initialize ActionsUsingDirClone,
computeActions, finalizeActions
initializeActionsUsingDirClone | A instanceDir, templateDir
computeActions E action
action A workingDirectory, windowsExe
inputOutput E
ioObject A className
E file, id, arg
file A %frictionTemplateFile%
id A friction
arg A %frictionFile%
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Costs per scenario at location 0028
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Figure C-1: The cost caused by perturbations in parameter values at location 0028.
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Costs per scenario at location 0029
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Figure C-2: The cost caused by perturbations in parameter values at location 0029.
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Figure C-3: The cost caused by perturbations in parameter values at location 0030.
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Costs per scenario at location 0031
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Figure C-4: The cost caused by perturbations in parameter values at location 0031.
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Figure C-5: The cost caused by perturbations in parameter values at location 0040.
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Appendix D

Results optimisation scenarios FaWc

In the bias figures, the scenarios with different starting points are indicated with crosses,
circles, squares and asterisks. The crosses and circles represent high and low starting points,
respectively, for the weir parameter and a low starting point for the friction parameter. The
squares and asterisks represent high and low starting points, respectively, for the weir param-
eter and a high starting point for the friction parameter. The high, medium and low scenarios
for the weir parameter are indicated with the red, green and blue, respectively.
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D-1 Results group 1 (G1)
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Figure D-1: The downstream water level at location 0028 for scenario FaWcH1H1 (G1) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-2: The bias for the downstream water level at location 0028 for the FaWc (G1)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window T = 2h).

Jelmar Schellingerhout Master of Science Thesis



D-1 Results group 1 (G1) 99

11.5

hup,0028 [m]

10.5 |

10 | | | | | | | |
0 20 40 60 80 100 120 140 160
Time [h]
o Observations — Initial prediction Calibrated prediction ‘

Figure D-3: The upstream water level at location 0028 for scenario FaWcH1H1 (G1) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-4: The bias for the upstream water level at location 0028 for the FaWc (G1) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-5: The downstream water level at location 0029 for scenario FaWcH1H1 (G1) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-6: The bias for the downstream water level at location 0029 for the FaWc (G1)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window T' = 2h).
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Figure D-7: The upstream water level at location 0029 for scenario FaWcH1H1 (G1) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-8: The bias for the upstream water level at location 0029 for the FaWc (G1) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window T' = 2h).

Master of Science Thesis Jelmar Schellingerhout



102 Results optimisation scenarios FaWc

Q0029 [m3 S'l]

| | | |
0 20 40 60 80 100 120 140 160

Time [h]
oObservations — Initial prediction —— Calibrated prediction ‘

Figure D-9: The discharge at location 0029 for scenario FaWcH1H1 (G1) as function of time
in the calibration window. The blue dots represent the observational data, the red line the initial
prediction and the green line the calibrated prediction.
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Figure D-10: The bias for the discharge at location 0029 for the FaWc (G1) scenarios with
different starting points, three actual crest level values and one actual friction value as function
of time in the calibration windows (with a time window T' = 2h).
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Figure D-11: The downstream water level at location 0030 for scenario FaWcH1H1 (G1) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-12: The bias for the downstream water level at location 0030 for the FaWc (G1)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-13: The upstream water level at location 0030 for scenario FaWcH1H1 (G1) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-14: The bias for the upstream water level at location 0030 for the FaWc (G1) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-15: The downstream water level at location 0031 for scenario FaWcH1H1 (G1) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-16: The bias for the downstream water level at location 0031 for the FaWc (G1)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-17: The upstream water level at location 0031 for scenario FaWcH1H1 (G1) as function
of time in the calibration window. The blue dots represent the observational data, the red line

the initial prediction and the green line the calibrated prediction.
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Figure D-18: The bias for the upstream water level at location 0031 for the FaWc (G1) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-19: The downstream water level at location 0040 for scenario FaWcH1H1 (G1) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-20: The bias for the downstream water level at location 0040 for the FaWc (G1)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-21: The upstream water level at location 0040 for scenario FaWcH1H1 (G1) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-22: The bias for the upstream water level at location 0040 for the FaWc (G1) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window T' = 2h).
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D-2 Results group 2 (G2)
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Figure D-23: The downstream water level at location 0028 for scenario FaWcM1H1 (G2) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-24: The bias for the downstream water level at location 0028 for the FaWc (G2)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window T = 2h).
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Figure D-25: The upstream water level at location 0028 for scenario FaWcM1H1 (G2) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-26: The bias for the upstream water level at location 0028 for the FaWc (G2) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-27: The downstream water level at location 0029 for scenario FaWcM1H1 (G2) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-28: The bias for the downstream water level at location 0029 for the FaWc (G2)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-29: The upstream water level at location 0029 for scenario FaWcM1H1 (G2) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-30: The bias for the upstream water level at location 0029 for the FaWc (G2) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-31: The discharge at location 0029 for scenario FaWcM1H1 (G2) as function of time
in the calibration window. The blue dots represent the observational data, the red line the initial
prediction and the green line the calibrated prediction.
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Figure D-32: The bias for the discharge at location 0029 for the FaWc (G2) scenarios with
different starting points, three actual crest level values and one actual friction value as function
of time in the calibration windows (with a time window T' = 2h).
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Figure D-33: The downstream water level at location 0030 for scenario FaWcM1H1 (G2) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-34: The bias for the downstream water level at location 0030 for the FaWc (G2)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-35: The upstream water level at location 0030 for scenario FaWcM1H1 (G2) as function
of time in the calibration window. The blue dots represent the observational data, the red line

the initial prediction and the green line the calibrated prediction.
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Figure D-36: The bias for the upstream water level at location 0030 for the FaWc (G2) scenarios
with different starting points, three actual crest level values and one actual friction value as

function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-37: The downstream water level at location 0031 for scenario FaWcM1H1 (G2) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-38: The bias for the downstream water level at location 0031 for the FaWc (G2)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-39: The upstream water level at location 0031 for scenario FaWcM1H1 (G2) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-40: The bias for the upstream water level at location 0031 for the FaWc (G2) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7" = 2h).
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Figure D-41: The downstream water level at location 0040 for scenario FaWcM1H1 (G2) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-42: The bias for the downstream water level at location 0040 for the FaWc (G2)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-43: The upstream water level at location 0040 for scenario FaWcM1H1 (G2) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-44: The bias for the upstream water level at location 0040 for the FaWc (G2) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window T' = 2h).
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Figure D-45: The downstream water level at location 0028 for scenario FaWcL1H1 (G3) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-46: The bias for the downstream water level at location 0028 for the FaWc (G3)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window T = 2h).
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Figure D-47: The upstream water level at location 0028 for scenario FaWcL1H1 (G3) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-48: The bias for the upstream water level at location 0028 for the FaWc (G3) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7" = 2h).

Master of Science Thesis Jelmar Schellingerhout



122 Results optimisation scenarios FaWc

=
o0

Rdown 0029 [m]
D
(@)

6.4
6.2
| | | | | | | |
0 20 40 60 80 100 120 140 160
Time [h]
o Observations — Initial prediction Calibrated prediction ‘

Figure D-49: The downstream water level at location 0029 for scenario FaWcL1H1 (G3) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-50: The bias for the downstream water level at location 0029 for the FaWc (G3)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-51: The upstream water level at location 0029 for scenario FaWcL1H1 (G3) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-52: The bias for the upstream water level at location 0029 for the FaWc (G3) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window T' = 2h).
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Figure D-53: The discharge at location 0029 for scenario FaWcL1H1 (G3) as function of time
in the calibration window. The blue dots represent the observational data, the red line the initial
prediction and the green line the calibrated prediction.
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Figure D-54: The bias for the discharge at location 0029 for the FaWc (G3) scenarios with
different starting points, three actual crest level values and one actual friction value as function
of time in the calibration windows (with a time window T' = 2h).
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Figure D-55: The downstream water level at location 0030 for scenario FaWcL1H1 (G3) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-56: The bias for the downstream water level at location 0030 for the FaWc (G3)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window T' = 2h).
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Figure D-57: The upstream water level at location 0030 for scenario FaWcL1H1 (G3) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-58: The bias for the upstream water level at location 0030 for the FaWc (G3) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-59: The downstream water level at location 0031 for scenario FaWcL1H1 (G3) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-60: The bias for the downstream water level at location 0031 for the FaWc (G3)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-61: The upstream water level at location 0031 for scenario FaWcL1H1 (G3) as function
of time in the calibration window. The blue dots represent the observational data, the red line

the initial prediction and the green line the calibrated prediction.
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Figure D-62: The bias for the upstream water level at location 0031 for the FaWc (G3) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-63: The downstream water level at location 0040 for scenario FaWcL1H1 (G3) as
function of time in the calibration window. The blue dots represent the observational data, the
red line the initial prediction and the green line the calibrated prediction.
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Figure D-64: The bias for the downstream water level at location 0040 for the FaWc (G3)
scenarios with different starting points, three actual crest level values and one actual friction
value as function of time in the calibration windows (with a time window 7' = 2h).
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Figure D-65: The upstream water level at location 0040 for scenario FaWcL1H1 (G3) as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure D-66: The bias for the upstream water level at location 0040 for the FaWc (G3) scenarios
with different starting points, three actual crest level values and one actual friction value as
function of time in the calibration windows (with a time window T' = 2h).
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Appendix E

Results optimisation scenarios FaWcP

In the bias figures, the scenarios with different starting points are indicated with crosses,
circles, squares and asterisks. The crosses and circles represent high and low starting points,
respectively, for the weir parameter and a low starting point for the friction parameter. The
squares and asterisks represent high and low starting points, respectively, for the weir param-
eter and a high starting point for the friction parameter. The blue lines represent the high
scenarios for both the friction and weir parameter. The green lines represent the high sce-
narios for the friction parameter and the low scenarios for the weir parameter. The red lines
represent the opposite of the green lines: low friction value scenarios and high weir parameter
value scenarios. The scenarios for both low friction values and low weir parameter values are
represented by the yellow lines.
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Figure E-1: The downstream water level at location 0028 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-2: The bias for the downstream water level at location 0028 for the FaWcP scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).

Jelmar Schellingerhout Master of Science Thesis



133

11.5

11
E
o0
s
S
= 105 |

10 | | | | | | | |
0 20 40 60 80 100 120 140 160

Time [h]
o Observations — Initial prediction Calibrated prediction

Figure E-3: The upstream water level at location 0028 for scenario FaWcPH1H1 as function of
time in the calibration window. The blue dots represent the observational data, the red line the
initial prediction and the green line the calibrated prediction.
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Figure E-4: The bias for the upstream water level at location 0028 for the FaWcP scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Figure E-5: The downstream water level at location 0029 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-6: The bias for the downstream water level at location 0029 for the FaWcP scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure E-7: The upstream water level at location 0029 for scenario FaWcPH1H1 as function of
time in the calibration window. The blue dots represent the observational data, the red line the
initial prediction and the green line the calibrated prediction.
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Figure E-8: The bias for the upstream water level at location 0029 for the FaWcP scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Figure E-9: The discharge at location 0029 for scenario FaWcPH1H1 as function of time in
the calibration window. The blue dots represent the observational data, the red line the initial
prediction and the green line the calibrated prediction.
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Figure E-10: The bias for the discharge at location 0029 for the FaWcP scenarios with different
starting points, two actual crest level values and two actual friction values as function of time in
the calibration windows (with a time window 7' = 2h).
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Figure E-11: The downstream water level at location 0030 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-12: The bias for the downstream water level at location 0030 for the FaWcP scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure E-13: The upstream water level at location 0030 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.

0030 upstream water level

10-6 T T T

10—10

&

w 10_14

e

M
10—18
10—22 | | | | | | | |

0 20 40 60 80 100 120 140 160

Time [h]
—— H1H1 — H1H2 —=— H2H1 —— H2H2 H1L1 H1L2 H2L1 H2L2
——L1H1 —+— L1H2 —s-L2H1 ——L2H2 L1L1 L1L2 L2L1 L2L2

Figure E-14: The bias for the upstream water level at location 0030 for the FaWcP scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T = 2h).
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Figure E-15: The downstream water level at location 0031 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-16: The bias for the downstream water level at location 0031 for the FaWcP scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure E-17: The upstream water level at location 0031 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-18: The bias for the upstream water level at location 0031 for the FaWcP scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T = 2h).
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Figure E-19: The downstream water level at location 0040 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-20: The bias for the downstream water level at location 0040 for the FaWcP scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure E-21: The upstream water level at location 0040 for scenario FaWcPH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure E-22: The bias for the upstream water level at location 0040 for the FaWcP scenarios with
different starting points, two actual crest level values and two actual friction values as function

of time in the calibration windows (with a time window T' = 2h).
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Appendix F

Results optimisation scenarios FaWcN

In the bias figures, the scenarios with different starting points are indicated with crosses,
circles, squares and asterisks. The crosses and circles represent high and low starting points,
respectively, for the weir parameter and a low starting point for the friction parameter. The
squares and asterisks represent high and low starting points, respectively, for the weir param-
eter and a high starting point for the friction parameter. The blue lines represent the high
scenarios for both the friction and weir parameter. The green lines represent the high sce-
narios for the friction parameter and the low scenarios for the weir parameter. The red lines
represent the opposite of the green lines: low friction value scenarios and high weir parameter
value scenarios. The scenarios for both low friction values and low weir parameter values are
represented by the yellow lines.
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Figure F-1: The downstream water level at location 0028 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-2: The bias for the downstream water level at location 0028 for the FaWcN scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window 7' = 2h).
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Figure F-3: The upstream water level at location 0028 for scenario FaWcNH1H1 as function of
time in the calibration window. The blue dots represent the observational data, the red line the
initial prediction and the green line the calibrated prediction.
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Figure F-4: The bias for the upstream water level at location 0028 for the FaWcN scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Figure F-5: The downstream water level at location 0029 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-6: The bias for the downstream water level at location 0029 for the FaWcN scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure F-7: The upstream water level at location 0029 for scenario FAaWcNH1H1 as function of
time in the calibration window. The blue dots represent the observational data, the red line the
initial prediction and the green line the calibrated prediction.
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Figure F-8: The bias for the upstream water level at location 0029 for the FaWcN scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Figure F-9: The discharge at location 0029 for scenario FaWcNH1H1 as function of time in
the calibration window. The blue dots represent the observational data, the red line the initial
prediction and the green line the calibrated prediction.
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Figure F-10: The bias for the discharge at location 0029 for the FaWcN scenarios with different
starting points, two actual crest level values and two actual friction values as function of time in

the calibration windows (with a time window 7" = 2h).
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Figure F-11: The downstream water level at location 0030 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-12: The bias for the downstream water level at location 0030 for the FaWcN scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure F-13: The upstream water level at location 0030 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-14: The bias for the upstream water level at location 0030 for the FaWcN scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Figure F-15: The downstream water level at location 0031 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-16: The bias for the downstream water level at location 0031 for the FaWcN scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure F-17: The upstream water level at location 0031 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-18: The bias for the upstream water level at location 0031 for the FaWcN scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Figure F-19: The downstream water level at location 0040 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-20: The bias for the downstream water level at location 0040 for the FaWcN scenarios
with different starting points, two actual crest level values and two actual friction values as
function of time in the calibration windows (with a time window T' = 2h).
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Figure F-21: The upstream water level at location 0040 for scenario FaWcNH1H1 as function
of time in the calibration window. The blue dots represent the observational data, the red line
the initial prediction and the green line the calibrated prediction.
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Figure F-22: The bias for the upstream water level at location 0040 for the FaWcN scenarios with
different starting points, two actual crest level values and two actual friction values as function
of time in the calibration windows (with a time window T' = 2h).
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Glossary

List of Acronyms

API application programming interface
CCE Competitive Complex Evolution
Csv Comma-Separated Values

DSS Decision Support System

DuD Doesn’t Use Derivatives

MPC Model Predictive Control

OPE On-line Parameter Estimation
RR rainfall-runoff

SCE Shuffled Complex Evolution

SV De Saint-Venant

TPL template

TU Delft Delft University of Technology
W+B Witteveen+Bos

XML Extensible Markup Language

List of Definitions
bias This is considered as a measure for the existence of systematic errors,
[9],[15]. The bias is determined by the sum of the variation and the esti-

mation of the errors in the predicted states over a certain time window.
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distinctness This refers to the level of how distinctive the shape of the optimisa-
tion problem is defined. Usually, an optimisation problem becomes less
distinct, when additional parameters are introduced. Eventually, a de-
crease in distinctness of the optimisation problem can result in longer
computation times.

effectiveness This refers to the rate at which the objective function is minimised, i.e.
the rate of how accurate the parameters and states are predicted.

efficiency This refers to the computation time required by the OPE tool to obtain
a solution that satisfies the stopping criteria.

identifiability This refers to the ability to estimate parameters in terms of model re-

on-line system

robustness

twin experiment

white noise

Jelmar Schellingerhout

sponse, [9],[4].

This refers to a (mathematical) system that simulates and predicts pro-
cesses in real-time.

This refers to the number of successful approaches of the global mini-
mum, i.e the number of successful approaches of the actual parameter
values.

This refers to experiments where observations are created artificially by
using the model itself. In other words, the outcome of model simulations
serves as observational data.

This refers to the noise that is assigned to the observational data. White
noise is a random signal with a constant power spectral density, [16].
Noise is presented as a random signal that is uniform distributed in a
prescribed interval. The colour of the noise, i.e. white, means that
the distribution of the power of the noise is equal for each frequency of
occurrence, i.e. the power of the noise is the same regardless of the rate
of the observed state.
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