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Abstract 

The faults in welding design and process every so often yield defective parts during friction stir welding (FSW). The development 
of numerical approaches including the finite element method (FEM) provides a way to draw a process paradigm before any physical 
implementation. It is not practical to simulate all possible designs to identify the optimal FSW practice due to the inefficiency associated 
with concurrent modeling of material flow and heat dissipation throughout the FSW. This study intends to develop a computational workflow 

based on the mesh-free FEM framework named smoothed particle hydrodynamics (SPH) which was integrated with adaptive neuro-fuzzy 
inference system (ANFIS) to evaluate the residual stress in the FSW process. An integrated SPH and ANFIS methodology was established 
and the well-trained ANIS was then used to predict how the FSW process depends on its parameters. To verify the SPH calculation, an 
itemized FSW case was performed on AZ91 Mg alloy and the induced residual stress was measured by ultrasonic testing. The suggested 
methodology can efficiently predict the residual stress distribution throughout friction stir welding of AZ91 alloy. 
© 2021 Chongqing University. Publishing services provided by Elsevier B.V. on behalf of KeAi Communications Co. Ltd. 
This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ) 
Peer review under responsibility of Chongqing University 

Keywords: Friction stir welding (FSW); Smoothed particle hydrodynamics (SPH); Adaptive neuro-fuzzy inference system (ANFIS); Ultrasonic; Residual 
stress. 
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. Introduction 

High strength to weight ratio and stiffness of magnesium
lloys have made these alloys to be vastly used in many ad-
anced industrial units including aerospace, communication
nd automobile. According to Mironov et al. [1] , beside the
dvantages of wrought magnesium alloys, as-cast magnesium
lloys are with great deal of use due to economic considera-
ion in mass production of engineering components. Kouadri-
enni and Barrallier [2] reported that among the conventional
rades of cast magnesium alloys, AZ91 alloy with the ex-
eptional combination of economical castability and desirable
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echanical characteristics has been extensively used. Cerri
t al. [3] believes that, the demand for use of magnesium al-
oy is still limited comparing to aluminum and titanium alloys,
ainly because of their moderately poor corrosion resistance

nd low ductility 

Friction stir welding (FSW) has gained great requests
n different advanced applications for joining different sim-
lar/dissimilar alloys in which conventional fusion welding
ethods is not possible economically. As reviewed by Mishra

nd Ma [4] , the technique was first introduced in 1991 and
as found its unique application in different fields of joining
nd also processing. Current investigations come to the point
hat FSW is a welding process which can yield high-quality
tructural joints in diverse dimensions in the form of sheets,
hells or even pipes. Nandan et al. [5 ] and Ma [ 6] stated
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hat the key characteristic of the process is the capability to
oin parts with no melting as happens in conventional fu-
ion welding (electric arc welding, electron beam, and laser
elding). Hence, it is categorized as a solid state welding
ethod. According to Threadgill et al. [7] , as a consequence

f such joining mechanism, defects such as hot cracks, melt,
as void and shrinkage would no longer occur and the op-
ion of joining dissimilar metals and even non-metal com-
onents is available. Keeping in mind the concept of FSW,
imilar technique such as friction stir processing (FSP) and
ction stir channeling (FSC) have been developed by Bhar-
ava et al. [8] and Balasubramanian et al. [9] , respectively
or surface modification and thin-walled structure production
urposes. Despite the advantages, FSW is suffering both with
espect to the scientific and technical restrictions which keeps
t away from becoming a fully industrialized processing route.
he main drawback is the considerable torque and forging

orce required for bringing material into thermomechanical
emperature zone with sufficient plastic flow. 

Despite the benefits for joining alloys, the distribution
f residual stresses, including both compressive and tensile
tresses are inevitable during and after FSW. Buffa et al.
10] expresses that the presence of destructive tensile stresses
re responsible for crack formation which should be relieved
hile the advantageous compressive residual stresses preclud-

ng the crack formation are essential in order for the fatigue
ife to be enhanced. During the course of FSW process, resid-
al stresses have to be considered both in longitudinal and
ransverse directions. At the same time, according to Bussu
t al. [11] for stress analysis and as reported by Steuwer et al.
12] for lifetime predictions, the residual stresses have to be
easured to guarantee the safest design of welded structure

nder in-service static and dynamic loadings. 
Many analytical and experimental research studies have

een conducted on residual stress measurement from different
iewpoints. Kartal et al. [13] regulate the variable residual
tresses at the micro-scale level and employed the contour
echnique to develop a mathematical approach. Coules et al.
14] assess the residual stress mode and tensors by taking
he advantage of reconstruction and measurements made in
n incompatible joined regions. 

Another well-known technique is the hole drilling which is
ommonly performed by installation of strain gage in a spe-
ific designation. In an experimental study carried out by Xu
t al. [15] , residual stress in Al-Cu alloys was measured both
n upper and lower sides of the welded region sampled along
he weld-line. Hatamleh et al. [16] estimated stress level and
osition of stresses in the vicinity of weld and revealed that
here exist a linear connection concerning the residual stress
ith applied force in the case of thin sheets while inserting
elding fixtures. In addition to the XRD, Javadi et al. [17] uti-

ized ultrasonic method for residual stress measurements both
or fusion and solid state joining processes like FSW, ac-
ording to. Lu et al. [18] calculated the residual stress state
n the Al-Cu fusion welded parts using ultrasonic method.
achi et al. [19] claimed that considering the sound velocity
ithin the materials, concentrated extreme compressive resid-
al stresses appeared inside the heat affected zone. In the
urrent study, the extent of both longitudinal and transverse
esidual stresses are measured for AZ91 Mg alloy using an
p-to-date procedure based on ultrasonic method. 

Application of individual Lagrangian FEM formulation is
ot a proper choice while dealing with severely straining pro-
esses including the FSW as simulation process may stop due
o the extreme element distortion. Cervera et al. [20] stated
hat using FEM simulation merely with Eulerian formulation
s not accurate enough as it is unable to precisely moni-
or the evolution of individual nodes in calculation domain.
s an alternative, Arbitrary Lagrangian Eulerian (ALE) was
hich concurrently preserve calculation domain in Lagrangian
ode together with Eulerian meshing strategy. According to
l-Badour et al. [21] , ALE is not free of disadvantages as

ts extra coupled calculations makes simulation longsome,
specially in the intrinsically lengthy processes like FSW
hich leads to some calculation and round-up errors. For

ackling such problems taking into account the principles of
uid dynamics, mesh-free approaches solid mechanics such
s smoothed particle hydrodynamics (SPH) have been suc-
essfully utilized in numerical simulation of many processes
ncluding the FSW. Since no classical mesh generation takes
lace in preprocessing step, relatively large plastic strains can
e tolerated throughout numerical computation with nor ex-
essive mesh distortion neither precision error. 

According to Liu et al. [22] , SPH was initially introduced
s a solution for astrophysical problems. Its application filed
as successively extended to several fluid [23] and solid me-

hanic cases such as die casting by Cleary et al. [24] , fracture
echanics by Cleary et al. [25] , forward extrusion by Cleary

t al. [26] and porous media rheology by Jiang et al. [27] . As
PH is fundamentally rooted in Lagrangian calculations and
an saves the history of data, problematic phenomena in the
iew of numerical simulation like void coalescence, reported
y Li and Lu [28] , or delamination and crack tip opening con-
idered by Randles and Libersky [29] can be analyzed with-
ut any additional calculation obstacles while the ability for
emorizing thermomechanical history of all calculation ele-
ents is kept in place. With respect to the mentioned points,

imulation of complex multi-physics cases such as the FSW
hich includes coupled transient heat transfer, sever plastic
eformation at high temperature and fluid flow considering
onservation of mass, momentum, and energy can be easily
ealt with. Monaghan [30] believed that the key shortcom-
ng of the SPH technique is the dependency on the number
f particles (node) as the calculation units are the nodes in-
tead of elements and hence, larger number of points should
e assigned in a SPH technique comparing to mesh-based
ethods. 
In this paper, an attempt was made to employ a Lagrangian

article model for FSW of the AZ91 Mg alloy based on the
moothed particle hydrodynamics (SPH) for construction of
n appropriate dataset for training and testing of an ANFIS
odel. The purpose of this work is to establish an inte-

rated SPH-ANFIS model and to validate it against exper-
mental results so that the effect of FSW operational pa-
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Fig. 1. The micrograph of the as-cast AZ91 Mg alloy. 
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Table 1 
Elastic properties and thermo-physical characteristics of the AZ91 workpiece. 

Property Value Unit 

Young modulus 45 GPa 
Poisson ratio 0.33 –
Conductivity 2.09 W/m.k 
Heat capacity 84 J/k 
Emissivity 0.12 –
Density 1810 kg/m 
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ameters on the residual stress distribution can be accurately
chemed. 

. Materials and methods 

The experimental material (AZ91 Mg alloy) was prepared
n the as-cast condition. The chemical composition of the
aterial was 8.8Al–1.1Zn–0.13Mn––Mg (wt%). Fig. 1 illus-

rates the typical as-cast microstructure of the alloy consist-
ng of fine homogenously distributed β particles embedded
n magnesium grains. To homogenize the microstructure, β
Mg 17 Al 12 ) precipitates dissolved at 200 °C for 25 h followed
y water quenching. 

To measure the flow stress of the AZ91 Mg alloy, hot
ompression test was conducted at different temperatures and
train rates. The test specimens of hot compression, with the
iameter of 10 mm and the length of 15 mm were prepared in
ccordance with ASTM-E209 by wire-cutting from the as-cast
aterial. The hot compression experiments were performed at

everal temperatures of 300, 350, 375, and 400 °C and strain
ates of 0.1, 0.01, and 0.001 s −1 at a constant strain of 0.6.
ig. 2 illustrates the true stress–strain curves of the mate-
ial at the thermomechanical conditions. Prior to isothermal
ompression testing, the specimens were held at each targeted
emperature for 5 min to ensure a homogenous temperature
istribution throughout the material. The specimens were then
uenched quickly in water immediately after the straining was
ompleted. The quenching was to freeze the microstructure
ormed at the elevated temperatures. A thin mica layer was
nserted to minimize the friction and to prevent the speci-
en from adhesion to the anvils. A high-precision load-cell
ith load measuring facility forces was used to record the

oad-stroke data. The recorded load-stroke data were conse-
uently converted into the true stress–true strain curves using
he related standard calculations of mechanical testing. 

Plates of the as-cast material, 10 mm thickness, were fric-
ion stir welded under different conditions. The rotation speed
f 900 rpm and moving speed of 100 mm/min were used to
ake the FSW joint with a specified initial thermal circum-
tances i.e. without any preheating. The FSW tool was made
f H13 tool steel with a cylindrical pin with 3 mm side length
nd 5 mm height. Tool shoulder diameter was 15 mm and the
ilt angle was 3 °. The ultrasonic nondestructive method was
sed to characterize the induced residual stresses. The fre-
uency of the ultrasonic wave applied was 12.5 MHz while
he sound speed in the material is 6000 m/s. keeping in mind
he wave length which is equal to 0.5 mm in the transmit-
er, the penetration depth was estimated as 0.5 mm. The FSW
achine and ultrasonic instrumental set-up used in this study

re shown in Figs. 3 and 4 , respectively. 

. SPH numerical simulation of friction stir welding 

The commercial finite element software package
BAQUS 

R © 2016 was used in this research to simulate
he FSW process of the AZ91 Mg alloy. The developed
odel consists of deformable 100 ×100 ×10 mm workpiece

nd a rigid pin, as the workpiece, was considered to have
oth elastic and plastic behavior and the pin is considered
s a discrete rigid part. Since the particle-based SPH for-
ulation was integrated with finite element processor of

he software and to avoid the particle run-off and unwanted
eometry change in the workpiece, a virtual shell-type die
urrounding the workpiece was modeled. The die is to play
s a virtual container to preserve the solid boundaries of
he sample under thermomechanical loading while the tool
otates and proceeds. The Johnson–Cook plasticity model
as used as the appropriate model and the corresponding

onstants of the model was determined by non-linear least
quare curve-fitting approach explained in detail in section
ix. The elastic properties and thermo-physical characteristics
f the alloy were extracted from the related literature and
isted in Table 1 . 

Three dynamic steps were defined for simulation of a real-
orld FSW including the initial plunging phase, the secondary

tabilization phase and the final tool movement phase. The
on-linear geometry change and the smooth tabular ampli-
ude were implemented in the simulation to avoid extra mesh
istortion and instantaneous deformation which leads to con-
ergence. The classical Coulomb’s friction model is used to
escribe the pin/workpiece contact. The friction coefficient μ
s set to be 0.3, according to Balasubramanian and Ma [9 , 4] .
ll the six rotational and translational degree of freedom of
orkpiece were set be zero throughout the processing and

oncurrent rotational and linear velocity were assigned to the
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Fig. 2. Hot compression flow stress–strain curves of AZ91 Mg alloy. 

Fig. 3. FSW machinery equipment with side clamping facility. 
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in. The dynamic explicit method is used to include the dy-
amic effects in the finite element model. In this method, the
actor of mass scaling, which supports the mesh convergence,
s considered to be 1000. A larger value can speed up the sim-
lation, but at the same time it may destructively disturb the
ccuracy of the finite element calculations. The comparison of
he kinetic energy against the total internal energy has proven
hat the mass scaling factor does not affect the accuracy of
he model. Fig. 5 shows meshed view of workpiece before
tarting FSW simulation. Quadratic cubic solid mesh with
ight nodes strengthened by reduced integration (C3D8R) and
ourglass control utilities were used for mesh generation in
re-processing step. The elements in central region which ex-
erience tool contact and its subsequent severe straining are of
elatively finer sizes to avoid divergence. In order to collect
atabase for ANFIS model, eighteen FSW simulation were
arried out at different welding and preheating conditions.
he rotational speeds of 600, 900 and 1200 rpm and mov-

ng speeds of 50, 100 and 150 mm/min were assigned to the
umerical framework. All the possible combinations of FSW
imulation which consider above parameters was performed
t both the initial workpiece temperatures of 25 and 100 °C.
ome traction points in transverse direction were defined as

he tracing units of stress measurement using the “path” fa-
ility in FEM software. An overall number of 72 data were
athered to be utilized for ANFIS training and testing steps. 

. Results and discussion 

.1. Determination of Johnson–Cook parameters 

The nonlinear least squares problems have been utilized
n many real-world challenges including function estimation,
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Fig. 4. (a) Sample prepared for stress measurement and (b) Ultrasonic instrumental for residual stress measurement in the as-welded materials. 

Fig. 5. Solid meshing of the workpiece having two major element sizes at the pre-processing step. 
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urve-fitting, time series prediction, classification and cluster-
ng. The main idea of the non-linear least-squares method is to

inimize a real value or numerical function that is summation
f a nonlinear functions in terms of its associated variables.
n due course, the numerical techniques used rely on the so-
ution of unconstrained nonlinear least squares problems. In
 general view, a set of m data points i.e. ( x 1 , y 1 ),( x 2 , y 2 ),…,
 x m 

,y m 

) and an initially estimated model function of y = f ( x ,
) have to be assumed. Besides the dependency of variable
n the n parameters, θ = ( θ1 ,…, θn ) set with the postula-
ion of m ≥ n should be also preserved. It is anticipated to
dentify the corresponding θ parameters in a way that the
roposed curve could fit in a superlative mode to the given
ata in the least squares sense, meaning that the sum of
he squares, 

∑ m 

i=1 r i (θ ) 2 have to approach a minimum value.
he Johnson–Cook constitutive model (JC) expresses the flow
tress as a function of strain ( ε), strain rate ( ̇  ε ), and tem-
erature ( T ). The declared variables express the superimpos-
ng effect of thermomechanical parameters i.e. strain harden-
ng, strain-rate hardening and thermal softening, respectively
n stress–strain curve. The Johnson–Cook constitutive model
s typically defined based on the description mentioned in
q. (1) : 

 = 

∣∣∣A + Bε n p 

∣∣∣∣∣∣1 + Clnε ∗p 
∣∣∣∣∣1 − T 

m 

H 

∣∣ (1)
 H 

and ε ∗P can be easily calculated by using two bellow terms
f Eqs. (2) and (3) : 

 H 

= 

( T − T r ) 

( T m 

− T r ) 
(2) 

 

∗
p = 

˙ ε 
˙ ε 0 

(3)

In Eqs. (1) to (3) –(16) , A is the room temperature yield
tress of the material and ε ∗p is the normalized equivalent

lastic strain which is elucidated in terms of ˙ ε as equivalent
lastic strain rate, and ˙ ε 0 as reference strain rate. T r and T m 

re room and melting temperatures of the investigated mate-
ial, respectively. The term n accounts for the strain hardening
nfluence and m is responsible for the thermal softening, and
 is related to the strain rate sensitivity. The applications of

he JC model is widespread and is accepted as one of the
est deformation model which has been effectively applied
or many industrial alloy. In this model, it is assumed that
he incremental variation of flow stress is affected merely
nd concurrently by strain hardening, strain rate effect and
hermal softening. 

The numerical optimization aimed at finding an arrange-
ent of the JC model constants for the AZ91 magnesium al-

oy that instantaneously persuade the supplies located on the
ow stress as response and related thermomechanical factors.
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Fig. 6. Particle-based stress calculation of FSW using SPH approach. 

Table 2 
Johnson–Cook parameters for AZ91 magnesium alloy. 

Material A (MPa) B (MPa) C m n T m ( °C) 

AZ91 alloy 153 292 0.0766 1.5 0.1026 553 
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Table 3 
Properties used for rigid tool part. 

Property Density Poisson ratio Modulus of elasticity 

Unit 7850 kg/m 

3 0.33 210 GPa 
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o find out the material-dependent terms in the JC consti-
utive model should be minimized for the fitting parameter
hich is defined in the form of Eq. (4) : 

. P . = 

1 

N 

N ∑ 

i=1 

| Cal cul at ed st r ess − Experi mental l y r ecor ded str ess | 
Experi mental l y r ecor ded str ess 

(4) 

The JC parameters for AZ91 magnesium alloy was deter-
ined by curve-fitting and consideration of Eq. (4) as the
tness function. The parameters are listed in Table 2 . The
alculation is preformed to recognize the optimum processing
arameters, including the material constants for the JC model,
.e. A, B, C, m and n for the minimization purpose. Con-
equently, the non-linear least square fitting was performed
or this optimization resolution. Shortly, the non-linear least
quare fitting utilizes a fitness function to describe the rela-
ionship among the deformation input factors and the flow
tress, the output. As, all the input parameters are imported
ith both a lower and upper limits, a constrained optimiza-

ion problem is essential and several modifications have to be
mplemented in the model. 

The next step after the determination of Johnson–Cook
aterial model is definition of the equation of state (EOS)

o consider the hydrostatic stresses. The stress tensor can
e resolved into two independent components of deviatoric
nd hydrostatic. Applying the EOS, the plasticity can be as-
umed independent of pressure at low pressure condition and
ressure-dependent only at the relatively high pressures. Con-
equently, the EOS is usually used when the imposed stress
tate is highly severe to have a comprehensive and precise
aterial model. As severe plastic deformation is applied dur-

ng the FSW, EOS is necessarily needed to be activated for
PH simulation. To establish an accurate model for in-process
nalyze of the plastic deformation, the Gruneisen EOS is inte-
rated with the FEM model both in tension and compression
tress states. The tool was presumed to stay rigid throughout
he FSW joining process. The rigid material model is there-
ore consorted to the FEM paradigm of the instance to reduce
he simulation time period. In case the parameters such as
ensity, modulus of elasticity and Poisson ratio of the rigid in-
tance are not accurately defined, the FEM solving algorithm
ould encounter with the divergence problem. The proper-

ies of the tool used in the present numerical simulation are
hown in Table 3 . 

.2. Effect of welding/heating parameters on residual stress 
istribution 

The SPH is an applicable Lagrangian method to be uti-
ized for FSW process simulation as it can trace each node in
omain to extract the related field outputs. Since, in SPH sim-
lation, the computational units are assumed to be the nodes
nstead of the elements, heat generation, temperature field,
nd stress distribution during the process can be easily and
ruthfully calculated without the risk of element distortion.

oreover, it preserves Lagrangian nature in which nodes can
e followed at time-dependent field output. Fig. 6 indicates
tress distribution in particle-based SPH simulations in the
omain in which nodes which are the calculation unit. 

In this research, the effects of two operational factors i.e.
otational speed and moving speed together with preheating
emperature were studied on residual stress distributing along
he transverse direction of the weld sample. Figs. 7 –9 illus-
rate stress distribution after FSW of the AZ91 alloy at dif-
erent rotational speeds and constant moving speeds without
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Fig. 7. Residual stress field (Pa) in the welded samples processed at constant moving speed of 100 mm/min and moving speeds of (a) 100 rpm, (b) 50 rpm 

and (c) 150 rpm. (No preheat). 
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ny preheating. The same situations for the case of 100 °C
reheating heat treatment were resulted in Figs. 10 –12 . The
bserved trend as a function of tool rotation rate can be ra-
ionalized as follows: increasing tool rotation rate enhances
he peak temperature in the as-welded material. The extent of
hermal load and resulting residual stress would be relatively
igher at elevated peak temperature in the material segment of
railing sideways where welding tool effect is highly frailer.
his results in a decrease in residual stress. Similarly, a higher
eak temperature would widen the weld nugget width increas-
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Fig. 8. Residual stress field (Pa) in the welded samples processed at constant moving speed of 50 mm/min and moving speeds of (a) 600 rpm, (b) 900 rpm 

and (c) 1200 rpm. (No preheat). 
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i  
ng the width of the zone under longitudinal tensile residual
tresses. The heat source formed during tool rotation leads to
 concentrated thermal gradient in the base metal zone and
hereby an inhomogeneous severe deformation. In the FSW,
nd at any definite temperature, the zones adjacent to the
ool is subjected to thermal stresses approximately equal to
he material yield stress. Along the regions behind the pass-
ng heat source, the welded material begin losing temperature
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Fig. 9. Residual stress field (Pa) in the welded samples processed at constant moving speed of 150 mm/min and moving speeds of (a) 600 rpm, (b) 900 rpm 

and (c) 1200 rpm. (No preheat). 
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i  
nd thereby contracting. The vicinal material, however, re-
tricts the contraction of the spot and hence, tensile stresses
ends to spawn at place. The farther is the distance from the

oving heat source, the higher the magnitude of the generated
ensile thermal stress would be. For the zones in front of the
eat source, the metal is assumed in its original temperature
nd thermal stresses are anticipated to be almost zero. 

Analogously to the rotation speed, the variation of the tool
oving speed gives rise to different residual stresses distribut-

ng throughout the welded samples. Figs. 13 –15 show changes
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Fig. 10. Residual stress field (Pa) in the welded samples processed at constant moving speed of 150 mm/min and moving speeds of (a) 600 rpm, (b) 900 rpm 

and (c) 1200 rpm. (With preheat). 
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Fig. 11. Residual stress field (Pa) in the welded samples processed at constant moving speed of 150 mm/min and moving speeds of (a) 600 rpm, (b) 900 rpm 

and (c) 1200 rpm. (With preheat). 
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Fig. 12. Residual stress field (Pa) in the welded samples processed at constant moving speed of 150 mm/min and moving speeds of (a) 600 rpm, (b) 900 rpm 

and (c) 1200 rpm. (With preheat). 
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Fig. 13. Residual stress field (Pa) in the welded samples processed at constant rotational speed of 600 rpm and rotational speeds of (a) 50 mm/min, (b) 
100 mm/min and (c) 150 mm/min. (No preheat). 
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d  
n the distribution of residual stresses against the tool moving
peed while the rotational speed is kept constant and with-
ut preheating. The corresponding stress for the same condi-
ions with a 100 °C can be seen in Figs. 16 –18 . A decrease
n longitudinal residual stresses can be distinguished with de-
rease in rotational speed, whereas not exactly the same trend
as perceived in the case of transverse residual stresses with

ool moving speed variation. A decreasing tool moving speed
auses a higher amount of heat input in the material segment
uring FSW leading to a temperature rise in the as-welded
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Fig. 14. Residual stress field (Pa) in the welded samples processed at constant rotational speed of 900 rpm and rotational speeds of (a) 50 mm/min, (b) 
100 mm/min and (c) 150 mm/min. (No preheat). 
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ample. A higher peak temperature would result in a higher
hermal stress relieving effect on the trailing crosswise of the
otating tool. As a result of the stress herelief reduced residual
tresses are created at the lower tool rotation rate. 

Fig. 19 illustrates the effect of preheating on residual stress
n the samples with and without preheating before welding
t a specific welding conditions, i.e. constant rotational and
oving speeds. This figure can be considered as the repre-

entative for all other welding situations as the trend was the
ame comparing to other similar cases. In all the different
ombinations of the welding parameters, the magnitude of
he residual stresses both in the longitudinal and transverse
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Fig. 15. Residual stress field (Pa) in the welded samples processed at constant rotational speed of 1200 rpm and rotational speeds of (a) 50 mm/min, (b) 
100 mm/min and (c) 150 mm/min. (No preheat). 

d  

a  

o  

b  

t  

i  

t  

s  

n  

o  
irections decreases with increasing of the preheating temper-
ture. In the preheated samples, the heat generation stemmed
f tool rotation form a less concentrated thermal ramp in the
ase metal and result in a more homogeneous material dis-
ortion. In the case, the stress in the zones around the tool
s relatively lower than the material yield strength at a given
emperature and it would be a weaker propensity for sample
hrinkage as well. At the same conditions as with the case of
o preheating, the adjacent material restrict the distortion rec-
mpense and therefore, residual tensile stresses are formed.
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Fig. 16. Residual stress field (Pa) in the welded samples processed at constant rotational speed of 600 rpm and rotational speeds of (a) 50 mm/min, (b) 
100 mm/min and (c) 150 mm/min. (With preheat). 
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ooling rate is of contrariwise proportion with the preheating
emperature which produces a ductile microstructure that in-
rease resistance to weld cracking. Decrease in cooling rate,
hich yields ductile microstructure increase welded material

esistance to cracking and also moderate shrinkage stress be-
ween the weld zone and base metal. Preventing chilling effect
nd ensuring about appropriate fusion, moisture elimination
rom the plat and enhanced tool lifetime can be other use-
ul advantages of having the part preheated prior to FSW
rocess. 
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Fig. 17. Residual stress field (Pa) in the welded samples processed at constant rotational speed of 900 rpm and rotational speeds of (a) 50 mm/min, (b) 
100 mm/min and (c) 150 mm/min. (With preheat). 
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.3. FEM synchronization and quasi-static analysis 

To preserve the accuracy in 3D FEM simulation of the
SW, considering the severe deformation using C3D8R ele-
ents, (eight nodes with three degrees of freedom in Carte-
ian space) element size should be selected. Although mesh is
ot the calculation unit in the SPH simulation, the number of
odes in the model and their concentration are controlled by
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Fig. 18. Residual stress field (Pa) in the welded samples processed at constant rotational speed of 1200 rpm and rotational speeds of (a) 50 mm/min, (b) 
100 mm/min and (c) 150 mm/min. (With preheat). 
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a  
he mesh size. It is somehow guarantee the numerical solu-
ion convergence as well as independency of the results on the

esh arrangement. Accordingly, two welding conditions were
elected to examine the element size dependency of simula-
ion in which different mesh sizes were employed from fine
o coarse. The selected models used as extreme cases are the
nes with rotational speed of 1200, moving speed of 150 m/s,
nd with and without preheating. The size analysis ranged
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Fig. 19. Effect of preheating on residual stress field (Pa) in different welding conditions i.e. (a) rotational speed of 600 rpm - moving speed of 100 mm/min 
without preheat (b) rotational speed of 600 rpm - moving speed of 100 mm/min wit preheat (c) rotational speed of 1200 rpm - moving speed of 150 mm/min 
without preheat (d) rotational speed of 1200 rpm - moving speed of 150 mm/min wit preheat. 
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Fig. 20. Comparison of internal energy versus kinetic energy during the FSW 

at rotational speed of 1200 rpm and moving speed of 150 mm/s (a) without 
and (b) with preheating. 
rom 0.1 to 1 mm and evaluation of the size-dependency of
aximum stress at the final stage of welding predicted that

he mesh size of 0.4 could be used as the threshold for the
esh size independency and reliable stress analysis. 
As the mass scaling utility was implemented to the model,

 verification step is necessary to be performed to ensure
reserving the accuracy while the computational cost of the
imulation is reduced. The ratio of kinematic energy to overall
nternal energy for model was weighted against each other
 Fig. 20 ). The satisfactory mass scaling factor for the analysis
s achieved when the kinetic energy is less than ten percent of
he total energy. As seen in Fig. 20 , the ALLKE/ALLIE ratio
or mass scaling of 1000 has an approximate maximum ratio
f ten percent which means that the FSW can be determined
s quasi-static case at the onset of the practice. It can be
educed that, using a value of 1000 for the mass scaling
s not of significant influence on the accuracy of simulation
esult while CPU runtime become noticeably reduced. 

.4. ANFIS model for predicting residual stress of the 
riction stir welded AZ91 alloy 

ANFIS is a high performance input-output mapping
aradigm based on simultaneous adaptive learning ability of
he nodes used in the ANN and logical rule-based inference
atterns of the fuzzy logic. The schematic design of a typical
NFIS is presented in Fig. 21 . 
The details of the methodology for this adaptive system is

efined throughout its five layer function activation as follows:
Layer 1 (Input layer): The membership functions (MF)

f inputs that can get different shapes like triangle-shape,
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Fig. 21. Typical architecture of ANFIS model. 
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Fig. 23. The hybrid Experimental/ SPH/ ANFIS workflow for residual stress 
estimation. 
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ell-shape, trapezoid, or etc. The bell-shape MF was selected
or the fuzzification of input and output data, according to
q. (5) : 

 ( x ) = 

1 

1 + 

1 [
( x−a 

b ) 
c ]2 

(5)

here a, b and c terms characterize the ’premise ‘parame-
ers of the defined function. Every MF transforms the crisp
ata to fuzzy ones by assigning membership degrees to every
ndividual input. 

Layer 2 (Product layer): In this layer, the incoming fuzzi-
ed signals are multiplied by each other and the outcome
rovides the attained terms as: 

 i = μi ( A ) × μi ( B ) (6)

here w i represents the weight of the layer and μi terms are
he MFs matching linguistic-based concept. 
Fig. 22. The architecture of ANFIS for the prediction
Layer 3 (Normalize layer): In the third layer, normaliz-
ng of the weight function happens by constructing w̄ as the
ormalized weight value for n number of weights: 

¯ = 

w i ∑ n 
1 w i 

(7) 

Layer 4 (Defuzzification layer): The defuzzification step
akes place after summation of all involved weights are cre-
ted: 

 i = w i f i = w i 
(
p x. x + q y. y + r i 

)
(8)

n which, the three terms of p, q and r are known as the
onsequent parameters. 

Layer 5 (Output layer): The total output is then calculated
y taking a sum over all the incoming signals: 

¯ = 

w i f ∑ n w i f 
(9) 
1 

 of residual stress during FSW of AZ91 alloy. 
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Fig. 24. Iso-stress contours for all possible welding assortments for those processed (a) with no preheating and (b) with a 100 °C preheating regime. 
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Fig. 25. Cross-validation of ANFIS results with experimental data. 

Fig. 26. Sensitivity analysis of residual stress to welding the parameters dur- 
ing FSW. 
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The ANFIS is mainly based on Takagi–Sugeno inference
odel and its training activity is performed by a set of hybrid

earning regulations. The “premise” parameters are contin-
ously restructured by back-propagation learning algorithm,
nd the “constant” parameters are recognized by the least
ean squares approximation. The general output can be stated

n terms of the combination of developed constant terms using
q. (10) : 

f = 

w 1 

w 1 + w 2 
f 1 + 

w 2 

w 1 + w 2 
f 2 = w̄ 1 f 1 + w̄ 2 f 2 

= w 1 ( p 1 . x + q 1 y + r 1 ) + w 2 ( p 2. x + q 2 y + r 2 ) (10) 

hich can be expressed in the matrix form of Eq. (11) : 

 = XW (11)

In the training procedure, the premise factors of adaptive
ystem are rationalized by the gradient descent method based
n Eq. (12) : 

 mn ( n + 1 ) − A mn ( n ) = ( L.R ) × ∂E 

∂n 

(12) 

 = 

( f T − f ) 2 

2 

(13)

here ( L.R ) and E represent the learning rate and system
nergy, respectively and f T and f (according to Eq. (10) ) are
argeted and predicted values. In order to establish the partial
erivative of energy with respect to its dependent parameters,
hain rule is applied to Eq. (7) in the form of Eq. (14) : 

dE 

da 

= 

(
∂E 

∂ f 

)(
∂ f 

∂w 

)(
∂w 

∂μ

)(
∂μ

∂a 

)
(14) 

By integrating and replacing Eq. (10) in Eq. (13) , Eq.
14) can be restated in the form of Eq. (15) : 

dE 

da 

= ( f T − f ) 

( 

∂ 
(
p x. x + q y. y + r i 

)
∂w 

) (
∂w 

∂μ

)(
∂μ

∂a 

)
(15) 

The four inputs of ANFIS model for predicting residual
tress are welding parameters i.e. rotational speed (n) and
inear moving velocity ( V )) together with distance form weld
ine center and preheating temperature. In the model, n gets
he values of 600, 900 and 1200 rpm and V ranges from 50,
00 and 150 mm/min. The welding was performed in all the
onditions with preheating temperature of 100 °C and with-
ut preheating and residual stress was measured at different
istances of 40, 50, 60 and 70 mm from the weld center. The
otational speed, moving velocity, preheating temperature and
istance from weld center are the ANFIS inputs and residual
tress is the single output of the model. Based on the analysis
escribed, the types of MF for all the four input variables are
ell-shaped. The developed construction of ANFIS model to
alculate the residual stress of the welded the AZ91 alloy is
resented in Fig. 22 . 

To attain the experimental data required for validation of
umerical simulation, two AZ91 Mg parts was welded by
he FSW process at the same conditions implemented in one
f the numerical simulations ( n = 900 rpm - V = 100 mm/s –
 = 25 °C) and the residual stresses were measured in the as-
eld surface. The essential data for ANFIS learning are pro-
ided by a less overpriced technique like the numerical calcu-
ations. A numerical model of the FSW was established in the
ommercial finite element software, ABAQUS 

R ©, and results
ere compared with the experimental tests which were ac-

omplished to authenticate the FEM model. A total 72 FEM
un solutions were performed in order to acquire the required
ata for training and testing the ANFIS. The ANFIS is then
eveloped in MATLAB 

R © 2016 where it was trained by the
ata obtained from the finite element results of the residual
tress. A well-trained ANFIS enabled to predict the previously
een data was blind-tested against new unseen data during the
o-called testing phase. The hybrid methodology used in the
resent paper (Experimental, FEM and ANFIS) is schemati-
ally described in Fig. 23 . 

Fig. 24 shows the results of testing the integrated predic-
ion outputs in all the possible combinations of training and
esting data. 16 data were selected randomly in the range of
he process input parameters to be used at the testing phase
nd the performance of model was evaluated by comparing
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Fig. 27. Stress measurement at (a) weld line, (b) transverse direction and (c) reflected wave indications at 4 mm transverse distance from weld line. 
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NFIS results with those obtained from validated SPH sim-
lations (targets). 

The regression line of the targets/outputs is shown in
ig. 25 . As indicated, the assessed results are of an acceptable
ccuracy in the specified range, and finite element simulation.

.5. Sensitivity analysis 

Sensitivity analysis is typically carried out to study the
ensitivity of the ANFIS model outputs to the inconsistency
f input factors. In this research work, an attempt was made
o regulate the influence and consequence of the FSW process
arameter on residual stress of the welded samples. Keeping
his in mind, the output variation were monitored as a func-
ion of incremental changing of the input parameter. The vari-
tion values of 5 and 10 were nominated for the model inputs
nd output was determined by the final well-trained ANFIS
tructure. The sensitivity of every individual input was then
alculated by Eq. (16) . 

ensitivity level of X i ( % ) 

= 1 /N 

N ∑ 

j=1 

(
%Change in stress 

%Change in welding parameter 

)
j 

(16) 

here N is the number of data-points. 
Fig. 26 shows the results of the sensitivity analysis. Re-

ults show that the temperature has the greatest effect while
train rate and strain have comparatively less influence on
igh temperature mechanical properties of the samples. 

.6. Model verification: ultrasonic measurement of residual 
tress field 

Based on the basic principles of acousto-elasticity, there
xist a relation between the longitudinal wave velocity pro-
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Fig. 28. Validation of the SPH model by using the ultrasonic wave measure- 
ment. 
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iferating alongside the stress track and the stress which is
btained. In the field test, the space between the sending and
eceiving transducer is constant and the sound velocity vari-
tion can be recognized by computing the adjustment of the
ound time. As reported by [17] , the correlation between the
nduced stress and the time change of sound transmission can
e given by Eq. (17) : 

dσ

dt 
= − 2 

K αt 0 
(17) 

here K α represents the stress coefficient and t 0 is the time
equired for the longitudinal wave to spread over a fixed dis-
ance with no transversally induced stress. 

Once the longitudinal critical reflected wave is excited
rom a sending/receiving probe-pair at a certain depth of sta-
le distance in component of finite thickness stress, the pen-
tration depth of the wave is assumed to be a function of
requency ( f ). Javadi et al. [17] proposed that the detection
epth ( D ) alters as the frequency of the excitation/receiving
ransducer fluctuates. The relationship between the depth and
he frequency satisfies the following Eq. (18) : 

 = V × f −0. 96 (18)

here D is the penetration depth of the wave, f is the send-
ng/receiving transducer frequency and V is the velocity of
he reflected wave in the sample. Taking the abovementioned
elations and the distance between the two probes ( L ), the
esidual stress can be measured by ultrasonic testing. It should
e noted that, some considerations such as surface roughness
nd geometry of component have to be considered and their
ffect have to be involved in the measurement. The probe in-
tallation and wave presentation in ultrasonic testing device
an be seen in Fig. 27 . 

After calculation of appropriate setting and instrumen-
al/calibration constant, the transmission and receiving period
f the wave in the FSW samples, the resultant residual stress
or each point of the weld zone can be calculated. The spec-
mens are prepared by wire-cut electro-discharge machine to
educe the interference of unpredicted effects. 

Fig. 28 shows that the distribution of longitudinal and
ransverse residual stress as compared to the simulated ones
y the SPH approach. There is a good accordance between
he simulated and experimentally measured residual stress in
he directions of desire. This illustration verifies the accu-
acy and acceptable predictability of the SPH calculations in
imulation of AZ91 FSW process. Some deviations, however,
re observed in the results that can be attributed to both the
ound-up task of FEM solver and the ultrasonic pulses resolu-
ion that cannot preserve the accuracy in measuring the micro-
cale stresses caused by heterogeneity of the microstructure
r grain misorientation. 

. Conclusions 

A combined approach of experimental, smoothed particle
ydrodynamic and neuro-fuzzy inference system were utilized
o predict the residual stress of friction stir welded AZ91 part
y varying its welding/preheating parameters. A number of
onclusions can be drawn from the analysis and discussions:

- Unlike the conventional element-based methods, SPH as a
Lagrangian particle technique can simulate the welding dy-
namics, severe plastic deformation, and the induced stress
history without any need for the intricate tracking patterns.
- With the data obtained from the ultrasonic testing, a very

good agreement was found between results of the SPH
simulation for residual stress proving the potential of the
proposed model. 
- The effect of all the involved welding parameters and the

preheating temperature on the residual stress and their sen-
sitivity was investigated using results of the numerical SPH
simulation and neuro-fuzzy system. 
- The Johnson–Cook constant parameters for AZ91 Mg al-

loy was determined by using non-linear least square fitting
method to be implemented in the SPH framework as the
material model. 
- The ANFIS has been trained by a virtual testing campaign

accomplished by the SPH model. It provides acceptable
errors both in the learning and the testing validation cases.
The optimum results have been obtained with Gaussian
membership functions for all the inputs. 
- The proposed combined methodology allows developing

an ANFIS that efficaciously predict residual stress of
welded AZ91 with different FSW parameters. This hybrid
numerical-soft computational model, authenticated by ul-
trasonic tests, is capable to mimic the effect of the oper-
ational/temperature factors on the residual stress distribu-
tion. 
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