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SUMMARY

In this thesis, we address problems of quantitative risk management using a specific set
of tools that go under the name of Lorenz curve and inequality indices, developed to
describe the socio-economic variability of a random variable.

Quantitative risk management deals with the estimation of the uncertainty that is
embedded in the activities of banks and other financial players due, for example, to
market fluctuations. Since the well-being of such financial players is fundamental for
the correct functioning of the economic system, an accurate description and estimation
of such uncertainty is crucial.

However, this task is complicated by the nature of the randomness involved. In fact,
unlike other phenomena, typical of the physical world, where the randomness is given by
measurement error and so governed by Gaussian laws, financial data deviate from gaus-
sianity and often exhibit heavy-tailed behavior meaning that rare and disruptive events
have a non-negligible chance of happening. Mathematically this translates in phenom-
ena that have highly asymmetric distributions and that may not be L2−integrable, mak-
ing most of the standard modeling techniques inaccurate and biased.

The problem of describing and summarizing uncertainty for models departing from
gaussianity have been tackled by statisticians and mathematicians when trying to build
methods to study socio-economic phenomena. The most celebrated example is proba-
bly the Pareto distribution, the prototype for many heavy-tailed models, which was de-
veloped to describe the size of human settlements.

Within socio-economic models probably the most successful tool to analyze variabil-
ity is the Lorenz curve and inequality indices derived from it.

The Lorenz curve is a transformation of a positive valued random variable which
maps its quantile function into an increasing convex function space. This type of trans-
formation allows picturing the variability induced by a random variable in a clearer and
more compact way than by looking at its probability or cumulative density function. Ad-
ditionally, by studying the geometry of such transformation it is possible to build mea-
sures that capture different aspects of the variability of a random variable. In this thesis,
we focus in particular the L1 functional distance between the Lorenz curve associated to
a deterministic constant and the Lorenz curve obtained from the data that goes under
the name of Gini index.

This thesis is essentially split up into two parts. In the first one, we deal with the is-
sue of tail variability measurements for portfolio loss distributions using the descriptive
power of the Lorenz curve. In the second one, we exploit probabilistic properties of the
Lorenz curve such as stochastic orderings, relations with majorization and its represen-
tation as a convex distortion, to tackle risk management problems related to dependence
and systemic risk.

In Chapter 2 we build, starting from the Gini index, several tools for the estimation
of the tail variability of a loss distribution. In particular, by truncating the distribution at
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its Value-at-Risk we build another transformation of the quantile function, called Con-
centration Profile which provides a better interpretation of the reliability of the Expected
Shortfall and still recovers the original distribution up to a constant allowing not only to
describe variability but also to perform model selection. Real data examples and sim-
ulations are provided along with an application of the choice of threshold problem for
extreme value theory.

In Chapter 3 we study the behavior of the non-parametric estimator of the Gini index
when a heavy-tailed stochastic environment is assumed. In particular, we study its lim-
iting distribution via the application of the Generalized Central Limit theorem for order
statistics and we prove how the loss of symmetry of the limiting α−stable distribution
when the second moment becomes infinite may increase the bias in the estimation. We
finally suggest the use of a finite sample correction based on the mode-to-mean distance
to improve the consistency of the estimator.

In Chapter 4 we apply the notion of majorization, a partial order on positive real vec-
tors strongly related with the Lorenz curve, to study financial correlation matrices. In
particular, we derive a set of axioms that ordering over the space of correlation matrices
should have in order to capture financial risk. We prove that the partial order obtained
from the majorization of the spectra of correlation matrices respects these axioms and
that it can be used to build summary measures. In particular, we show how many sum-
mary measures of correlation matrices used in practice are consistent with such order.
We further investigate the validity of such order by checking its presence in empirical
data. We find out that, by looking at the Industrial Dow Jones, correlation matrices are
ordered with respect to each other more consistently right before and during financial
turbulence. From this observation, we build a simple warning system that generates a
signal by looking at the ordering trends of daily correlation matrices showing that such a
system produces much more information than just a single risk measure.

In Chapter 5 we use the geometry of the Lorenz curve, a convex distortion of the
identity map, to build Archimedean generators for the construction of bivariate copulas.
We show how any non-strict bivariate Archimedean copula can be obtained using a dual
of the Lorenz curve as its generator. We further characterize the right-tail properties of
such copulas in terms of the univariate random variable associated to Lorenz curve used
to span them. We also show how the Gini index is related to the Kendall’s τ measure of
association and that the Lorenz and the star stochastic orders can be related to stochas-
tic multivariate orderings. Finally, we provide simulations and algebraic formulas for
the cumulative distribution function and Kendall functions of some of such generated
copulas.

Finally, in the conclusions, further research questions are posed. Among others, we
propose to use again the geometric structure of the Lorenz curve to build Pickands de-
pendence functions for extreme value theory applications and to exploit the inequality
indices as dependence measures for diagonal and Archimedean copulas.



SAMENVATTING

In dit proefschrift behandelen we problemen van kwantitatief risicobeheer met behulp
van een specifieke set hulpmiddelen die onder de naam Lorenz-curve en ongelijkheids-
indexen vallen, ontwikkeld om de sociaal-economische variabiliteit van een willekeurige
variabele te beschrijven.

Kwantitatief risicobeheer houdt zich bezig met de schatting van de onzekerheid die
is ingebed in de activiteiten van banken en andere financiële spelers, bijvoorbeeld door
marktschommelingen. Aangezien het welzijn van dergelijke financiële spelers van fun-
damenteel belang is voor de juiste werking van het economische systeem, is een nauw-
keurige beschrijving en schatting van dergelijke onzekerheid cruciaal.

Deze taak wordt echter gecompliceerd door de aard van de willekeur. In tegenstel-
ling tot andere fenomenen, typerend voor de fysieke wereld, waar de willekeur wordt
gegeven door meetfouten en dus wordt beheerst door Gauss-wetten, wijken financiële
gegevens af van Gaussianiteit en vertonen ze vaak zwaarachtig gedrag, wat betekent dat
zeldzame en verstorende gebeurtenissen een niet- verwaarloosbare kans hebben om te
gebeuren. Wiskundig vertaalt dit zich in fenomenen die zeer asymmetrische verdelin-
gen hebben en die mogelijk niet L2− integreerbaar zijn, waardoor de meeste standaard
modelleringstechnieken onnauwkeurig en bevooroordeeld zijn.

Het probleem van het beschrijven en samenvatten van onzekerheid voor modellen
die van gaussianiteit afwijken, is aangepakt door statistici en wiskundigen bij het probe-
ren methoden te ontwikkelen om sociaal-economische fenomenen te bestuderen. Het
meest gevierde voorbeeld is waarschijnlijk de Pareto-distributie, het prototype voor veel
zwaarstaartmodellen, dat werd ontwikkeld om de grootte van menselijke nederzettingen
te beschrijven.

Binnen sociaal-economische modellen is waarschijnlijk de meest succesvolle tool
om variabiliteit te analyseren de Lorenz-curve en daarvan afgeleide ongelijkheidsindexen.

De Lorenz-curve is een transformatie van een willekeurige willekeurige variabele met
een positieve waarde, die zijn kwantiele functie in een toenemende convexe functie-
ruimte in kaart brengt. Dit type transformatie maakt het mogelijk om de variabiliteit die
wordt geïnduceerd door een willekeurige variabele op een duidelijkere en compactere
manier weer te geven dan door te kijken naar de waarschijnlijkheid of de cumulatieve
dichtheidsfunctie. Door de geometrie van een dergelijke transformatie te bestuderen, is
het bovendien mogelijk om maatregelen te bouwen die verschillende aspecten van de
variabiliteit van een willekeurige variabele bevatten. In dit proefschrift richten we ons in
het bijzonder op de functionele afstand van L1 tussen de Lorenz-curve geassocieerd met
een deterministische constante en de Lorenz-curve verkregen uit de gegevens die onder
de naam Gini-index gaan.

Dit proefschrift is in wezen opgesplitst in twee delen. In de eerste behandelen we de
kwestie van staartvariabiliteitsmetingen voor portefeuilleverliesverdelingen met behulp
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van de beschrijvende kracht van de Lorenz-curve. In de tweede gebruiken we probabilis-
tische eigenschappen van de Lorenz-curve, zoals stochastische ordeningen, relaties met
majorisatie en de weergave ervan als een convexe vervorming, om risicobeheersingspro-
blemen met betrekking tot afhankelijkheid en systeemrisico aan te pakken.

In Hoofdstuk 2 bouwen we, uitgaande van de Gini-index, verschillende hulpmidde-
len voor de schatting van de staartvariabiliteit van een verliesverdeling. In het bijzonder
bouwen we door het afkappen van de verdeling naar zijn Value-at-Risk een nieuwe trans-
formatie van de kwantiele functie, genaamd concentratieprofiel, die een betere interpre-
tatie geeft van de betrouwbaarheid van de verwachte tekortkoming en de oorspronke-
lijke verdeling nog steeds herstelt tot een constante waardoor niet alleen om variabiliteit
te beschrijven, maar ook om modelselectie uit te voeren. Echte gegevensvoorbeelden en
simulaties worden verstrekt samen met een toepassing van de keuze van het drempel-
probleem voor extreme waardetheorie.

In Hoofdstuk 3 bestuderen we het gedrag van de niet-parametrische schatter van
de Gini-index wanneer een stochastische omgeving met een zware staart wordt veron-
dersteld. In het bijzonder bestuderen we de beperkende distributie via de toepassing
van de algemene centrale limietstelling voor orderstatistieken en we bewijzen hoe het
verlies van symmetrie van de beperkende α− stabiele distributie wanneer het tweede
moment oneindig wordt, de bias in de schatting. We suggereren ten slotte het gebruik
van een eindige monstercorrectie op basis van de modus-tot-gemiddelde afstand om de
consistentie van de schatter te verbeteren.

In Hoofdstuk 4 passen we het begrip van majorisatie toe, een gedeeltelijke volgorde
op positieve reële vectoren die sterk verband houden met de Lorenz-curve, om financi-
ële correlatiematrices te bestuderen. In het bijzonder leiden we een aantal axioma’s af
die ordening over de ruimte van correlatiematrices zouden moeten hebben om finan-
cieel risico te vangen. We bewijzen dat de gedeeltelijke volgorde die is verkregen uit de
majorisatie van de spectra van correlatiematrices deze axioma’s respecteert en dat het
kan worden gebruikt om samenvattende maatregelen te bouwen. In het bijzonder laten
we zien hoeveel samenvattende maten van correlatiematrices die in de praktijk worden
gebruikt, consistent zijn met een dergelijke volgorde. We onderzoeken de geldigheid van
een dergelijke bestelling verder door de aanwezigheid ervan in empirische gegevens te
controleren. We komen erachter dat, door te kijken naar de Industrial Dow Jones, cor-
relatiematrices ten opzichte van elkaar consistenter zijn geordend vlak voor en tijdens
financiële turbulentie. Op basis van deze observatie bouwen we een eenvoudig waar-
schuwingssysteem dat een signaal genereert door te kijken naar de ordeningstrends van
dagelijkse correlatiematrices waaruit blijkt dat een dergelijk systeem veel meer informa-
tie produceert dan slechts een enkele risicomaatstaf.

In Hoofdstuk 5 gebruiken we de geometrie van de Lorenz-curve, een convexe ver-
vorming van de identiteitskaart, om Archimedische generatoren te bouwen voor de con-
structie van bivariate copula’s. We laten zien hoe elke niet-strikte bivariate Archimedi-
sche copula kan worden verkregen met behulp van een tweevoud van de Lorenz-curve
als generator. We karakteriseren verder de eigenschappen van de rechtstaart van der-
gelijke copula’s in termen van de univariate willekeurige variabele geassocieerd met de
Lorenz-curve die wordt gebruikt om ze te overspannen. We laten ook zien hoe de Gini-
index is gerelateerd aan de τ -maatstaf van de Kendall en dat de Lorenz en de ster-
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stochastische orders kunnen worden gerelateerd aan stochastische multivariate bestel-
lingen. Tot slot bieden we simulaties en algebraïsche formules voor de cumulatieve dis-
tributiefunctie en Kendall-functies van sommige van dergelijke gegenereerde copula’s.

Ten slotte worden in de conclusies verdere onderzoeksvragen gesteld. We stellen on-
der andere voor om de geometrische structuur van de Lorenz-curve opnieuw te gebrui-
ken om Pickands-afhankelijkheidsfuncties te bouwen voor toepassingen met extreme
waardetheorieën en om de ongelijkheidsindexen te gebruiken als afhankelijkheidsmaat-
staven voor diagonale en Archimedische copula’s.
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1
INTRODUCTION

1.1. INTRODUCTION
In this thesis we study problems of quantitative risk management using tools that may
seem unconventional when looking at the common risk management literature. In par-
ticular we are interested in the applicability of tools developed in the social sciences to
measure the concentration of wealth in the society: objects like the Lorenz curve and the
associated indices.

We argue that these tools posses some analytic and geometric properties that are
suitable to efficiently represent risk in portfolios, to construct new risk measures, and to
investigate relevant facts and statistical regularities of financial markets.

We hope to convince the reader that Lorenz-based methodologies are powerful and
useful when applied to financial risk problems. Additionally–and interestingly–we will
show that some of these tools have already been used by risk theorists and practitioners,
but without a clear acknowledgment nor understanding.

The goal of this thesis is therefore twofold. First, we provide new results on (portfo-
lio) tail risk in Chapters 2 and 3, on systemic risk in Chapter 4, and on dependence in
Chapter 5. Second, we aim at bringing more awareness in the risk management com-
munity about the use of the Lorenz curve and its derivations as an additional powerful
toolbox.

1.1.1. THE BASIC TOOLS
Let us now introduce the basic objects we will deal with in this thesis, explaining how
they are related to each other and providing some history behind.

The contents of this work are built on the contributions of two scholars who lived
more than a century ago: the Italian statistician Corrado Gini, and the American economist
Max Otto Lorenz.

Corrado Gini, born in 1884 in the Venetian town of Motta di Livenza, was an Italian
statistician, founder of the Italian journal of statistics Metron and of the statistics faculty
of the University of Rome. During his life he studied many different topics spanning
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from law and economics, to actuarial sciences, demography and statistics. However,
Gini’s most famous contribution was probably the study and the development of the
inequality measure that inherited his name: the Gini index.

During his studies on the concentration of wealth, Gini developed the following in-
tuition regarding the variability of phenomena studied in statistics. He argued that there
exist two fundamentally different types of statistical variability according to the origin of
the data at use. One is the variability originated from the measurement error, which is
typical of the natural physical world, where a true value exists, such as the position of
a celestial body or the height of a mountain, but it is hidden to the observer by the in-
ability of having a precise measurement. The second type of variability, that we shall call
socio-economic variability, belongs conversely to the socio-economical framework and
it reflects a true heterogeneity, like when measuring the wealth of people. Gini reckoned
that, given their core differences, these two types of variability should be measured dif-
ferently. Using Gini’s own words [1], "a measure for the variability of natural world’s data
should answer the question about how much the different measurements differ from the
real value, while a measure for the variability of the socio-economic world’s data should
provide information about how much the different objects differ from each other."

In particular, Gini pointed out that most of the measures of variability used in the
literature, such as the variance, the mean absolute deviation or the median absolute de-
viation were only appropriate for the first type of variability, and he thus advocated for
the development of measures able to capture the second type of variability.

Hence Gini developed the concept of mean difference, sometimes denoted by ∆, and
later called Gini mean difference (GMD) in his honor. Tracking the original formulation
of this measure is hard since it has been "rediscovered" many times: Yitzhaki collects
more than 12 different formulations [2]. In Equation (1.1) we report the formulation
which is believed to be the one originally used by Gini in its monograph Variabilità e
Mutabilità [3], i.e.

GMD = 2

n(n −1)

n+1
2∑

i=1
(n +1−2i )(x(n−i+1) −x(i )), (1.1)

where x(1), x(2), ..., x(n) is a vector of n positive observations sorted in non-decreasing or-
der. An alternative formulation for the GMD is obtained noting that if we allow the sum-
mation to count until n and taking the absolute value of the differences x(n−i+1) − x(i ),
dividing everything by 2 to avoid double counting we obtain the following expression
for the GMD which turns to be quite useful when expressing the GMD for continuous
random variables, see Equation (1.4):

GMD = 1

n(n −1)

n∑
i=1

(n +1−2i )|x(n−i+1) −x(i )| (1.2)

At this point it is important to mention that in 1948, 36 years after Gini first developed
his variability measures, Hoeffding in his pioneering work on U-statistics [4] proved that
also the variance can be expressed in terms of squared differences between single ob-
servations, (xi − x j )2. This result may seem to be a major critique to Gini’s distinction
between socio-economic variability and the physical one, however this is not the case.
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In fact, Gini’s argues that another key feature of measure of socio-economic variability
is the presence of a weighting scheme, called the rank that penalizes large differences
between observations. In its GMD this weighting scheme is given by the term n +1−2i
which increases the contribution of high differences between the observations. Such
weighting scheme is not present in Hoeffding’s representation of the variance.

It is easy to notice that Equation (1.1) is bounded between 0 and 2x̄, where x̄ is the
empirical average of the observations, x̄ =∑n

i xi /n. Therefore, by applying the scaling 2x̄
to Equation (1.1), we obtain the celebrated Gini index G which is now bounded between
0 and 1:

G = GMD

2x̄
. (1.3)

Note also that by construction the Gini index attains its lower bound 0 if and only if
each individual in the society owns the same amount of wealth, xi = x j ∀i , j , while its
upper bound 1 is attained if and only if one individual posses the entire wealth, ∃! i |xi > 0
and x j = 0 ∀ j 6= i .

It is then legitimate to ask what happens when the size of the population grows to
infinity. Equation (1.4), answers this question and provides the continuos version of the
Gini index–see [2] for a proof. One has

G = E(|X ′ −X
′′ |)

2E(X )
, (1.4)

where X
′

and X
′′

are two independent identically distributed copies of the non-negative
valued random variable X . In this case, the Gini bounds can be interpreted in terms
of the underlying random variable X . One has G = 0 if and only if X is a determinis-
tic constant, while if G = 1 then the underlying random variable has a non-finite first
moment. In particular it is important to notice that the statement G = 1 makes sense
only when understood as a the limit of a sequence of random variables with quantile
functions more and more steep at F−1(1). This condition can be easily derived using the
Lorenz curve, object that we will introduce next, see [5] for more details.

By looking at Equation (1.1), or equivalently at Equation (1.4), it should be clear why
the Gini index provides an answer to the question asked by Gini [3]. In fact, it provides
the average distance between observations without necessarily relying on the concept of
average, as a fixed point from which one takes the distances of the measurements.

However–I guess–the reader may still not be fully convinced that this is the proper
way to measure socio-economic variability. Luckily, it turns out that the Gini index has a
deeper interpretation in terms of another object used to study socio-economic variabil-
ity, the Lorenz curve, and this makes everything clearer.

The Lorenz curve was introduced in just 35 lines in the PhD thesis of Otto Max Lorenz,
in 1905, to graphically represent the inequality, or disparity in the distribution of wealth
among the individuals of a population [6].

Given a population on n individuals, each of them endowed with a non-negative
wealth (xi )n

i=1, the Lorenz curve was initially defined as:

L

(
i

n

)
=

∑i
j=1 x( j )∑n
j=1 x( j )

i = 0, ...,n; (1.5)
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where x(1), x(2), ..., x(n) is again a non-decreasing ordered vector, and where, to obtain
a continuous function, a linear interpolation between the coordinates (i /n,L(i /n)) is
taken. Finally, by convention, L(0/n) = 0.

Equation (1.5) reads as follows, the (i /n)100% of the individuals own L(i /n)100% of
the total wealth or, in other words, the (1−L(i /n))100% of the total wealth is concentrated
in the hands of the richest (1− i /n)100%. The Lorenz curve can then be considered the
right mathematical tools to verify the so-called Pareto principle [7], and more in general
to analyze other similar wealth concentration statements (e.g. the 1% of the society owns
99% of the total wealth) [8].

The original formulation of the Lorenz curve, provided in Equation (1.5), can be com-
puted when a finite number of data is available. When dealing with continuous quanti-
ties, it is necessary to provide a more general expression for the Lorenz curve, involving
the quantile function.

Given a positive random variable X ∼ F , the quantile function F−1(x) := inf{y ∈ R :
F (y) ≥ x} can be understood as the equivalent of the ordered entries x(i ) in Equation
(1.5).

Observing this, Pietra in 1915 [9] and Gastwirth in 1971 [10] independently defined
the continuous version of the original Lorenz curve as

L(u) =
∫ u

0 F−1(x)dx∫ 1
0 F−1(x)dx

, (1.6)

where F−1(x) is the quantile function of a positive-valued random variable X with finite
mean and cumulative distribution function F (y) = P (X ≤ y). Naturally Equation (1.6)
can be interpreted as the limit of Equation (1.5) when the size n of the population goes
to infinity. A more precise statement involved a Glivenko–Cantelli-type result and was
proven by Goldie [11] in which the almost sure uniform convergence of (1.5) to (1.6) is
proven.

Being the quantile function F−1(x) increasing, its integral must be increasing and
convex. Additionally, by construction, the Lorenz curve has an upper-bound in L(1) = 1.
The Lorenz curve can then be understood as a functional that associates to a positive
random variable X a suitable increasing convex function in the interval [0,1], which re-
covers the original distribution function F (x) up to a constant. Note in fact that F−1(u) =
L′(u)µ.

In this thesis, mainly in Chapters 4 and 5, we exploit an alternative interpretation of
the Lorenz curve, which puts aside its socio-economic nature and rather focuses on its
pure geometric structure.

Being increasing and convex, the Lorenz curve is uniformly bounded from above by
the identity map. The identity map, being trivially convex, is a Lorenz curve as well,
sometimes called the Perfect Equality line in contrast to the Perfect Inequality line, cor-
responding to L(x) = 0, ∀x ∈ [0,1), and L(1) = 1. Deriving Equation (1.6) with L(x) = x, it
can be seen that the identity map is the Lorenz curve associated to a degenerate random
variable distributed according to a Dirac delta function. From this boundary case, by
taking random variables with distribution functions that are more and more spread in
the positive half line, we obtain a distortion of the identity map, whose length increases
in the just cited spread.
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The Lorenz curve can then be understood as a way to generate increasing convex
functions whose gradient has a simple characterization in terms of quantile function of
positive L1−integrable random variables.

We now conclude this short introduction on the Lorenz curve by underlying a very
interesting and useful connection between the Lorenz curve and the partial order over
the set of positive real valued vectors that goes under the name of majorization.

Consider a dataset consisting of two arrays x = (x1, x2, ..., xn), y = (y1, y2, ..., yn) of pos-
itive data points we define the partial order called majorization in the following way:

Definition 1.1. Take two vectors x,y ∈Rn . We say that x majorizes y, in symbols x Â y, if

n∑
i=1

xi =
n∑

i=1
yi (1.7)

and
k∑

i=1
x[i ] ≥

k∑
i=1

y[i ], for all k = {1, ...,n −1}, (1.8)

where x[1], ..., x[n] are the coordinates of the vector x sorted in descending order, so that
x[1] ≥ x[2] ≥ ... ≥ x[n]. If the condition

∑n
i=1 xi =∑n

i=1 yi is not satisfied, we speak of weak
majorization, x

wÂ y.

Majorization has been extensively studied in the 20th century in the works of Muir-
head [12], Schur [13], Dalton [14] and Hardy, Littlewood, Pólya [15] and the monograph
from Marshall and Olkin [16]. Majorization provides a mathematical framework to study
the dispersion of the components of positive vectors. In order to understand what kind
of notion of dispersion is measured by majorization, we state the following important
result due to Hardy, Littlewood, and Pólya [17]:

Theorem 1.1. Let x and y be two real-valued positive vectors of size n, then if x majorizes
y, namely x Â y, then there exists an n ×n doubly stochastic matrix P such that

y = P x. (1.9)

Recall that a double stochastic matrix P is a matrix whose rows and columns sum up
to one. According to Theorem 1.1, if x Â y , then each component of y can be written as
a weighted average of the elements of x, where the weights are the row elements of P ,
namely yi = ∑n

j=1 xi pi , j . Therefore, if vector y is majorized by vector x then y can been
understood as a smoothed version of x with smoothing operator the double stochastic
matrix P . Geometrically, since every double stochastic matrix can be obtained as a con-
vex combination of some permutation matrix [16], implies that if x Â y then y belongs to
the convex hull spanned by x. In general, the larger the convex hull spanned by a vector
the more disperse its components are.

Another important notion strictly related to majorization is the so-called Schur-convex
function. By definition, a Schur-convex function φ :Rn+ →R of a real, positive, vector x is
a function that preserves the majorization ordering, namely if x Â y , then φ(x) ≥φ(y)1.

1φ is said to be Schur-concave if φ(x) ≤φ(y)
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Surprisingly, most of the variability measures used as summary statistics to describe
dispersion of vectors are Schur-convex functions. Some examples are the standard devi-
ation, the Shannon entropy, the mean absolute deviation, the arithmetic and geometric
mean, but also the Gini mean deviation and the Gini index, see [16] for more examples.

Back to the Lorenz curves, using Equation (1.5), the Lorenz curves Ly (i /n), Lx (i /n)
associated to each array can be determined. In particular, if the graphs of these curves do
not intersect and Ly (i /n) ≥ Lx (i /n), then, when denoting by x̂ and ŷ the original arrays
standardized by their mean, x̂i = nxi∑n

i xi
, with the convention that x(1) ≤ x(2) ≤ ... ≤ x(n), the

following relation holds:

k∑
i=1

ŷ(i ) ≥
k∑

i=1
x̂(i ), ∀k = 1, ...,n −1, (1.10)

and trivially
n∑

i=1
ŷi =

n∑
i=1

x̂i . (1.11)

The set of conditions described in (1.10) and (1.11) is easily proven to be equivalent
to those appearing in the definition of majorization. Therefore, the following statement
connecting majorization and the ordering of graphs of Lorenz curves holds.

Proposition 1.1. Let x, y ∈ R+
n and let Lx (u), Ly (u) be their Lorenz curves, if x Â y, then

Lx (u) ≤ Ly (u) ∀u ∈ [0,1).

The proof is quite trivial and can be found in [18]. The result stated in Proposition
1.1 shows that the order induced by looking at the behaviour of Lorenz curves is weaker
than majorization and allows to compare vectors when the condition (1.11) is not met,
making the comparison between population with different total wealth possible, or as
common in risk management when the total losses of the different portfolios differ.

Finally, we briefly mention that the results on majorization and Lorenz curves that
so far have been stated in terms of real vectors can be extended to continuous random
variables. Extension useful when dealing with financial models.

By using Gastwirth’s or Pietra’s representation of the Lorenz curve, the notion of Lorenz
order between random variables can be defined. Namely, let X and Y be two positive
real-valued random variables with finite mean with Lorenz curves LX (u), LY (u) then we
say that X is larger than Y in the Lorenz sense X ≥L Y , if and only if LX (u) ≤ LY (u)
∀u ∈ [0,1]. In particular, the Lorenz order is strictly related to the so-called convex order
[19], a well-known stochastic order which ranks random variables in terms of their ap-
peal to a risk adverse individual [20], assumption often used in optimal portfolio choice
as the Nobel price winner Markowitz showed [21].

With the concept of Lorenz curve and its related partial order in mind we are now
ready to provide a second characterization of the Gini index, which was first discovered
by Pietra in 1915 [9], i.e.

G = 1−2
∫ 1

0
L(p)dp. (1.12)
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Note that after some algebraic manipulation we can re-write Equation (1.12) as

G =
∫ 1

0 |p −L(p)|dp∫ 1
0 |p|dp

. (1.13)

The expression in Equation (1.13) can be interpreted as the normalized L1-distance
between the perfect equality line and the Lorenz curve of the data. With this interpreta-
tion and the results regarding the Lorenz curve at hand, it is straightforward to conclude
that the Gini index properly summarizes the information on the socio-economic vari-
ability embedded in the Lorenz curve measuring how far is the society from a state in
which each individual owns the same amount of wealth. Moreover, by construction, the
Gini index is consistent with the Lorenz order providing a necessary condition for two
datasets to be ordered in the Lorenz sense. All these properties makes the Gini index a
great measure for socio-economic variability.

Clearly, only one number, as the Gini index provides, is not sufficient to describe
the entire behaviour of the Lorenz curve. For this reason many other variability mea-
sures have been developed in the literature. An example is given by the distance indices
DP , [22], which are obtained by generalizing the distance in Equation (1.13) to any Lp -
distance:

Dp = ||p −L(p)||p
||p||p

. (1.14)

Each distance index studies a different feature of the Lorenz curve and, as positive byprod-
uct, a feature of the underlying data. For example by taking p =∞ the Pietra Index [22]
is obtained. Other examples of indices build over the Lorenz curve are developed in the
literature, for example indices based on the length of the Lorenz curve via the Amato
index [23], its curvature [22], or its self-symmetry [24].

On a more general note, hundreds of summary measures for the study of the Lorenz
curve have been developed over the years. These measures are referred to as socio-
economic variability indices, concentration indices or inequality measures2, and more
information can be found in [16, 18, 22].

Recognizing the possibility of applying the Lorenz curve to the study of a problem
thus allows us to use a large variety of indices and measures that have been developed
for more than 100 years, and which are likely to provide new information and insights
on the problem under scrutiny.

In this thesis we will apply exactly this line of reasoning, all the different topics we
will deal with are indeed united under a large portmanteau: they all show a Lorenzian
structure, and they can thus be studied accordingly.

1.2. A GUIDE TO THE THESIS
The content of this thesis can be collected into two parts. The first one is a direct appli-
cation of the original interpretation of the Lorenz curve as a tool to analyze the socio-
economic variability of a dataset. In Chapters 2 and 3 we use the Gini index to study loss
distributions and to draw conclusions over their tail risk.

2Not to be confused with concentration measures for the tail probabilities.
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In the second group, i.e. Chapters 4 and 5, one finds the works in which the focus is
more on the geometrical interpretation of the Lorenz curve.

Following Gini’s argument on the nature of variability, in Chapter 2 we recognize that
the variability usually observed in financial losses is of the socio-economic type, in other
words there is no true value for losses to be measured with an error, but each different
loss carries specific information, as it has manifested itself because of some deeper and
complex mechanism that governs financial markets.

In quantitative risk management, the tail losses average, also known as Expected
Shortfall ESα, is a widespread measure, used on a daily basis. To account for Gini’s cri-
tique, we thus propose a Lorenz-based approach to study the variability of the losses in
a financial portfolio. In particular, we define the truncated version of the Gini index, as
a function of the Value-at-Risk V aRα and call it Concentration Profile G(α), for α ∈ [0,1].
As a consequence of this procedure for a fixed α, G(α) corresponds to the Gini index of a
new random variable Xα with support [V aRα,c), with c ≤∞, and expectationµXα = ESα.

We hence argue that for fixed α, this measure provides a good degree of reliability
of the Expected Shortfall once a Value-at-Risk α-level has been specified. In fact, by re-
calling the definition of Gini index, one knows that if G(α) = 0 then the ESα is the only
possible realizable outcome for the loss distribution above the V aRα, making the Ex-
pected Shortfall a reliable representation of tail risk, i.e. tail losses are more concentrated
around ESα. On the opposite side, values of G(α) closer to 1 signals a high variably of the
truncated loss distribution, making the Expected Shortfall a less precise approximation
for the losses being the structure of the losses a random variable with some infinite mo-
ments.

Furthermore, we prove that this new measure is able to characterize the loss distribu-
tion function up to a constant, opening up to the possibility of using the Concentration
Profile as a tool to compare different loss distributions consistently with the Lorenz or-
der. In particular, starting from the Concentration Profile, we propose a 2-dimensional
map, the Concentration map that assesses the riskiness of portfolios according to their
loss variability (and the risk aversion of the analyst).

Finally we study the behaviour of the Expected Shortfall when weighted by the cor-
responding truncated Gini. We show how this measure, called Concentration adjusted
Expected Shortfall, exhibits different limits according to the parametric family the loss
distribution belongs to. We argue that this type of measure can help to identify and dis-
tinguish classes of parametric distributions and can be a valuable tool for model selec-
tion.

Being the building block of the Concentration profile, the Gini index must be stud-
ied carefully, in particular the properties of its estimators. In Chapter 3 we analyze the
asymptotic behaviour of two types of Gini index estimators under the assumptions of
fat-tailed data with infinite variance–a common situation in the real financial world. We
compare the asymptotic performance of the maximum likelihood estimator for the Gini
index, when a Generalized Pareto distribution structure is assumed for the tails, against
a naive plug-in estimator. In particular, we obtain the α-stable limiting distribution for
the plug-in estimator and show its asymmetry when the underlying stochastic environ-
ment exhibits infinite variance. This reflects into a potential pre-asymptotic bias of the
estimator.
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This result is relevant in risk management because, being risk measures usually com-
puted with historical data (and usually via non-parametric estimators), if the data ex-
hibits heavy-tailed behaviour with infinite variance then the estimation bias could lead
to an underestimation of risk.

Chapter 4 deals with systemic risk. Mathematically, this type of risk is often studied
by modelling the dependence structure among the components of a financial portfolio.
As first approximation the dependence is assumed to be monotonic and captured by the
correlation matrix (in its more general definition). Being usually high-dimensional, one
of the main problems when dealing with correlation matrices is to find the right way to
compare them, so that a proper notion of risk is possible.

By noting that the spectra of correlation matrices for portfolios of the same size are
positive real vectors summing up to the same value, we propose majorization as a sys-
temic risk ordering. We then make use of Schur-convex functions theory to develop
functions of the correlation matrix that are consistent with the majorization order and
provide summary values of the overall risk embedded in the market.

As an application, we provide evidence of the presence of majorization in financial
markets by back-testing its presence over a period of almost 20 years for components of
the Industrial Dow Jones. We verify that during times of financial turbulence the number
of successful majorization relations spikes. As expected, correlation matrices belonging
to financial distress times majorize those of less turbulent periods.

Finally, we suggest that a new paradigm for risk evaluation could be built by studying
the properties of the Directed Acyclic Graph that is naturally associated to the partial
order of majorization. This allows for the study of systemic risk using tools from complex
networks, such as centrality measures, communities and flow diagrams.

In Chapter 5, we leverage on the notion of Lorenz curve as a convex distortion to
generate bivariate non-strict Archimedean copulas. Copulas are an important tool in
risk management since they allow for a simple representation of the dependence among
financial risks. Deriving new models that are easy to study is then always a plus.

To generate Archimedean copulas the main ingredient is the so-called generator. The
generator is a one-place decreasing convex function with prescribed boundaries. We ob-
serve that to any Lorenz curve it is possible to pair a particular dual curve–the mirrored
Lorenz–which represents a proper generator. We therefore take the mirrored Lorenz
curve as a Archimedean generator and we use it to derive the new class of Lorenz cop-
ulas, which we study in detail, starting from the properties of the underlying univariate
random variable X generating the Lorenz curve. For example, we establish a connection
between univariate stochastic orders and multivariate orders based on copulas, and we
demonstrate how asymptotic tail dependence in Lorenz copulas is only obtained when
the Lorenz curve of a log-normal distribution is used.

All the chapters composing this thesis derive from papers that have been published
or submitted to peer-reviewed journals. However, we want to underline that the versions
presented here have been slightly modified to unify notation, where possible, and to
account for minor revisions that are presented in the form of errata corrige footnotes.

We wish to conclude this introduction with a remark over the spirit that led me to the
creation of the works composing this thesis. Using Corrado Gini’s own words [1], we have
approached risk management "bearing in mind, in formulating [my] statistical methods,
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first the nature of the phenomena to which they are applied in relation to the object of the
research, and only secondarily their formal properties".
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2
GINI BASED RISK MEASURES:

CONCENTRATION PROFILE

We introduce a novel approach to risk management, based on the study of concentration
measures of the loss distribution. We show that indices like the Gini index, especially when
restricted to the tails by conditioning and truncation, give us an accurate way of assessing
the variability of the larger losses – the most relevant ones – and the reliability of common
risk management measures like the Expected Shortfall. We first present the Concentra-
tion Profile, which is formed by a sequence of truncated Gini indices, to characterize the
loss distribution, providing interesting information about tail risk. By combining Con-
centration Profiles and standard results from utility theory, we develop the Concentration
Map, which can be used to assess the risk attached to potential losses on the basis of the
risk profile of a user, her beliefs and historical data. Finally, with a sequence of truncated
Gini indices as weights for the Expected Shortfall, we define the Concentration Adjusted
Expected Shortfall, a measure able to capture additional features of tail risk. Empirical
examples and codes for the computation of all the tools are provided.

Keywords: Concentration measures; Value-at-Risk; Expected Shortfall; Concentration Pro-
file; Gini index.

Parts of this chapter have been published in Insurance: Mathematics and Economics 78, 13–29 (2018) [1].
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2.1. INTRODUCTION
This chapter introduces a way of dealing with tail risk in loss distributions, for risk man-
agement purposes, on the basis of a class of tools derived from concentration measures.
The objects of study are losses in general, for which we assume data are available, with
no particular reference to the source of risk.

Following a common convention in risk management [2], we model losses as a pos-
itive random variable Y , bounded or unbounded to the right, with continuous distribu-
tion function F (y), restricting our attention to a static framework, in which the (uncon-
ditional) loss distribution is given and does not vary over time. The choice of a static
approach is not a limitation in many fields of risk management, where the time horizon
on which losses are defined is relatively large [3], and the dependence among losses is
not a major source of concern1; an example being the one-year credit loss distribution,
commonly used by banks under the Basel framework [7, 8] with the so-called historical
simulation approach [2].

Value-at-Risk (V aR) and Expected Shortfall (ES) represent two important risk mea-
sures in modern risk management [2, 6–8]. Despite their popularity, these measures are
not really able to convey reliable information on how losses are dispersed in the tail: it
is indeed not difficult to image several distributions sharing the same V aR and ES, but
with different risk profiles because of a diverse tail behavior. A measure of the dispersion
of the losses beyond V aR is therefore needed, as a way of assessing the representative-
ness of the ES in representing tail risk. Empirical studies [2, 6, 9, 10] show that losses tend
to follow skewed heavy-tailed distributions, in which the right tail is so fat that often the
assumption of a finite second moment is too stringent, thus suggesting that measures of
dispersion based on the variance should be avoided.

Our proposal is to make use of concentration (or inequality) measures [10–12] to an-
alyze the dispersion of risk in the tail, and we focus our attention on the Lorenz curve
[13] and the corresponding Gini index [14], for which we derive a risk management in-
terpretation2. In particular we show that the Gini index does not only provide a robust
measure for the precision of the ES, assessing how losses are dispersed beyond V aR, but
it can also be used as an alternative measure for the fat-tailedness of the loss distribution
itself.

We show how a given sequence of truncated Gini indices, which we call Concentra-
tion Profile (CP), can be used to characterize losses, allowing 1) for the identification of
parametric families of distributions, and 2) for the observation of features that are not
immediately available from data, for example it allows to make more precise inference
on possible tail behaviours with respect to other type of tools such as the quantile func-
tion or the sequence of Expected Shortfalls. We provide a full description of the use of
the CP, offering quick heuristics for the everyday business, but also more technical ap-
plications like goodness-of-fit tests and extreme value theory.

1Several interesting dynamic approaches dealing with dependence and time evolution also exist, for example
in operational risk [4, 5], or in market and credit risk (see [6] and references therein), but we do not deal with
them here.

2The use of concentration measures in finance and risk management is not completely new: an interesting
application of the Gini index as a substitute of the more common standard deviation is for instance the Mean-
Gini efficient portfolio frontier developed by Shalit and Yitzhaki [15, 16].
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We then introduce the so-called Risk Concentration Map, a graphical tool identifying
the main risk factors contained in the CP, mapping them into an easily readable plot in
which, through the use of a risk/utility function approach [17], we can attach a concise
risk score to every CP. The map can be used to study different loss distributions in terms
of their tail risk, comparing portfolios with different scales and magnitudes, given that
the proposed approach is scale-free.

Finally, the Concentration Adjusted Expected Shortfall (C AESα) is introduced as the
product of the Expected Shortfall at confidence level α, i.e. ESα, and the corresponding
truncated Gini index. This quantity proves to be useful in better characterizing tail risk,
complementing the information provided by the CP.

The study of the the Gini index of truncated distributions it is not new to statistical
and socio-economic literature, [18] for examples studies the effect of a left truncation on
the Gini index. However, our work focuses more on the applications of such a tools on
financial data rather than the study of their functional properties. Additionally, while [18]
aims at deriving distributions given a pre-specified form for the truncated Gini, we take
the opposite route and from a given distribution of the losses we derive the expression
of the truncated Gini index and use it to study data proprieties.

The chapter is structured as follows: in Section 2.2 we briefly review some basic con-
cepts about concentration measures, while in Section 2.3 some common measures of
risk used in risk management are analyzed and put in relation with these concentra-
tion measures; in Section 2.4, we introduce and study the Concentration Profile, and in
Section 2.5 we describe the Concentration Map; in Section 2.6 some additional exten-
sions based on the Concentration Adjusted Expected Shortfall are discussed, whereas in
Section 2.7 empirical results on simulated and actual data are provided; finally Section
2.8 closes the chapter. For the sake of completeness, some appendices (A-E) contain
the more technical details of our work, like proofs and explanatory calculations. Python
codes for the computation of the new tools are also provided.

2.2. BASIC CONCENTRATION QUANTITIES

2.2.1. THE LORENZ CURVE
Introduced by Max Lorenz in 1905 [13], the Lorenz curve is a pivotal tool in the study of
economic inequality and the distribution of wealth in the society [10].
Consider a positive continuous random variable Y , belonging to the L 1 class, i.e. µ =
E(Y ) < ∞, and let F (y) = P(Y ≤ y) be its cumulative distribution function. Define the
quantile function of Y as Q(α) = F−1(α), where F−1(α) = inf{y : F (y) ≥α} with 0 ≤α≤ 1.
The Lorenz curve L(x) is formally given by

L(x) =
∫ x

0 Q(α)dα∫ 1
0 Q(α)dα

, 0 ≤ x,α≤ 1. (2.1)

In terms of wealth, the Lorenz curve reads as follows: for a given x ∈ [0,1], L(x) tells
us that x ×100% of the population owns L(x)×100% of the total wealth. Such an inter-
pretation tells that the Lorenz curve is scale-free: the total amount of wealth is not taken
into consideration, whereas the way it is distributed among the individuals is the key
information.
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Mathematically, the Lorenz curve L : [0,1] → [0,1] defined in Equation (2.1) is a con-
tinuous, non-decreasing, convex function, almost everywhere differentiable in [0,1], such
that L(0) = 0 and L(1) = 1. The curve L(x) is bounded from above by the so-called perfect
equality curve, i.e. Lpe (x) = x, and from below by the perfect inequality curve, i.e.

Lpi (x) =
{

0 0 ≤ x < 1,

1 x = 1.

The perfect equality line Lpe indicates the theoretical situation in which everyone
possesses the same amount of wealth in the economy, while the perfect inequality line
Lpi , reachable only as limiting case for continuous random variables, states that only
one individual owns all the wealth in the society. A visual representation of a possible
Lorenz curve is given in Figure 2.1, where we also provide Lpe and Lpi .

Given its strong relation with the quantile function Q, the Lorenz curve can recover
the cumulative distribution of Y up to a constant [10]. However, despite the Lorenz curve
is theoretically a one-to-one mapping with a given distribution, discriminate among dis-
tributions just looking at their Lorenz curves [19] it is not an easy task to perform by
hand. For example, a curve like the one in Figure 2.1 may give an indication of how un-
equal a society is, but it does not provide an easy-to-recognize visual pattern to be used
to identify by which underlying distribution such inequality is generated.
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Figure 2.1: Graphical representation of a Lorenz curve, of the perfect equality and of the perfect inequality
lines. We also show the geometric interpretation of the Gini index as the ratio of area A over A+B.

2.2.2. THE GINI INDEX
Given a Lorenz curve, and following [11], we define a general concentration (or inequal-
ity) measure as

Dp =
∥∥L(x)−Lpe (x)

∥∥
p∥∥Lpi (x)−Lpe (x)
∥∥

p

, (2.2)

where the denominator is for normalization purposes, so that

0 ≤ Dp ≤ 1 ∀p ∈ [1,∞]. (2.3)
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Values of Dp close to 1 indicate relevant variability in the data and high concentration of
wealth, while values close to 0 tell the opposite. From Equation (2.2) it is clear that, by
varying the type of distance ‖·‖p , we can define different indices: the Gini index [14] is
obtained by fixing p = 1, i.e. G = D1 ∈ [0,1].

In the literature there exist many equivalent representations of the Gini index [11],
here we adopt the following:

G = E(| Y1 −Y2 |)
2E(Y )

= E((Y1 −Y2)+)

E(Y )
∈ [0,1], (2.4)

where Yi , i = 1,2 are i.i.d copies of the same random variable Y ∼ F (y), and (Y1 −
Y2)+ = max{Y1 −Y2;0}. Formula (2.4) defines the Gini index as the normalized average
of the distance between two random independent observations taken from the under-
lying distribution F (y); the Gini index is therefore a measure of variability for a random
variable and its realizations, as observed in [15].

Let us consider two common variance-based measures like the variance-to-mean
ratio, defined as:

V M = E(Y −E(Y ))2

E(Y )
,

or the well-known coefficient of variation

CV =
√
E(Y −E(Y ))2

E(Y )
.

Comparing them with the Gini index, we observe the following interesting facts:

• The Gini index is bounded between 0 (perfect equality) and 1 (perfect inequality),
while measures like VM and CV are unbounded; being normalized to the unit in-
terval allows for easier comparison and analysis. Also notice that the VM is not
scale-free, while the Gini index is; and even if the CV is scale-free, its existence is
not guaranteed, as we observe in the next item.

• The Gini index is an L 1-measure, meaning that it can be computed for all random
variables admitting a finite mean, with no further requirement. This is not true for
measures like VM or CV for which the second moment also needs to be finite. This
is a restriction when dealing with fat-tailed data, as losses often are [4, 6, 10, 20].

• The Gini index is a quasi-convex measure [21]. With a little abuse of notation, if
G(x) is the Gini index of a data set X = (x1, ..., xn) from a distribution F (x), and G(y)
is the Gini index associated with another distribution H(y) and Y = (y1, ..., yn), it
can be shown that

G(λX + (1−λ)Y ) ≤ max(G(X ),G(Y )) , λ ∈ [0,1].

In words: the Gini index of a data set obtained as linear convex combination of
two data sets, e.g. (λx1 + (1−λ)y1, ...,λxn + (1−λ)yn), cannot be larger than the
largest Gini index from the two original data sets; or, financially, the Gini index of
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a convex portfolio of losses cannot exceed any of the original Gini indices.
Quasi-convexity is a realistic relaxation of convexity [22], with important conse-
quences for sub-additivity and risk diversification, and thus risk management in
general, e.g. [23, 24] and references therein. In particular, by quasi-convexity we
may handle distributions of risk that are not necessarily closed under convolution
[9, 15, 16].

• Differently from measures of dispersion like the V M or the CV , the Gini index does
not assume an underlying symmetric structure in the data, and it is therefore more
appropriate to study the dispersion of asymmetric random variables like those
representing losses [10]. As [11] suggests, the Gini index can also be considered
as an L 1 alternative to the skewness coefficient, for measuring the asymmetry in
the data, in particular to the right. As shown in [25], the numerator in Equation
(2.4) moves in the same direction as the skewness coefficient, when the latter is
defined (i.e. finite).

In Appendix A, Tables 2.3 and 2.4, we have collected the Lorenz curves and the Gini
indices of some notable loss distributions, from the Pareto to the Weibull, together with
the parameterizations we use in this chapter.

2.3. BASIC CONCEPTS OF RISK MANAGEMENT
When modeling losses in risk management, it is important to keep in mind two relevant
stylized facts observed in the empirical literature:

• When considering losses as nonnegative quantities, the loss distribution is asym-
metric and right-skewed [10, 20].

• The loss distribution is usually fat-tailed [4, 6, 9, 10], and the Paretianity of the right
tail often implies the non-existence of the moments of order greater than or equal
to two3.

Given the stylized facts above, one is usually not interested in studying the entire dis-
tribution of losses, but rather a part of it, the right tail, where the larger losses concen-
trate. Most Basel regulations [7, 8], but also Solvency II4 for insurance companies, deal
with the large unexpected losses, the few game-changers, not the many small negligible
losses we can easily hedge, thus suggesting to deal with truncated random variables and
distributions, rather than with the original ones.
Below we provide some basic quantities that we will use in the rest of the chapter.

Definition 2.1. Given a positive random variable Y with c.d.f. F (y) and p.d.f. f (y), its
(left-)truncated version Yu = Y |Y ≥ u has c.d.f.

Fu(y) = F (y)−F (u)

1−F (u)
, u ≤ y ≤∞,

3In the case of operational risk, even the first moment, the mean, may be infinite [4, 5, 26], but we ignore this
radical case here. Naturally, in such a situation, the Gini index itself would not be defined.

4Solvency II, European Union Directive 2009/138/CE (2009)
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and p.d.f

fu(y) = f (y)

1−F (u)
.

The quantities Fu(y) and fu(y) are known as exceedance distribution and exceedance
density of the random variable Y , respectively.

Definition 2.2. Given a confidence levelα ∈ (0,1), the Value-at-Risk (V aRα) is the statis-
tical quantile of the loss distribution function F (y) defined as

V aRα = inf{y ∈R : P (Y ≥ y) ≤ 1−α} = inf{y ∈R : F (y) ≥α}.

Definition 2.3. Given a V aRα, the Expected Shortfall ESα, for a positive Y with c.d.f.
F (y), is given by

ESα = E(Y | Y >V aRα).

Interestingly, the ESα is the mean of the truncated random variable Yu , when the
truncation occurs in u =V aRα. Just notice that

E(Y | Y > u) =
∫ +∞

u
y fu(y)dy, u > 0.

V aRα and ESα are two fundamental measures of risk in modern risk management
[2, 6, 8]. It is well-known that, while the ESα is a coherent risk measure (positive ho-
mogeneous, monotone, translation invariant and sub-additive), the V aRα is not, unless
we restrict our attention to elliptic loss distributions and co-monotonic portfolios [3, 9].
Therefore, in the recent years, ESα appears to be preferred by regulators [8], even if both
measures have been criticized by experts [6], for their incapacity of dealing with the dis-
persion of losses in the tails5. It is in fact not difficult to imagine several loss distributions
with different tails, but sharing the same V aRα and ESα values. This is why a measure
of dispersion of the losses in the tail beyond the V aRα level is of interest, a measure to
understand how reliable the ESα is in representing the losses above the V aRα threshold.

By construction, a higher value of the Gini index indicates that a larger number of
losses are present far in the right tail, while a lower value indicates a distribution of losses
which is concentrated around the same values. Therefore, two distributions sharing the
same V aRα and ESα for a fixedα but with different tails are likely to have a different Gini
index.

Given our interest for the right tail and the large losses, the Gini index in the formula-
tion above is not optimal, for it takes into account the entire support of the distribution.
We need a truncated Gini index, which measures the dispersion above the V aRα, so that
we can define a reliable measure of tail risk and ESα precision.

2.4. THE CONCENTRATION PROFILE
The Lorenz curve L(x) is not a viable tool in everyday risk management, because L(x)
does not provide a unique value, but rather a continuum of information, and a graphical

5As far as ESα is concerned, there are also issues related to back-testing [2, 27, 28].
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inspection of the Lorenz curve does not identify any particular distribution [10]. Con-
versely, a concentration measure like the Gini index contains important information
about the governing distribution, but it is not sufficient to completely characterize the
right tail. There is no one-to-one mapping between the Gini index and the Lorenz curve:
the same Gini index may correspond to different Lorenz curves, see [12] and Appendix B
for more details.

However, the Gini index can be the basic ingredient of a more sophisticated tool, able
to discriminate among different tail risk profiles, and to provide a unique characteriza-
tion of the distribution. We build this tool on a sequence of truncated Gini indices and
we call it Concentration Profile (CP). We first sort all observations in the sample of losses
in increasing order, and then recursively exclude points at the left-hand side, computing
the Gini index for the remaining samples. In other words, we truncate the distribution
of losses at every single loss, from left to right, obtaining a collection of exceedance dis-
tributions, and for each of these distributions we compute the Gini index, which will be
a truncated Gini index with respect to the original distribution.

2.4.1. MATHEMATICAL CONSTRUCTION
Let us introduce some notation.

Definition 2.4. Consider a positive random variable Y with distribution F (y) and right
endpoint yF , where yF = sup{y : F (y) < 1} (infinite or finite but very large), and a con-
fidence level α ∈ [0,1). We call a risk subclass at level α the truncated support of F (y),
defined as

Sα = [
F−1(α), yF

)= [
Q(α), yF

)
.

Asα→ 1, the left point of Sα approaches yF , therefore {Sα}α∈[0,1] defines a decreasing
nested sequence of subsets of the support of the distribution F (y). If a V aRα is defined,
we clearly have Sα = [

V aRα, yF
)
.

For every α, let us define the truncated Lorenz curve Lα(x) as

Lα(x) = L(α+ (1−α)x)−L(α)

1−L(α)
, 0 ≤α, x ≤ 1, (2.5)

where L(·) is the Lorenz curve. The full derivation of Lα(x) is available in Appendix C.
We can then define the truncated distance index

DT
α =

∥∥Lα(x)−Lpe
∥∥

p∥∥Lpi −Lpe
∥∥

p

0 ≤ DT
α ≤ 1, (2.6)

and, setting p = 1, the truncated Gini index

G(α) = 1−2
∫ 1

0
Lα(x)dx = 1−2

∫ 1

0

L(α+ (1−α)x)−L(α)

1−L(α)
dx. (2.7)

In terms of V aRα and ESα, Equation (2.7) can be re-written as

G(α) = E(|Y1 −Y2| | Y1 ∧Y2 >V aRα)

2ESα
∈ [0,1].
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The truncated Gini index G(α) inherits all the properties of the usual Gini index in-
troduced in Section 2.2, and is therefore a measure of the tail dispersion. High values
of G(α), i.e. closer to 1, imply that the losses in Sα are dispersed (e.g. most losses are
around V aRα, but a few are far away in the tail, well beyond ESα), resulting in a persis-
tent thickness of the tail in the subclass, and a lower precision of the corresponding ESα,
while values close to 0 suggest that losses that are less dispersed within Sα, so that ESα
tends to be a reliable measure of the expected tail risk. This way of reading G(α) becomes
more clear, if we give G(α) a probabilistic interpretation. Using the Markov inequality,
we obtain the following bound, which indicates how higher values of G(α) allow for a
higher probability of loss dispersion:

P(|Y1 −Y2| > 2ESα|Y1 ∧Y2 >V aRα) ≤G(α) ≤ 1. (2.8)

Given the notion of truncated Gini index G(α), we introduce the Concentration Pro-
file, as follows.

Definition 2.5. Given a sequence of risk subclasses {Sα}α∈[0,1), we call a Concentration
Profile (CP) the sequence {G(α)}α∈[0,1).

Graphically speaking, a CP is obtained by plotting G(α) against increasing values of
α. The Concentration Profile is therefore contained in the [0,1]× [0,1] square. Through
the observation of the behavior of its CP, we may distinguish features of the loss distribu-
tion and the associated risk. In Figure 2.2 the theoretical CP for four main classes of loss
distributions is shown: Pareto, lognormal, Weibull and exponential (where exponential
is just a Weibull with shape parameter γ= 1).
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Figure 2.2: Theoretical Concentration Profiles for different distributions. Apart from the exponen-
tial case, the parameters of the distribution influence the Concentration Profile. For the Pareto
distribution, the horizontal line is characteristic, but the height of the line depends on the shape
parameter.

Figure 2.2 anticipates an interesting fact, which we further discuss in the next sub-
section: the Pareto distribution is the only distribution characterized by a constant CP,
where the height of the line only depends on the shape parameter of the distribution
itself.
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2.4.2. CHARACTERIZATION OF THE CONCENTRATION PROFILE
The CP uniquely identifies a distribution: if we know the analytical behavior of {G(α)}α∈[0,1),
we can recover the corresponding distribution function F (y). This can be done by ex-
ploiting the strict relationship between G(α) and the quantile function Q(α), and thus
F (y).

Theorem 2.1. If G(α) is differentiable, then

Q(α) ∝ (1−α)G
′
(α)−G(α)+1

(1−α)(1+G(α))
exp{

∫ α

0

(1−p)G
′
(p)−G(p)+1

(1−p)(1+G(p))
dp}, (2.9)

where G
′
(α) = dG(α)

dα and Q(α) is the quantile function of a general distribution.

Theorem 2.1 whose proof is a simple application of the Fundamental Theorem of
Calculus, complements the results obtained in [18] on the characterizing properties of
the right-truncated Gini index. Examples of Concentration Profiles, obtained via Equa-
tion (2.7), are given in Table 2.1 for different distributions.

Distribution Concentration Profile G(α)

Weibull G(α) = −2
− 1
γ Γ(1+ 1

γ ,−2log(1−α))−(−1+α)Γ(1+ 1
γ ,− log(1−α))

(1−α)Γ(1+ 1
γ ,− log(1−α))

Lognormal G(α) =
∫ 1
α (−1+2x−α)e−

p
2σerfc−1

(2x)dx

(1−α)
∫ 1
α e−

p
2σerfc−1

(2x)dx

Exponential G(α) = 1
2−2log(1−α)

Pareto G(α) = 1
(2ρ−1) for ρ ∈ (1,+∞)

Table 2.1: Theoretical Concentration Profiles for some loss distributions, here Γ(·, ·) is the incomplete Gamma
function Γ(a,b) = ∫ +∞

b e−x xa−1dx and erfc−1(x) is the inverse error function.

Another property of every CP is that it represents a characterizing tool for specific
classes of distributions. As anticipated in Figure 2.2, the shape of a CP can be used to
discriminate among distributions. In order to better understand this use of the CP, we
identify some limiting cases for light and fat tails.

We focus on the Generalized Pareto Distribution or GPD [9], which is a well-known
distribution family used in extreme value theory [29], playing an important role in defin-
ing the properties of tails. Formally, Z ≥ 0 follows a one-parameter GPD if its distribution
function H is such that

H(z) =
{

1− (1+ξz)−1/ξ ξ 6= 0,

1−e−z ξ= 0.
(2.10)

As discussed in [9], one can introduce a more flexible location-scale version of the
GPD, by replacing the argument z by (z−ν)/β, with ν ∈R and β> 0. However, for ease of
notation, in what follows we refer to Equation (2.10) when we speak about the GPD.

The GPD can be shown to be the limit distribution of a large number of distribution
tails, provided that 1) we move far to the right [9, 30], setting a high threshold defining
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the tail, and 2) some non-restrictive technical conditions are met [29, 31, 32]. This is
known as the GPD approximation.

Depending on the values of ξ, the GPD encompasses relevant tail scenarios in risk
management. For 0 < ξ < 1, we deal with fat-tailed distributions with unbounded sup-
port, and fat-tailed distributions with bounded support but very large and often un-
known right endpoint, theoretically less dangerous – having all moments – but in prac-
tice as problematic as the first ones, for the right endpoint is hardly observed in the data
(we refer to [26] for more details) and not easily estimated [9]. We restrict our attention
to ξ < 1 because for ξ ≥ 1 the mean of the GDP is not finite, hence we cannot define
the Gini index. For ξ = 0, the GPD is conversely an exponential distribution, therefore
a thin-tailed non-risky case, which we can use as a benchmark; loss distributions in the
ξ = 0 class are for example the lognormal and the Weibull. We here omit the case ξ < 0,
which deals with distributions with a finite, not large right endpoint, like the Beta or the
Uniform, not particularly relevant to model losses [9, 10, 29].

Theorem 2.2. Consider the GPD, its Concentration Profile is given by the following for-
mula:

G(α) =
{ ξ

2−(1−α)ξ(−2+ξ)(−1+ξ)−ξ ξ ∈ (0,1),
1

2−2log(1−α) ξ= 0.
(2.11)

for α ∈ [0,1).

See Appendix D for proof.
For every α ∈ [0,1), Equation (2.11) tells us that:

• For the light-tailed domain with ξ= 0, G(α) exhibits a decreasing behavior.

• For the fat-tailed domain with 0 < ξ< 1, as the shape parameter ξ grows towards 1,
the slope of the CP in Equation (2.11) tends to zero. For the special case of a purely
fat-tailed distribution like the Pareto, we get the horizontal line in Figure 2.2. The
Paretian CP is immune to changes in the truncation level α and only depends on
the tail parameter ρ (corresponding to 1/ξ), as also shown in Table 2.1.

When considering Paretian tails, the CP thus tells that risk does not vary: Paretian
losses do maintain their riskiness notwithstanding the V aRα level we might be inter-
ested in, and this risk is naturally higher the fatter the tail, as also shown in Figure 2.3a,
where smaller values of ρ (larger values of ξ) correspond to a riskier CP, with a higher
constant level of G(α). Conversely, if we look at Figure 2.2, the lognormal, the Weibull
and the exponential distributions all show a decreasing CP, indicating that losses above
a high values of V aRα tend to be less dispersed. This is consistent with a known result in
extreme value theory: for light-tailed distributions, in the ξ = 0 limiting case, as α→ 1,
ESα ≈V arα [9, 27].

Let us consider in more detail the exponential CP, whose analytical formula is given
in Table 2.1 and the full derivation in Appendix E. It does not depend on any param-
eter, meaning that all exponential distributions share the same profile. This feature is
particularly helpful when we use the CP as a goodness-of-fit tool: since the exponential
CP starts with G(0) = 0.5, for α = 0, and decreases towards zero first convexly and suc-
cessively concavely, with a point of flex at α = 0.63, any actual loss distribution whose
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empirical G(0) is far away from 0.5 cannot be of the exponential type. This is a useful
heuristic we can derive from the CP.

The exponential CP is also useful when dealing with Weibull distributions (the expo-
nential being a Weibull with shape parameterγ= 1). Any Weibull distribution with shape
parameter γ> 1 has a CP which is below the exponential CP, without intersection, while
for γ< 1 the Weibull CP lies above the unique exponential CP. This behavior agrees with
theoretical results in distribution theory, pointing out a phase transition in the Weibull
distribution between γ< 1 and γ> 1 [10]. In terms of risk, when the underlying distribu-
tion is of the Weibull type, we can read the values of γ< 1 as more risky than exponential,
and vice versa for γ > 1. In terms of heuristics, when dealing with data (more details in
Section 2.7), if the empirical CP intersects the exponential distribution CP then the data
is not likely from a Weibull distribution.

Regarding the lognormal family, the corresponding CP also has some relationship
with the exponential distribution: for σ < 1, the starting point of the lognormal CP is
G(0) < 0.5; when σ > 1, we have G(0) > 0.5. Compared to the Weibull CP, the lognormal
CP is flatter, indicating that risk tends to decrease more slowly in the tail – in accordance
with extreme value theory, where the lognormal distribution is considered more risky
than the Weibull distribution [6, 9]. To find a lognormal CP which always lies below the
exponential CP, without intersection, we need σ < 0.5. To find a lognormal CP which
does not intersect the exponential CP from above, we need σ> 1.

While the CP may in theory exhibit any type of behavior, for the most used loss
distributions (see [10] for a review) the relationship with the truncation level α is non-
increasing; a CP with increasing portions is only obtained by mixtures, introducing bumps
in the right tail. Additionally, the distributions discussed in this chapter are represen-
tative for many other distributions, an example being the Gamma distribution, whose
behavior can be represented by a combination of the Weibull and the exponential.

In Figure 2.3, we show the theoretical CP of the Pareto, the Weibull and the lognormal
distributions for different values of their relevant parameters.

(a) Pareto CP. (b) Weibull CP. (c) Lognormal CP.

Figure 2.3: Theoretical Concentration Profiles for the Pareto, the Weibull and the lognormal distributions, for
different values of their relevant parameters.

2.5. THE CONCENTRATION MAP
A way of assessing the risk entailed in a given loss distribution is to look at its CP: higher
and slowly decreasing values of G(α), for α ∈ [0,1), indicate a persistent tail risk, so that
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the Expected Shortfall may not give reliable information about the risky losses above
Value-at-Risk. However, the CP is based on a continuum of points, which is not appeal-
ing for risk managers, that prefer concise single measures (just like V aRα and ESα). In
this section we introduce a way of extracting risk information from a CP, creating a tool
which simplifies the assessment of risk: the Concentration Map.

2.5.1. RISK DRIVERS
The first step for constructing a Concentration Map for a given loss distribution is to look
for the main risk drivers of the corresponding CP, i.e. the quantities summarizing most
of the risk.

Definition 2.6. Given a Concentration Profile {G(α)}α∈[0,1), risk driver r1 ∈ [0,1] is given
by its starting value: r1 =G(0).

The definition of r1 follows from the fact that, at least for unimodal size distributions,
the CP is a non-increasing function of the truncation level α. Given different C Ps with
same behavior except for their starting point, we expect the one with a higher G(0) to be
riskier.

For example, consider the theoretical CP of a Pareto distribution as in Figure 2.3a and
Table 2.1. Such a CP is a constant function of parameter ρ ∈ (1,+∞), i.e. G(α) =G(0) for
every α ∈ [0,1). Since dG(0)

dρ =− 2
(−1+2ρ)2 < 0,∀ρ ∈ (1,+∞), we see that in the Paretian case

the higher the starting value of the CP, the lower the value of ρ, and the fatter and more
risky the loss distribution. The same reasoning holds for any non-increasing CP.

Definition 2.7. Given a Concentration Profile {G(α)}α∈[0,1), risk driver r2 ∈ [0,1] is given
by the difference between the risk driver r1 =G(0), and G(α), with α→ 1, i.e.,

r2 = lim
α→1

|G(0)−G(α)| .

From Theorem 2.2 we know that, for light-tailed distributions, the CP converges to
zero as α→ 1. This does not necessarily happen when the loss distribution is fat-tailed
and moments can be infinite. Measuring the gap between the initial and final values
of the CP is therefore another quantitative way of assessing the fatness of the tail. In
particular, the smaller the gap, the larger the mass present in the tail, and the higher the
probability of extreme losses. In Figure 2.4, we show a graphical representation of r1 and
r2.

2.5.2. THE MAP
Once identified the main risk drivers, we need to combine them to rank different CPs, i.e.
different loss distributions, on the basis of their embedded risk. We look for a risk func-
tion R(r1,r2) : [0,1]× [0,1] → [0,1] which assigns a number in [0,1] to the combination of
risk drivers, summarizing the riskiness of the corresponding CP. This risk function must
satisfy the following constraints, given the interpretations of r1 and r2:

dR(r1,r2)

dr1
> 0 and

dR(r1,r2)

dr2
< 0. (2.12)
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Figure 2.4: Risk drivers’ visualization with respect to a generic Concentration Profile.

Let Γ be the set of functions R(x, y) : [0,1]× [0,1] → [0,1] that respect the constraints
in Equation (2.12). If we additionally impose the requirement of a non-increasing CP (i.e.
dG(α)

dα ≤ 0), which is the case for unimodal distributions used in risk management, we re-
duce the setΓ to functions whose domain is theR2 simplex with vertices [0,0], [1,1], [1,0]
since, under this additional constraint, we have r1 ≥ r2.

Looking for a suitable risk function, we rely on well-known results from utility and
risk theory, e.g. [17]. For example, we can choose a Cobb-Douglas risk function,

R(r1,r2) = r a
1 (1− r2)b with a,b ∈R+. (2.13)

This function allows a risk manager to decide which risk driver is relevant, by act-
ing on the parameters a and b. In particular the higher a the more weight is given to
the first risk driver, while the lower b the more weight is given to the second risk driver.
Heuristically, the choice on how to assign weights can be given according to the follow-
ing scheme. High a is global risk is the issue, low b is tail risk is the issue. The values of
these parameters can be based on historical data or expert judgments. The choice of a
Cobb-Douglas is motivated by its convenient properties in terms of risk-driver substitu-
tion, and the possibility of deriving isorisk curves that are easy to interpret [17, 33]. Other
functions may be used as well.

Figures 2.5a and 2.5b show two examples of Concentration Maps based on the Cobb-
Douglas risk function for different parameter sets. Each map reads as follows: on the
y-axis we find the values of the first risk driver r1, while on the x-axis the values of
limα→1 G(α) are given (in the picture, we choose α = 0.99 to have a few observations
in the tail). The second risk driver r2 is computed as the absolute gap, and serves as in-
put in the risk function R(r1,r2) = r a

1 (1− r2)b , which induces a partial ordering on the
Concentration Map. Different combinations of values for the risk drivers may lead to the
same output for the risk function, as shown by the colored isorisk curves in the graph.

Looking at the Concentration Maps in Figures 2.5a and 2.5b, we observe some inter-
esting facts:

• Every Pareto distribution with shape parameter ρ ∈ (1,∞) lies on the hypotenuse
of the map. In particular, a Par eto(ρ ≈ 1) corresponds to the point (1,1), while a
Par eto(ρ → +∞) tends to (0,0). This is because the CP associated to the Pareto
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(a) a = 0.5, b = 0.5. (b) a = 0.2, b = 0.8.

Figure 2.5: Concentration Maps, with underlying Cobb-Douglas risk functions of parameters a and b. The dif-
ferent points represent theoretical Concentration Profiles of useful distributions: Pareto, exponential, Weibull
and lognormal. α= 0.99 has been taken as empirical limit value for limα→1 G(α).

distribution is constant, so that the risk driver r2 = 0 (since G(0) = limα→1 G(α)),
and the x−axis values for the map are the same as those on the y−axis.

• Given their parameter-independent CP, all exponential distributions lie in the cell
( 1

2−2log(1−α) , 1
2 ), which we can indicate as the exponential cell. The x−coordinate

depends on the chosen α level: for α= 0.99 the coordinates of the exponential cell
become (0.09,0.5).

• On the basis of the previous two items, we draw the conclusion that any color
on the map which is equal to the one placed on the exponential cell or on the
Pareto segment will share the same risk, due to the isorisk property of the Cobb-
Douglas risk function [17]. For example, the points placed on the hypotenuse,
from (0.33,0.33) to (1,1) – what we call the transition cells in Figures 2.5a and 2.5b,
correspond to Pareto distributions with α ∈ (1,2], whose variance is not finite. The
areas of the map sharing the same color of a Pareto distribution with infinite vari-
ance will also share the same risk. This is an important feature of the Concentra-
tion Map as risk characterization tool.

2.6. CONCENTRATION ADJUSTED EXPECTED SHORTFALL
Within a given risk subclass Sα, the quantity G(α) provides a measure of the precision of
the ESα associated to the same subclass. It seems therefore natural to weight the value
ESα by G(α), to define the Concentration Adjusted Expected Shortfall, or C AESα.

G(α) belongs to [0,1], and, forα→ 1, it tends to zero for low-risk light-tailed distribu-
tions while it remains constant for Paretian distributions; for light tails the variability of
the losses decreases quickly with the truncation level, while it is more persistent for fat
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tails. Knowing that in general ESα grows in the truncation level6, a question is whether
the increase in the ESα can be compensated by an increase in its precision, as measured
by G(α). A high ESα is not necessarily a problem, if it also becomes more representative
for the tail losses, so that tail risk decreases.

Definition 2.8. Given a Concentration Profile {G(α)}α∈[0,1), and a sequence of Expected
Shortfalls {ESα}α∈[0,1), the Concentration Adjusted Expected Shortfall is defined as

C AESα = {ESα ·G(α)}α∈[0,1).

The C AESα thus adjusts the ESα for the variability of the corresponding risk subclass
Sα, and differently from the ESα sequence, which is increasing for every distribution, it
shows a diverse behavior for different distributions. We identify three main situations:

lim
α→1

C AESα =∞, (2.14)

lim
α→1

C AESα = c, (2.15)

and
lim
α→1

C AESα = 0, (2.16)

with c ∈R.
The case in Equation (2.14) indicates that the increase in the ESα is too large to be

compensated by a decrease in the variability, or that the variability does not decrease
quickly enough. This behavior corresponds for example to the Pareto distribution with
any value of ρ ∈ (1,+∞), the Weibull distribution with γ< 1 and lognormal distribution
withσ≥ 0.3. In the second and third cases of Equations (2.15) and (2.16), the decrease in
the variability is sufficient to compensate for an increase of the ESα, and the value of the
ESα thus becomes representative for the tail losses, as α→ 1. The situation of Equation
(2.15) occurs for example for the exponential distribution, while that of Equation (2.16)
manifests itself for Weibulls with γ> 1 and lognormals with σ< 0.3.

An extra remark is to be made for the lognormal distribution. Figure 2.6b shows how
the lognormal C AESα changes with σ: for σ ∈ (0.3,0.7), the lognormal C AESα exhibits
a unique u-shaped behavior. This feature can be used in practice to rule out specific
values of the lognormal parameter σ when fitting distributions to data.

Figure 2.6a presents plots of the theoretical behavior of the C AESα for the Pareto, the
Weibull and the exponential, while Figure 2.6b deals with the lognormal.

As we shall see in the next section, the combination of CP and C AESα can be used to
better discriminate among Weibull and lognormal distributions, also guessing the value
of their shape parameter, by looking at a limited number of graphs.

2.7. APPLICATIONS
In this section we present some applications of the new tools introduced. We start by
generating data from two known distributions and we show how the Concentration Pro-
file can be used as a goodness-of-fit tool to identify them. Then, we use two well-known

6For example, it is known that for a Pareto distribution, the quantity ESα−V aRα (also known as mean excess)
increases linearly in the V aRα, according to van der Wijk’s law [19].



2.7. APPLICATIONS

2

29

10 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

   

   

   

   

   

   

   

   

   

   

   

α

C
A

E
S

Pareto, Weibull γ<1

Exponential 

Weibull γ>1

Concentration-Adjusted ES

scale is not representative

(a) Pareto, Weibull and exponential.

10 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

   

   

   

   

   

   

   

   

   

   

   

α

CA
ES

Concentration-Adjusted ES

scale is not representative

σ<0.3

0.3≤σ<0.7
σ≥0.7

(b) Lognormal for different values of σ.

Figure 2.6: Theoretical behavior of the Concentration Adjusted Expected Shortfall C AESα for different distri-
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Figure 2.7: On the left, the histogram of 500 lognormally distributed data points with µ= 0 and σ= 1. On the
right, the histogram of 500 Pareto distributed data points with ρ = 1.5.

data sets as a basis for our analysis. Finally, in Subsection 2.7.3, we show how the Con-
centration Profile may also find an application in the field of extreme value theory, when
one is interested in defining the threshold above which fat tails may manifest themselves.

2.7.1. LOGNORMAL OR PARETO?
We start by generating two samples of size n = 500 from a lognormal with parameters
µ = 0 and σ = 1 (finite mean, finite variance) and a Pareto with ρ = 1.5 (finite mean but
infinite variance). In Figure 2.7 the histograms are shown.

Using the empirical Concentration Profile, it is possible to fit the correct distribution.
To estimate the empirical CP, notice that the CP is basically a sequence of Gini indices
computed on a decreasing number of ordered observations. Therefore, under normal
circumstances, no additional effort must be made in estimation with respect to the clas-
sical Gini index, since no bias arises from the truncation procedure. The left point of
the domain where the truncation occurs can be successfully estimated by the empirical
quantile q̂i :n . The estimation of the Concentration Profile (C P ) can therefore be per-
formed using any existing estimator for the Gini index Ĝ(i : n), with n being the total
number of observations, and i ∈ [1,n − 1] the number of data points to be taken into
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account in the estimation [12]. For example, one could use

Ĝ =
∑n

i=1

∑n
j=1

∣∣xi −x j
∣∣

2n
∑n

i=1 xi
. (2.17)

After ordering the observations from the smallest to the largest, we obtain the CP by
estimating n times the Gini index, each time excluding the first n smallest observations.
To get accurate estimates, it is important to leave a sufficient number of observations in
the right tail, and we denote this number by k. The number of ordered observations to
spare depends on the underlying data generating process. The fatter the tails, the more
observations should be left out the estimation cycle, and borrowing heuristics from ex-
treme value theory [30], we set k between 1% and 5% of the original ordered data points.

When estimating the Gini index, attention must be paid to consistent estimates. Ac-
cording to [34], the estimator in Equation (2.17) (as several others) is consistent and
asymptotically normal if and only if the second moment of the data generating process
is finite. This assumption can be too stringent in risk management.

From Table 2.4 in Appendix A we know that the Gini index for the Pareto distribution
is a continuous function of the shape parameter ρ. Estimators for the shape parameter
of the Pareto distribution exist and do not require any assumption on the finiteness of
the second moment [9]. Therefore when we suspect an infinite variance, an estimator
for the Gini index (and for the Concentration Profile) can be derived from the tail param-
eter ρ, by plugging the estimated ρ̂ in the theoretical expression of the Gini index. The
resulting estimator becomes Ĝ = 1

2ρ̂−1 , and to get ρ̂ one can rely on maximum likelihood
estimation (MLE) or other techniques [9, 31]. Confidence intervals for the CP can be
computed using resampling techniques like bootstrap, jackknife or k-jackknife [35, 36].

Figure 2.8 shows the results on the simulated data. In both cases we observe that the
theoretical CP is contained in the 95% confidence interval obtained via bootstrap. For
both the lognormal and the Pareto distributions, the parameters have been estimated
via MLE. For the Paretian data, the (approximate) confidence intervals have been ob-
tained using the mean absolute deviation (MAD, defined as E(|X −E(X )|) for a generic
random variable X ), because for these data the theoretical second moment, and hence
the standard deviation, is not defined (ρ = 1.5). As known, the MAD is a robust mea-
sure of variability, commonly used when the standard deviation is not available [37, 38].
Totally compatible results are also obtained by using percentile bootstrap confidence in-
tervals for the Paretian CP. Figure 2.8 suggests the usefulness of the CP as a graphical tool
for identifying distributions.

To further demonstrate the ability of the CP in discriminating among distributions,
we repeat the previous exercise in a simulation experiment, generating two sets of 1000
samples (500 observations) from the same Pareto and lognormal distributions. For each
sample we check whether the theoretical CP (with its parameter estimated on the sam-
ple) is strictly included in the confidence intervals of the empirical CP (95% and 99%).

For the lognormal case, the empirical coverage is satisfactory, being above 92%, i.e.
for at least 92% of times the CP is able to identify the lognormal behavior of data, and
no crossing of the confidence intervals is observed. Allowing for small deviations, like
touching or slightly crossing the confidence intervals, especially at the right-hand side
of the CP, the coverage can be improved, up to the expected percentages.
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Figure 2.8: Empirical Concentration Profile (dotted black line) with 95% and 99% bootstrapped confidence
intervals (red dotted lines) compared to the theoretical Concentration Profile (blue straight line). Confidence
intervals are built using the standard deviation for the lognormal data and the mean absolute deviation for the
Paretian ones.

For the Paretian case, conversely, the coverage is around 75%. This seems unsatis-
factory, but it can be justified by the fact that, for ρ = 1.5, the variance of the Pareto is not
defined, and a sample of 500 observations may not be sufficient to correctly estimate ρ,
given the large fluctuations in the samples [39]7. Also in this case the empirical cover-
age can be improved by allowing minor departures from the confidence intervals, but
always looking for an almost constant CP. However, and this is the most important re-
sult, if instead of ρ = 1.5 we choose ρ = 2.1, so that the theoretical variance is finite, then
the empirical coverage for the Pareto reaches the levels of the lognormal case. Similarly
if instead of 500 observations, we deal with 2000 or more data points. The quality of the
estimated shape parameter ρ̂ is therefore fundamental: an unreliable ρ̂ can generate a
theoretical Paretian CP that is out of the confidence intervals, even if a visual inspection
of the CP plot shows a constant empirical CP. This is the most common situation when
the theoretical CP does not fall within the bootstrapped confidence intervals, because of
an unreliable ρ̂: one is still able to observe Paretianity, but she should not rely on the CP
for a confirmation about ρ̂.

A last experiment is to use the lognormal samples of the simulation study to check
whether a mis-specified Weibull CP would fall within the usual confidence intervals.
What we get is an empirical coverage of 0%: the theoretical Weibull CP never falls within
the confidence intervals, suggesting that the underlying data is not Weibull distributed.

2.7.2. REAL DATA EXAMPLE
We deal with two well-known data sets in the evir package of the statistical language
R, used in, e.g., [6, 9, 29]. The first contains 2167 Danish fire insurance claims (name:
danish), and it is a typical example of a Pareto loss distribution with estimated shape
parameter ρ ∈ (1,2), so that we expect a finite mean but an infinite variance (here the
estimation of ρ is more reliable despite the infinite variance, given the larger sample

7Note that in this case we used a sequence of marginal confidence intervals to estimate the coverage proba-
bility, despite this being standard practice confidence bands could also be used in order to improve accuracy,
see for example [40]
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Figure 2.9: Histograms of the Danish insurance losses and of the BMW losses.

size). The second data set contains 6146 daily losses and returns on the BMW share
price (name: BMW), but here we only consider the 2769 losses, which are known to be
lognormally distributed. The empirical loss functions of the data are shown in Fig 2.9 as
histograms.

Figure 2.10 shows the empirical CPs for the Danish insurance and BMW data, to-
gether with their bootstrapped 95% and 99% confidence intervals (on the basis of 1000
samples). In the case of Paretian losses (Danish insurance data) the confidence intervals
are computed using the MAD. Regarding the BMW data, there is temporal dependence
in them [9]. For this reason, to not completely lose the dependence structure, a simple
block-bootstrap approach [41] can be used8, with non-overlapping blocks of 50, 100 and
200 observations each (the last block only contains the residual observations to be pre-
cise), observing no appreciable difference in the final results depending on block size.
We have bootstrapped the entire time series of profits and losses (6146 daily log returns),
and only after resampling we have selected the losses (obtaining 1000 data sets of losses
of variable size). Just resampling the losses would have introduced non-trivial problems
in the data, given that the time series of losses is not equally spaced. These problems of
time dependence tend to disappear if we only focus on the very large losses, as extreme
value theory teaches us [29], but it is better not to underestimate them when defining
the CP for the lower thresholds.

In Figure 2.10a, the empirical CP of the fire insurance claim data is almost constant.
Given the insights in Section 2.4, we conclude that the data is Pareto distributed. An
additional check to the Paretianity of the data set can be done using the C AESα, for
which we expect a diverging behavior. The result is presented in Figure 2.11a.

For the BMW losses, the empirical CP exhibits the following features: it starts around
the point 0.5, it decreases rapidly towards zero, and exhibits a change in the slope, being
slightly convex at the beginning and ending concave. By the results in Section 2.4, we
can exclude the Pareto distribution since the CP is not constant.

8More advanced approaches like the moving, the circular [41] or the stationary block bootstrap [42] could have
been used, and we actually tried some of them, but our qualitative results about the shape of the CP do not
vary.
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Figure 2.10: Empirical Concentration Profiles with 95% and 99% bootstrapped confidence intervals (1000 sam-
ples). For the Danish insurance data (left), confidence intervals are built using bootstrapping and the MAD as a
robust measure of variability, while for the BMW data (right) we use block-bootstrapping with non-overlapping
block of different sizes (size 200 in the figure) and the standard deviation.

With the starting point of the BMW empirical CP around G(0) = 0.5, and recalling
that the Weibull distribution starting at this point coincides with the exponential, we
can exclude Weibulls with γ 6= 1 from the candidates. Remaining possibilities are either
the exponential or the lognormal with shape parameter σ→ 1. To discriminate between
these two options we use the C AESα, given that its behavior for these distributions is
different: for the exponential the C AESα is constant, while for the lognormal it exhibits
the complex behavior in Figure 2.6b. The results are shown in Figure 2.11b, where the
C AESα diverges, suggesting lognormally distributed data.

To double check the lognormal hypothesis, we fitted a lognormal distribution to the
data, using the method of moments for its parameters, getting σ = 0.88 (with a s.e. of
0.0065). We then used this value to generate the theoretical lognormal CP in Figure 2.10b,
comparing it with the empirical one. The result is positive, as we cannot observe any
statistically significant difference.

Paretian data are usually much more risky than light-tailed ones. However, compar-
ing the V aRα and the ESα of the Danish and the BMW data sets is useless since they
measure different phenomena with different scales. Moreover, as stated before, V aRα
and ESα alone may be not indicative of the potential tail losses, since they do not pro-
vide information about the dispersion. Computing the truncated Gini index G(α) thus
appears to be a solution, as it provides information about the precision of the ESα and
the length of the tail beyond V aRα. Furthermore, being a scale free measure, it can be
used to compare the two loss distributions even if they represent different phenomena.

Table 2.2 collects the V aRα, ESα, G(α), V Mα and CVα for both data sets, with α ∈
{0.9,0.95,0.99}. As expected, looking at V aRα and at ESα, the insurance losses seem
riskier than the market ones, even if the different scales do not allow for a proper quan-
tification of the term "riskier". Conversely, the scale free truncated Gini index gives us
the opportunity of an informative comparison: Danish losses are definitely more risky,
since their Gini index is about twice the value of that of BMW.
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Figure 2.11: Empirical Concentration Adjusted ESα for the Danish insurance claims and the BMW share daily
losses.

Both the variance-to-mean (VM) and the coefficient of variation (CV) cannot be used
for the Danish insurance losses, because of the infinite variance. When they can be used,
as for the BMW losses, it seems more appropriate to use the CV, which – as the Gini index
– is scale free. For different values of α, the quantity V Mα does not vary sensibly, not
providing useful insight.

Danish Insurance losses BMW log-losses
α V aRα ESα G(α) V Mα CVα V aRα ESα G(α) V Mα CVα
0.9 5.541 15.56 0.437 - - 0.022 0.034 0.201 0.007 0.444

0.95 9.972 24.08 0.390 - - 0.029 0.044 0.176 0.007 0.387

0.99 26.04 58.58 0.387 - - 0.049 0.070 0.157 0.007 0.306

Table 2.2: Comparison of the main risk measures for the Danish and BMW data sets. For the insurance losses it
is not possible to compute the variance-to-mean ratio V M nor the coefficient of variation CV , for the second
moment is not finite.

To conclude, in Figure 2.12 we show a comparison based on the Concentration Map,
with an underlying Cobb-Douglas with parameters a = 0.3 and b = 0.7. The Danish fire
claims are confirmed to be more risky according to our definition of risk.

2.7.3. IDENTIFYING THRESHOLDS IN EXTREME VALUE THEORY
In the context of extreme value theory [30, 32, 43], a significant issue is the estimation of
the threshold above which the possible Paretian tail starts. This has applications in the
computation of the tail index, the tail quantile and other relevant quantities [9]. However
no unique methodology has been developed to estimate the right threshold so far, but
many different tools are used to provide hints about the best value, see for example [19].
Here we propose the Concentration Profile as an additional instrument.

As the Concentration Profile is a sequence of truncated Gini indices computed for
increasing thresholds, progressively discharging the previous observations, we expect
that if the data exhibits a Paretian right tail, then, from a certain α-level onward, the CP



2.7. APPLICATIONS

2

35

Figure 2.12: Risk evaluation of the Danish and BMW data sets via the Concentration Map. Cobb-Douglas
parameters: a = 0.3, b = 0.7.

should be approximately constant.
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Figure 2.13: Threshold identification for Paretian tails using the empirical CP and the Zipf plot. In the CP figure,
a dashed red line has been added to underline the constant behavior of the Concentration Profile at the tail
level. The blue crosses indicate the suggested thresholds for Paretianity.

An example performed on simulated data will clarify this. In Figure 2.13a, the empir-
ical CP of a sample (1000 points) from the following mixture is plotted:

Ymi x =βY + (1−β)Z , (2.18)

where Y is a standard exponential distribution, Z is a Pareto distribution withρ = 1.5,
and the mixing parameter is β = 0.85. By construction, this data set exhibits Paretian
tails. In particular, the Paretian behavior starts around quantile Q(0.825) = 3.2445 (de-
noted by a blue cross in Figure 2.13a).

To assess the quality of our findings we can compare our methodology with other
techniques used in EVT to detect the tail threshold (see [9, 19] for a review). In Figure



2

36 2. GINI BASED RISK MEASURES: CONCENTRATION PROFILE

Goldman Sachs share losses

Losses

F
re

q
u
e
n
c
y

0 100 200 300 400 500

0
1
0

2
0

3
0

4
0

5
0

6
0

Figure 2.14: Histogram of losses for a portfolio on Goldman Sachs shares (272 observation in the
period 2010-2013).

2.13b, we report the empirical survival function S(x) = 1−F (x) plotted in a log-log scale
[19]. From this plot, known as Zipf plot, we see how the straight line behavior which char-
acterizes the Paretian tail is present from approximately the same level identified via the
empirical CP. Similar results are found using the mean-excess plot and other commonly
used techniques [19].

To provide a further real-world example, let us consider 272 non-equally spaced mar-
ket losses in a portfolio related to Goldman Sachs shares in the period 2010-2013. The
histogram of the loss distribution is shown in Figure 2.14, and its Concentration Pro-
file is given in Figure 2.15a. Once again, in order to identify the Paretian threshold, we
look for the point at which the concentration profile starts exhibiting an approximately
horizontal behavior. In Figure 2.15a, we identify this level as the quantile associated to
α≈ 0.79, as Q(0.79) = 90.1827. To ease the identification we also provide a dashed hori-
zontal line representing the theoretical CP of a Pareto distribution with shape parameter
ρ = 2.8, as estimated from data using the GPD approximation and MLE. In Figure 2.16a
the last section of the Concentration Profile is zoomed in, to show the horizontal behav-
ior. As before, Zipf plots are provided for comparison: the Paretian threshold seems to
be around the 79% quantile, as suggested by the Concentration Profile.

2.8. CONCLUSIONS
In this chapter we introduced a novel approach to risk management, based on the study
of concentration measures of the loss distribution. In particular, we showed that a trun-
cated sequence of Gini indices – the Concentration Profile – represents an accurate way
of assessing the variability of the larger losses, the precision of common risk manage-
ment measures like the ESα, and tail risk in general. Combining the Concentration Pro-
file and standard results from utility and risk theory, we have developed a Concentration
Map, which can be used to assess the risk attached to potential losses on the basis of the
risk profile of a risk manager. Finally, we have used a sequence of truncated Gini indices
as weights for the ESα defining the so-called Concentration Adjusted Expected Shortfall,
a measure able to capture additional features of tail risk. Using simulated and empirical
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Figure 2.15: Empirical Concentration Profile and Zipf plot for the losses of the portfolio on Goldman Sachs
shares. The dashed red line represents the theoretical Concentration Profile generated by a Pareto with shape
parameter ρ = 2.8 (ξ= 0.36). Blue crosses indicate the suggested thresholds for Paretianity.
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Figure 2.16: Zoomed-in versions of both the empirical Concentration Profile and the Zipf plot of Figure 2.15 to
better visualize the right tail. The blue crosses indicate the suggested thresholds for Paretianity.
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data, we showed how to use our methods in practice, from risk management to extreme
value theory.

It is worth stressing that Concentration Profiles and Maps may also be obtained by
substituting the Gini index with other measures of concentration, like the Pietra index
[44]. However, by preliminary studies we noticed that the increase in mathematical com-
plexity is not compensated by an improvement in the applicability. Using an Occam’s
razor principle, we therefore preferred the simpler (and better known) Gini index.
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APPENDIX

A: GINI INDICES AND LORENZ CURVES OF SOME NOTABLE DIS-
TRIBUTIONS
Table 2.3 contains some distributions often used for modeling losses [2, 10]. We collect
them here, as they are also useful for our discussion.

Distribution c.d.f p.d.f. Support Shape

Weibull F (y) = 1−e−( y
λ

)γ f (y) = γ
λ ( y

λ )γ−1e−( y
λ

)γ y ∈R+ γ ∈R+

Lognormal F (y) =Φ( ln(y)−µ
σ ) f (y) = 1

σ
p

2π
e

−(ln(y)−µ)2

σ2 y ∈R+ σ ∈R+

Exponential F (y) = 1−e−
y
λ f (y) =λe−yλ y ∈R+ None

Pareto F (y) = 1− ( y
y0

)−ρ f (y) = ρy
ρ
0

xρ−1 1{y≥y0} y ∈ [y0,+∞) ρ ∈R+

Table 2.3: C.d.f., p.d.f., support and shape parameter of some of the most used distributions in risk manage-
ment.

For the distributions in Table 2.3, we collect in Table 2.4 the corresponding closed
form formulas for their Lorenz curves and Gini indices.

Distribution Gini Index Lorenz Curve x ∈ [0,1]

Weibull 1−2−
1
γ L(x) = 1− Γ(− log(1−x),1+ 1

γ )

Γ(1+ 1
γ )

Lognormal 2Φ( σp
2

)−1 L(x) =Φ(Φ−1(x)−σ)

Exponential 1
2 L(x) = x +x(− log(1−x))+ log(1−x)

Pareto 1
2ρ−1 L(x) = 1− (1−x)

ρ−1
ρ

Table 2.4: Gini index and Lorenz curve for the same distributions of Table 2.3 .

B: SAME GINI INDEX BUT DIFFERENT LORENZ CURVES: AN EX-
AMPLE
In Figure 2.17 two different Lorenz curves are shown. Their functional forms are

L1(x) = (2x −1)1{x≥0.5},

for the one on the left, and
L2(x) = 0.5x,

for that on the right.
Fixing x = 0.9, gives L1(x) = 0.8 and L2(x) = 0.45. This means that according to L1 the

top 10% losses account for 20% of the total loss. These numbers change under L2, where
the same top 10% accounts for 55% of all losses! In both cases, the Gini index is the same:
G1 = 1

2 =G2. Graphically speaking, it is sufficient to notice that the two blue triangles in
Figure 2.17 occupy the same area. This simple example shows that the Gini index alone
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Figure 2.17: In the first graph Lorenz curve L1(x) is shown; in the second L2(x). The area shaded between Lpe
and the two Lorenz curves is the same, giving the same Gini index, however the asymmetry is clearly different.

is not able to capture the dissimilarity between two loss distributions, despite their very
different risk profiles.

This example can also be used to heuristically justify the use of the Concentration
Profile. Let us truncate the original data at x = 0.5, i.e. let us ignore the first 50% of the
two samples. The new Lorenz curves are given in Figure 2.18.
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Figure 2.18: The rescaled versions of the Lorenz curves in Figure 2.17, where the upper 50% of the domain is
considered. The shaded area is absent in the left side meaning that the Gini index of L0.5

1 (x) is zero.

Using Equation (2.5) it is not difficult to prove that the two curves are L0.5
1 (x) = x and

L0.5
2 (x) = 1

3 x. The second situation is more risky, given the higher inequality. This is also
reflected by the new Gini indices, which now differ: G0.5

1 = 0 <G1 and G0.5
2 = 2

3 >G2. This
denotes a different risk concentration in the tails.

In a Concentration Profile, we perform the same computation as above at every point
of the support of the loss distribution. We thus get a sequence of truncated Gini indices,
which is informative about tail risk.
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C: DERIVATION FOR TRUNCATED LORENZ CURVE
In order to derive the Lorenz curve for truncated random variables, i.e. Equation (2.5),
recall that the p.d.f. of a random variable X left-truncated on [u,+∞) is given by:

fu(x) = f (x)

1−F (u)
. (2.19)

where f (x) is the p.d.f. of X .
Let us define the Cumulative Mean Function M(t ) for the truncated random variable,

i.e.

M(t ) :=
∫ t

u
x f (x)

1−F (u) dx∫ +∞
u

x f (x)
1−F (u) dx

, (2.20)

with t ∈ [u,+∞), which becomes

M(t ) :=
∫ t

u x f (x)dx∫ +∞
u x f (x)dx

.

The Lorenz curve is related to the Cumulative Mean Function via the change of vari-
able t = F−1(x). Applying this to Equation (2.20), we get the Lorenz curve associated to
the truncated random variable Xu on [u,+∞),

L∗
α(x) =

∫ x
α F−1(u)du∫ 1
α F−1(u)du

, (2.21)

whereα is the confidence level associated to truncation in u, i.e. F (u) =α. The curve
Lα(x) is therefore defined on the risk subclass Sα.

Now, set z = x−α
1−α , and plug it in Equation (2.21), so that

Lα(z) = L∗
α(z(1−α)+α). (2.22)

Notice that Equation (2.22) can be re-written as

Lα(z) = L∗
α(z(1−α)+α) =

∫ z(1−α)+α
α F−1(u)du∫ 1

α F−1(u)du
. (2.23)

Recalling that the Lorenz curve associated with a random variable with domain inR+
is given by Equation (2.1), we can adjust the right-hand side of Equation (2.23) so that

Lα(z) =
∫ z(1−α)+α
α F−1(u)du∫ 1

α F−1(u)du
=

∫ z(1−α)+α
0 F−1(u)du −∫ α

0 F−1(u)du∫ 1
0 F−1(u)du −∫ α

0 F−1(u)du
. (2.24)

By dividing the right-hand side by
∫ 1

0 F−1(u)du∫ 1
0 F−1(u)du

, and by recalling that L(α) =
∫ α

0 F−1(u)du∫ 1
0 F−1(u)du

and that L(1) = 1, we obtain

Lα(z) = L(z(1−α)+α)−L(α)

1−L(α)
. (2.25)
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D: PROOF OF THEOREM 2.2
The quantile function of a one-parameter GPD is given by

F−1(v) = (1− v)−ξ−1

ξ
, 0 ≤ v ≤ 1. (2.26)

From this, using Equation (2.1), we get

L(x) =
∫ x

0
(1−v)−ξ−1

ξ dv∫ 1
0

(1−v)−ξ−1
ξ dv

. (2.27)

Solving (2.27), we obtain

L(x) = 1− (1−x)(1−ξ) −x +ξx

ξ
, (2.28)

which is the closed form solution for the Lorenz curve of the GPD .
We now obtain the truncated Lorenz curve by evaluating (2.28) in α+ (1−α)x, that is

Lα(x) = −(1−α)ξ((α−1)(x −1))−ξ+x(1−α)ξ
(
((α−1)(x −1))−ξ+ξ−1

)+1

ξ(1−α)ξ− (1−α)ξ+1
. (2.29)

Using Equations (2.7) and (2.29), we observe

G(α) = 1−2
∫ 1

0

−(1−α)ξ((α−1)(x −1))−ξ+x(1−α)ξ
(
((α−1)(x −1))−ξ+ξ−1

)+1

ξ(1−α)ξ− (1−α)ξ+1
dx,

from which we derive

G(α) = ξ

2− (1−α)ξ(−2+ξ)(−1+ξ)−ξ . (2.30)

In order to prove that, in the case of a light-tailed distribution, the CP is decreasing,
we have to show that dG(α)

dα < 0 for every α ∈ [0,1). We observe

dG(α)

dα
= 1

2(α−1)(log(1−α)−1)2 , (2.31)

which is always negative.
Left to show is that the CP of a fat-tailed distribution gets flatter as ξ→ 1, with lim-

iting case the constant. It is sufficient to show that:
d( dG(α)

dα )
dξ < 0 and limξ→1

dG(α)
dα = 0.

Therefore

dG(α)

dα
=− (ξ−1)ξ2(1−α)ξ−1

(ξ−2)
(
(ξ−1)(1−α)ξ+1

)2 , (2.32)

whose limit for ξ→ 1 goes to 0.



2.8. CONCLUSIONS

2

43

E: DERIVATION FOR THE EXPONENTIAL DISTRIBUTION CON-
CENTRATION PROFILE
We here provide the derivation of the CP for the exponential distribution. The derivation
of the CP for other distributions only involves the computation of some more cumber-
some integrals. For the lognormal distribution the actually-usable solution can only be
obtained numerically.

Our aim is to use formula (2.7) to obtain a workable form for the CP.
Recalling Table 2.4, the Lorenz curve for the exponential distribution is given by:

L(x) = x +x(− log(1−x))+ log(1−x).

In order to get its truncated version, we exploit formula (2.5), so that after some alge-
bra we get

Lα(x) = −x + log(1−α)+ (−1+x) log((−1+x)(−1+α))

−1+ log(1−α)
. (2.33)

We can now exploit Equation (2.33) in formula (2.7), and we get

G(α) = 1−2
∫ 1

0

−x + log(1−α)+ (−1+x) log((−1+x)(−1+α))

−1+ log(1−α)
dx. (2.34)

The integral in (2.34) can be solved directly, thus getting the formula provided in
Table 2.1.
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3
GINI ESTIMATION UNDER INFINITE

VARIANCE

We study the problems related to the estimation of the Gini index in presence of a fat-
tailed data generating process, i.e. one in the stable distribution class with finite mean
but infinite variance (i.e. with tail index α ∈ (1,2)). We show that, in such a case, the
Gini coefficient cannot be reliably estimated using conventional nonparametric methods,
because of a downward bias that emerges under fat tails. This has important implications
for the ongoing discussion about economic inequality.

We start by discussing how the nonparametric estimator of the Gini index undergoes a
phase transition in the symmetry structure of its asymptotic distribution, as the data dis-
tribution shifts from the domain of attraction of a light-tailed distribution to that of a fat-
tailed one, especially in the case of infinite variance. We also show how the nonparametric
Gini index bias increases with lower values of α. We then prove that maximum likelihood
estimation outperforms nonparametric methods, requiring a much smaller sample size to
reach efficiency. Finally, for fat-tailed data, we provide a simple correction mechanism to
the small sample bias of the nonparametric estimator based on the distance between the
mode and the mean of its asymptotic distribution.

Keywords: Gini index; inequality measure; size distribution; extremes; α-stable distri-
bution.

Parts of this chapter have been published in Physica A: Statistical Mechanics and its Applications 502, 256–269
(2018) [1].
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3.1. INTRODUCTION
Wealth inequality studies represent a field of economics, statistics and econophysics ex-
posed to fat-tailed data generating processes, often with infinite variance [2, 3]. This is
not at all surprising if we recall that the prototype of fat-tailed distributions, the Pareto,
has been proposed for the first time to model household incomes [4]. However, the fat-
tailedness of data can be problematic in the context of wealth studies, as the property of
efficiency (and, partially, consistency) does not necessarily hold for many estimators of
inequality and concentration [3, 5].

The scope of this work is to show how fat tails affect the estimation of one of the
most celebrated measures of economic inequality, the Gini index [6–8], often used (and
abused) in the econophysical and economic literature as the main tool for describing the
distribution and the concentration of wealth around the world [2, 9, 10].

The literature concerning the estimation of the Gini index is wide and comprehen-
sive (e.g. [6, 8] for a review), however, strangely enough, almost no attention has been
paid to its behavior in presence of fat tails, and this is curious if we consider that: 1) fat
tails are ubiquitous in the empirical distributions of income and wealth [3, 10], and 2)
the Gini index itself can be seen as a measure of variability and fat-tailedness [11–14].

The usual method for the estimation of the Gini index is nonparametric: one com-
putes the index from the empirical distribution of the available data using Equation (3.5)
below. However, such estimator is known to be suffer of finite sample bias [15] whose di-
rection depends on the underlying true unknown distribution. In this cheaper by study-
ing the asymptotic distribution of the non-parametric estimator for the Gini index under
infinite variance assumptions we try to cast some light on the finite sampling distribu-
tion of such estimator and its pre-asymptotic behaviour. Additionally, we show how the
maximum likelihood approach, despite the risk of model misspecification, needs much
fewer observations to reach efficiency when compared to a nonparametric one.1

By fat-tailed data we indicate those data generated by a non-negative random vari-
able X with cumulative distribution function (c.d.f.) F (x), which is regularly-varying of
order α [17], that is, for F̄ (x) := 1−F (x), one has

lim
x→∞xαF̄ (x) ∼ L(x), (3.1)

where L(x) is a slowly-varying function such that limx→∞ L(cx)
L(x) = 1 with c > 0, and where

α> 0 is called the tail exponent.
Regularly-varying distributions define a large class of random variables whose prop-

erties have been extensively studied in the context of extreme value theory [5, 18], when
dealing with the probabilistic behavior of maxima and minima. As pointed out in [19],
regularly-varying and fat-tailed are indeed synonyms. It is known that, if X1, ..., Xn are
i.i.d. random variables with common c.d.f. F (x) in the regularly-varying class, as defined
in Equation (3.1), then their data generating process falls into the maximum domain of
attraction of a Fréchet distribution with parameter ρ, in symbols X ∈ MD A(Φ(ρ))[18].

1A similar bias also affects the nonparametric measurement of quantile contributions, i.e. those of the type
“the top 1% owns x% of the total wealth" [16]. This chapter extends the problem to the more widespread Gini
coefficient, and goes deeper by making links with the limit Theorems.
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This means that, for the partial maximum Mn = max(X1, ..., Xn), one has

P
(
a−1

n (Mn −bn) ≤ x
) d→Φρ(x) = e−x−ρ

, ρ > 0, (3.2)

with an > 0 and bn ∈ R two normalizing constants. Clearly, the connection between
the regularly-varying coefficient α and the Fréchet distribution parameter ρ is given by:
α= 1

ρ [5].
The Fréchet distribution is one of the limiting distributions for maxima in extreme value
theory, together with the Gumbel and the Weibull; it represents the fat-tailed and un-
bounded limiting case [18]. The relationship between regularly-varying random vari-
ables and the Fréchet class thus allows us to deal with a very large family of random
variables (and empirical data), also showing how the Gini index is highly influenced by
maxima, i.e. extreme wealth, as intuition clearly suggests [3, 14], especially under infinite
variance. Again, this recommends some caution when discussing economic inequality
under fat tails.

It is worth remembering that the existence (finiteness) of the moments for a fat-tailed
random variable X depends on the tail exponent α, in fact

E(X δ) <∞ if δ≤α,

E(X δ) =∞ if δ>α. (3.3)

In this chapter, we restrict our focus on data generating processes with finite mean and
infinite variance, therefore, according to Equation (3.3), on the class of regularly-varying
distributions with tail index α ∈ (1,2).

Table 3.1 and Figure 3.1 present numerically and graphically our story, already sug-
gesting its conclusion, on the basis of artificial observations sampled from a Pareto dis-
tribution (Equation (3.14) below) with tail parameter α equal to 1.1.

Table 3.1 compares the nonparametric Gini index of Equation (3.5) with the max-
imum likelihood (ML) tail-based one of Section 3.3. For the different sample sizes in
Table 3.1, we have generated 108 samples, averaging the estimators via Monte Carlo. As
the first column shows, the convergence of the nonparametric estimator to the true Gini
value (g = 0.8333) is extremely slow and monotonically increasing; this suggests an issue
not only in the tail structure of the distribution of the nonparametric estimator but also
in its symmetry.

Figure 3.1 provides some evidence that the limiting distribution of the nonparamet-
ric Gini index loses its properties of normality and symmetry [20], shifting towards a
skewed and fatter-tailed limit, when data are characterized by an infinite variance. As
we prove in Section 3.2, when the data generating process is in the domain of attrac-
tion of a fat-tailed distribution, the asymptotic distribution of the Gini index becomes a
skewed-to-the-right α-stable law.

This change of behavior is responsible for the steep increase in the sampling variabil-
ity of the non-parametric Gini estimator as well as to its slower speed on convergence
being Berry–Esseen type of results losing their validity [5]. Additionally, because of the
right-skew of the asymptotic distribution it may be reasonable to assume that it is more
likely to observe lower-than-the-average values for the non-parametric estimator in its
pre-asymptotic behaviour as empirical evidence of Table 3.1 shows.
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Figure 3.1: Histograms for the Gini nonparametric estimators for two Paretian (type I) distributions with differ-
ent tail indices, with finite and infinite variance (plots have been centered to ease comparison). Sample size:
103. Number of samples: 102 for each distribution.

The knowledge of the new limit allows us to propose a correction for the nonpara-
metric estimator, improving its quality, and thus reducing the risk of badly estimating
wealth inequality, with all the possible consequences in terms of economic and social
policies [3, 10, 21].

Table 3.1: Comparison of the Nonparametric (NonPar) and the Maximum Likelihood (ML) Gini estimators,
using Paretian data with tail α = 1.1 (finite mean, infinite variance) and different sample sizes. Number of
Monte Carlo simulations: 108.

n Nonpar ML Error Ratio
(number of obs.) Mean Bias Mean Bias

103 0.711 -0.122 0.8333 0 1.4
104 0.750 -0.083 0.8333 0 3
105 0.775 -0.058 0.8333 0 6.6
106 0.790 -0.043 0.8333 0 156
107 0.802 -0.031 0.8333 0 105+

The chapter is organized as follows. In Section 3.2 we derive the asymptotic distribu-
tion of the sample Gini index when data possess an infinite variance. In Section 3.3 we
deal with the maximum likelihood estimator, while in Section 3.4 we provide an illustra-
tion with Paretian observations. In Section 3.5 we propose a simple correction based on
the mode-mean distance of the asymptotic distribution of the nonparametric estimator,
to take care of its small-sample bias. Section 3.6 closes the chapter. A technical Appendix
contains the longer proofs of the main results in the work.
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3.2. ASYMPTOTICS OF THE NONPARAMETRIC ESTIMATOR UN-
DER INFINITE VARIANCE

We derive the asymptotic distribution for the nonparametric estimator of the Gini index
when the data generating process is fat-tailed with finite mean but infinite variance.

The so-called stochastic representation of the Gini g is

g = 1

2

E
(|X ′−X "|)

µ
∈ [0,1], (3.4)

where X ′ and X " are i.i.d. copies of a random variable X with c.d.f. F (x) ∈ [c,∞), c > 0,
and with finite mean E(X ) = µ. The quantity E

(|X ′−X "|) is known as the "Gini Mean

Difference" (GMD) [8]. For later convenience we also define g = θ
µ with θ = E(|X ′−X "|)

2 .
The Gini index of a random variable X is thus the mean expected deviation between

any two independent realizations of X , scaled by twice the mean [22].
The most common nonparametric estimator of the Gini index for a sample X1, ..., Xn

is defined as

GN P (Xn) =
∑

1≤i< j≤n |Xi −X j |
(n −1)

∑n
i=1 Xi

, (3.5)

which can also be expressed as

GN P (Xn) =
∑n

i=1(2( i−1
n−1 −1)X(i )∑n

i=1 X(i )
=

1
n

∑n
i=1 Z(i )

1
n

∑n
i=1 Xi

, (3.6)

where X(1), X(2), ..., X(n) are the ordered statistics of X1, ..., Xn , such that: X(1) < X(2) < ... <
X(n) and Z(i ) = 2

( i−1
n−1 −1

)
X(i ). The asymptotic normality of the estimator in Equation

(3.6) under the hypothesis of finite variance for the data generating process is known
[3, 8, 23]. The result directly follows from the properties of the U-statistics and the L-
estimators involved in Equation (3.6)

A standard methodology to prove the limiting distribution of the estimator in Equa-
tion (3.6), and more in general of a linear combination of order statistics, is to show that
in the limit, for n → ∞, the sequence of order statistics can be approximated by a se-
quence of i.i.d random variables [24, 25]. However, this usually requires some sort of L2

integrability of the data generating process, something we are not assuming here.
Lemma 3.1, whose proof is to be found in the Appendix at the end of the chapter,

shows how to deal with the case of sequences of order statistics generated by fat-tailed
L1-only integrable random variables.

Lemma 3.1. Consider the following sequence Rn = 1
n

∑n
i=1( i

n −U(i ))F−1(U(i )) where U(i )

are the order statistics of a uniformly distributed i.i.d random sample. Assume that F−1(U ) ∈
L1. Then the following results hold:

Rn
L1

−→ 0, (3.7)

and
n

α−1
α

L0(n)
Rn

L1

−→ 0, (3.8)

with α ∈ (1,2) and L0(n) a slowly-varying function.
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3.2.1. A QUICK RECAP ON α-STABLE RANDOM VARIABLES

We here introduce some notation for α-stable distributions, as we need them to study
the asymptotic limit of the Gini index.

A random variable X follows an α-stable distribution, in symbols X ∼ S(α,β,γ,δ), if
its characteristic function is

E(e i t X ) =
{

e−γ
α|t |α(1−iβsign(t )) tan( πα2 )+iδt α 6= 1

e−γ|t |(1+iβ 2
π sign(t )) ln |t |+iδt α= 1

,

where α ∈ (0,2) governs the tail, β ∈ [−1,1] is the skewness, γ ∈ R+ is the scale parame-
ter, and δ ∈ R is the location one. This is known as the S1 parametrization of α-stable
distributions [26, 27].

It is interesting to notice that there is a correspondence between the α parameter of
an α-stable random variable, and the α of a regularly-varying random variable as per
Equation (3.1): as shown in [20, 26], a regularly-varying random variable of order α is
α-stable, with the same tail coefficient. This is why we do not make any distinction in
the use of the α here. Since we aim at dealing with distributions characterized by finite
mean but infinite variance, we restrict our attention to α ∈ (1,2), as the two α’s coincide.

Recall that, forα ∈ (1,2], the expected value of anα-stable random variable X is equal
to the location parameter δ, i.e. E(X ) = δ. For more details, we refer to [26, 27].

The standardized α-stable random variable is expressed as

Sα,β ∼ S(α,β,1,0). (3.9)

α-stable distributions are a subclass of infinitely divisible distributions. Thanks to
their closure under convolution, they can be used to describe the limiting behavior of
(rescaled) partials sums, Sn =∑n

i=1 Xi , in the General Central Limit Theorem (GCLT) set-
ting [20]. For α= 2 we obtain the normal distribution as a special case, which is the limit
distribution for the classical CLTs, under the hypothesis of finite variance.

In what follows we indicate that a random variable is in the domain of attraction of
an α-stable distribution, by writing X ∈ D A(Sα,β). Just observe that this condition for
the limit of partial sums is equivalent to the one given in Equation (3.2) for the limit of
partial maxima [5, 20].

3.2.2. THE α-STABLE ASYMPTOTIC LIMIT OF THE GINI INDEX

Consider a sample X1, ..., Xn of i.i.d. random variables with common continuous c.d.f.
F (x) in the regularly-varying class, as defined in Equation (3.1), with tail index α ∈ (1,2).
This corresponds to considering a sample whose data generating process is in the do-
main of attraction of a Fréchet distribution with ρ ∈ ( 1

2 ,1), given that ρ = 1
α .

To study the asymptotic distribution of the Gini index estimator, as presented in
Equation (3.6), when the data generating process is characterized by an infinite variance,
we can make use of the following two theorems: Theorem 3.2 deals with the limiting dis-
tribution of the Gini Mean Difference (the numerator in Equation (3.6)), while Theorem
3.3 extends the result to the complete Gini index. For both theorems the proofs are to be
found in the Appendix at the end of the chapter.
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Theorem 3.2. Consider a sequence (Xi )1≤i≤n of i.i.d random variables with common dis-
tribution F (x) on [c,+∞) with c > 0, such that X ∼ F (x) is in the domain of attraction of
an α-stable random variable, X ∈ D A(Sα), with α ∈ (1,2). Then the sample Gini mean

difference (GMD)
∑n

i=1 Z(i )

n satisfies the following limit in distribution:

n
α−1
α

L0(n)

(
1

n

n∑
i=1

Z(i ) −θ
)

d→ Sα,1, (3.10)

where Zi = (2F (Xi )−1)Xi , E(Zi ) = θ, L0(n) is a slowly-varying function such that Equation
(3.38) holds (see the Appendix), and Sα,1 is a right-skewed standardized α-stable random
variable defined as in Equation (3.9).

Moreover the statistic 1
n

∑n
i=1 Z(i ) is an asymptotically consistent estimator for the GMD,

i.e. 1
n

∑n
i=1 Z(i )

P→ θ.

Please observe that Theorem 3.2 could be restated in terms of the maximum domain
of attraction MD A(Φ(ρ)) as defined in Equation (3.2).

Theorem 3.3. Given the same assumptions of Theorem 3.2, the estimated Gini index

GN P (Xn) =
∑n

i=1 Z(i )∑n
i=1 Xi

satisfies the following limit in distribution

n
α−1
α

L0(n)

(
GN P (Xn)− θ

µ

)
d→Q, (3.11)

where E(Zi ) = θ, E(Xi ) = µ, L0(n) is the same slowly-varying function defined in Theorem
3.2 and Q is a right-skewed α-stable random variable S(α,1, 1

µ ,0).

Furthermore the statistic
∑n

i=1 Z(i )∑n
i=1 Xi

is an asymptotically consistent estimator for the Gini

index, i.e.
∑n

i=1 Z(i )∑n
i=1 Xi

P→ θ
µ = g .

In the case of fat tails withα ∈ (1,2), Theorem 3.3 tells us that the asymptotic distribu-
tion of the Gini estimator is always right-skewed notwithstanding the distribution of the
underlying data generating process. Therefore heavily fat-tailed data not only induce a
fatter-tailed limit for the Gini estimator, but they also change the shape of the limit law,
which definitely moves away from the usual symmetric Gaussian. As a consequence, the
Gini estimator, whose asymptotic consistency is still guaranteed [24], will approach its
true value more slowly, and from below. Some evidence of this was already given in Table
3.1.

3.3. THE MAXIMUM LIKELIHOOD ESTIMATOR
Theorem 3.3 indicates that the usual nonparametric estimator for the Gini index is not
the best option when dealing with infinite-variance distributions, due to the skewness
and the fatness of its asymptotic limit. A way out is to look for estimators that still pre-
serve their asymptotic normality under fat tails, but this is not possible with nonpara-
metric methods, as they all fall into the α-stable Central Limit Theorem case [5, 20]. The
solution is thus to use parametric techniques.
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Theorem 3.4 shows how, once a parametric family for the data generating process has
been identified, it is possible to estimate the Gini index via MLE. The resulting estimator
is not only asymptotically normal but also asymptotically efficient.

In Theorem 3.4 we deal with random variables X whose distribution belongs to the
large and flexible exponential family [28], i.e. a set of distributions whose density can be
represented as

fθ(x) = h(x)e(η(θ)T (x)−A(θ)), (3.12)

with θ ∈R, and where T (x), η(θ), h(x), A(θ) are known functions.

Theorem 3.4. Let X ∼ Fθ such that Fθ is a distribution belonging to the exponential fam-
ily of Equation (3.12). Then the Gini index obtained by plugging-in the maximum likeli-
hood estimator of θ, GML(Xn)θ , is asymptotically normal and efficient. Namely:

p
n(GML(Xn)θ− gθ)

d→ N (0, g ′2
θ I−1(θ)), (3.13)

where g ′
θ
= d gθ

dθ and I (θ) is the Fisher Information.

Proof. The result follows easily from the asymptotic efficiency of the maximum likeli-
hood estimators of the exponential family, and the invariance principle of MLE. In par-
ticular, the validity of the invariance principle for the Gini index is granted by the con-
tinuity and the monotonicity of gθ with respect to θ. The asymptotic variance is then
obtained by application of the delta-method [28].

3.4. A PARETIAN ILLUSTRATION
We provide an illustration of the obtained results using some artificial fat-tailed data. We
choose a Pareto I [4], with density

f (x) =αcαx−α−1 , x ≥ c. (3.14)

It is easy to verify that the corresponding survival function F̄ (x) belongs to the regularly-
varying class with tail parameter α and slowly-varying function L(x) = cα. We can there-
fore apply the results of Section 3.2 to obtain the following corollaries.

Corollary 3.1. Let X1, ..., Xn be a sequence of i.i.d. random variables with Pareto distribu-
tion with tail parameter α ∈ (1,2). The nonparametric Gini estimator is characterized by
the following limit:

DN P
n =GN P (Xn)− g ∼ S

α,1,
C

1
α
α

(1+α)
1
α n

α−1
α

(α−1)

α
,0

 . (3.15)

Proof. Without loss of generality we can assume c = 1 in Equation (3.14). The results
is a mere application of Theorem 3.3, remembering that a Pareto distribution is in the
domain of attraction of α-stable random variables with slowly-varying function L(x) =
1. The sequence cn to satisfy Equation (3.38) becomes cn = n

1
αC

− 1
α

α , therefore we have

L0(n) =C
− 1
α

α , which is independent of n. Additionally the mean of the distribution is also
a function of α, that is µ= α

α−1 .
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Corollary 3.2. Let the sample X1, ..., Xn be distributed as in Corollary 3.1, let GML
θ

be the
maximum likelihood estimator for the Gini index as defined in Theorem 3.4. Then the
MLE Gini estimator, rescaled by its true mean g , has the following limit:

DML
n =GML

α (Xn)− g ∼ N

(
0,

4α2

n(2α−1)4

)
, (3.16)

where N indicates a Gaussian.

Proof. The functional form of the maximum likelihood estimator for the Gini index is
known to be GML

θ
= 1

2αML−1
[3]. The result then follows from the fact that the Pareto dis-

tribution (with known minimum value xm) belongs to an exponential family and there-
fore satisfies the regularity conditions necessary for the asymptotic normality and effi-
ciency of the maximum likelihood estimator. Also notice that the Fisher information for
a Pareto distribution is 1

α2 .

Now that we have worked out both asymptotic distributions, we can compare the
quality of the convergence for both the MLE and the nonparametric case when dealing
with Paretian data, which we use as the prototype for the more general class of fat-tailed
observations.

In particular, we can approximate the distribution of the deviations of the estimator
from the true value g of the Gini index for finite sample sizes, by using Equations (3.15)
and (3.16).

Figure 3.2 shows how the deviations around the mean of the two different types of
estimators are distributed and how these distributions change as the number of obser-
vations increases. Additionally, in the Appendix we provide evidence of how the finite
sample approximation given in Corollary 3.1 well fits the empirical distribution.

Fixing the number of observation in the MLE case and letting them vary in the non-
parametric one we show how the impact of different tail indexes is on the consistency of
the estimator. It is worth noticing that, as the tail index decreases towards 1 (the thresh-
old value for a infinite mean), the mode of the distribution of the nonparametric estima-
tor moves farther away from the mean of the distribution (centered on 0 by definition,
given that we are dealing with deviations from the mean). Such a phenomenon is not
present in the MLE case, thanks to the the normality of the limit for every value of the
tail parameter.

We can make our argument more rigorous by assessing the number of observations
ñ needed for the nonparametric estimator to be as good as the MLE one, under different
tails. Let’s consider the likelihood-ratio-type function

r (c,n) = PS (|DN P
n | > c)

PN (|DML
100 | > c)

, (3.17)

where PS (|DN P
n | > c) and PN (|DML

100 | > c) are the tail probabilities (α-stable and Gaussian
respectively) of the centered estimators in the nonparametric and in the MLE cases to
exceed the thresholds ±c, as per Equations (3.16) and (3.15). In the nonparametric case
the number of observations n is allowed to change, while in the MLE case it is fixed to
100. We then wish to find the value ñ such that r (c, ñ) = 1 for fixed c.
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Figure 3.2: Comparisons between the maximum likelihood and the nonparametric asymptotic distributions
for different values of the tail index α. The number of observations for MLE is fixed to n = 100. Note that, even
if all distributions have mean zero, the mode of the distributions of the nonparametric estimator is different
from zero, because of the skewness.

Table 3.2 displays the results for different thresholds c and tail parameters α. In par-
ticular, we can see how the MLE estimator outperforms the nonparametric one, which
requires a much larger number of observations to obtain the same tail probability of the
MLE with n fixed to 100. For example, we need at least 80×106 observations for the non-
parametric estimator to obtain the same probability of exceeding the ±0.02 threshold of
the MLE one, when α= 1.2.

One interesting thing to notice is that the number of observations needed to match
the tail probabilities in Equation (3.17) does not vary uniformly with the threshold. This
is expected, since as the threshold goes to infinity or to zero, the tail probabilities are the
same for every number of n. Therefore, given the unimodality of the limit distributions,
we expect that there will be a threshold maximizing the number of observations needed
to match the tail probabilities, while for all the other levels the number of observations
will be smaller.
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Table 3.2: The number of observations ñ needed for the nonparametric estimator to match the tail proba-
bilities, for different threshold values c and different values of the tail index α, of the maximum likelihood
estimator with fixed n = 100.

Threshold c as per Equation (3.17):
α 0.005 0.01 0.015 0.02

1.8 27×103 12×105 12×106 63×105

1.5 21×104 21×104 46×105 81×107

1.2 33×108 67×107 20×107 80×106

3.5. SMALL SAMPLE CORRECTION
Theorem 3.3 can be also used to provide a correction for the bias of the nonparametric
estimator for small sample sizes. The key idea is to recognize that, for unimodal distri-
butions, most observations come from around the mode. In symmetric distributions the
mode and the mean coincide, thus most observations will be close to the mean value as
well. For skewed distributions, conversely, this is not the case. In particular, for right-
skewed continuous unimodal distributions the mode is lower than the mean. Therefore,
given that the asymptotic distribution of the nonparametric Gini index is right-skewed
assuming that such of behaviour is maintained in the pre-asymptotic we expect that the
observed value of the Gini index estimator will be usually lower than the true one (placed
at the mean level).

We can quantify this difference by looking at the distance between the mode and the
mean, and once this distance is known, we can correct our Gini estimate by adding it
back2.

Formally, we want to derive a corrected nonparametric estimator GC (Xn) such that

GC (Xn) =GN P (Xn)+|m(GN P (Xn))−E(GN P (Xn))|, (3.18)

where |m(GN P (Xn))−E(GN P (Xn))| is the distance between the mode m and the mean of
the distribution of the nonparametric Gini estimator GN P (Xn).

Performing the type of correction described in Equation (3.18) is equivalent to shift-
ing the distribution of GN P (Xn) in order to place its mode on the true value of the Gini
index.

Ideally, we would like to measure this mode-mean distance |m(GN P (Xn))−E(GN P (Xn))|
on the exact distribution of the Gini index to get the most accurate correction. However,
the finite distribution is not always easily derivable and it requires assumptions on the
parametric structure of the data generating process (actually, even in this situation, in
most cases it is unknown for fat-tailed data [3]). Therefore we propose to use the limit-
ing distribution for the nonparametric Gini obtained in Section 3.2 to approximate the
finite sample distribution, and to estimate the mode-mean distance with it. This pro-
cedure allows for more freedom in the modeling assumptions and potentially decreases
the number of parameters to be estimated, given that the limiting distribution only de-
pends on the tail index of the data and the mean, which can be usually assumed to be a
function of the tail index itself, as in the Paretian case where µ= α

α−1 .

2Another idea, which we have tested in writing the chapter, is to use the distance between the median and the
mean; the performances are comparable.
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By exploiting the location-scale property ofα-stable distributions and Equation (3.11),
we approximate the distribution of GN P (Xn) for finite samples by

GN P (Xn) ∼ S
(
α,1,γ(n), g

)
, (3.19)

where γ(n) = 1

n
α−1
α

L0(n)
µ is the scale parameter of the limiting distribution.

As a consequence, thanks to the linearity of the mode for α-stable distributions, we
have

|m(GN P (Xn))−E(GN P (Xn))| ≈ |m(α,γ(n))+ g − g | = |m(α,γ(n))|,
where m(α,γ(n)) is the mode function of an α-stable distribution with zero mean.
This means that, in order to obtain the correction term, the knowledge of the true

Gini index is not necessary, view that m(α,γ(n)) does not depend on g . We then estimate
the correction term as

m̂(α,γ(n)) = argmax
x

s(x), (3.20)

where s(x) is the numerical density of the associated α-stable distribution in Equation
(3.19), but centered on 0. This comes from the fact that, for α-stable distributions, the
mode is not available in closed form, but it can be easily computed numerically [26],
using the unimodality of the law.

The corrected nonparametric estimator is thus

GC (Xn) =GN P (Xn)+m̂(α,γ(n)), (3.21)

whose asymptotic distribution is

GC (Xn) ∼ S
(
α,1,γ(n), g +m̂(α,γ(n))

)
. (3.22)

Note that the correction term m̂(α,γ(n)) is a function of the tail index α and is con-
nected to the sample size n by the scale parameter γ(n) of the associated limiting distri-
bution. It is important to point out that m̂(α,γ(n)) is decreasing in n, and that

lim
n→∞m̂(α,γ(n)) → 0.

This happens because, as n increases, the distribution described in Equation (3.19) be-
comes more and more centered around its mean value, shrinking to zero the distance
between the mode and the mean. This ensures the asymptotic equivalence of the cor-
rected estimator and the nonparametric one. Just observe that

lim
n→∞ |G(Xn)C −GN P (Xn)| = lim

n→∞ |GN P (Xn)+m̂(α,γ(n))−GN P (Xn)|
= lim

n→∞ |m̂(α,γ(n))|→ 0.

Naturally, thanks to the correction, GC (Xn) will always behave better in small sam-
ples. Please also consider that, from Equation (3.22), the distribution of the corrected
estimator has now mean g +m̂(α,γ(n)), which converges to the true Gini g as n →∞.

From a theoretical point of view, the quality of this correction depends on the dis-
tance between the exact distribution of GN P (Xn) and its α-stable limit; the closer the
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two are to each other, the better the approximation. However, given that, in most cases,
the exact distribution of GN P (Xn) is unknown, it is not possible to give more details.

From what we have written so far, it is clear that the correction term depends on the
tail index of the data, and possibly also on their mean. These parameters, if not assumed
to be known a priori, must be estimated. Therefore the additional uncertainty due to the
estimation will reflect also on the quality of the correction.

We conclude this Section by discussing the effect of the correction procedure with
a simple example. In a Monte Carlo experiment, we simulate 1000 Paretian samples of
increasing size, from n = 10 to n = 2000, and for each sample size we compute both
the original nonparametric estimator GN P (Xn) and the corrected GC (Xn). We repeat the
experiment for different α’s. Figure 3.3 presents the results.

It is clear that the corrected estimators always perform better than the uncorrected
ones in terms of absolute deviation from the true Gini value. In particular, our numerical
experiment shows that for small sample sizes with n ≤ 1000 the gain is quite remarkable
for all the different values of α ∈ (1,2). However, as expected, the difference between
the estimators decreases with the sample size, as the correction term decreases both in
n and in the tail index α. Notice that, when the value of the tail index is equal to 2, we
obtain the symmetric Gaussian distribution and the two estimators coincide, being the
nonparametric estimator no longer biased, thanks to the finite variance.
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Figure 3.3: Comparisons between the corrected nonparametric estimator (in red, the one on top) and the usual
nonparametric estimator (in black, the one below). For small sample sizes the corrected one clearly improves
the quality of the estimation.
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3.6. CONCLUSIONS
In this chapter we address the issue of the asymptotic behavior of the nonparametric
estimator of the Gini index in presence of a distribution with infinite variance, an issue
that has been curiously ignored by the literature.

In particular, we derive the asymptotic distribution of the nonparametric estima-
tor of the Gini index under infinite second moment assumption of the data generat-
ing process. We show that such asymptotic distribution maintains the same tail index
of the data generating process as-well-as becoming totally-right-skewed. This results
casts light on the properties of such estimator in fat-tailed stochastic environment of-
ten encountered in practice. Additionally, we use such newly derived limit to build a
bias-correction mechanics to deal with the well-known finite sample bias of the non-
parametric Gini index estimator.

Finally, we compare our results with a fully parametric approach based on maximum
likelihood estimators. As expected the MLE estimators has better efficiency properties
but only provided that the true model is known. Therefore the trade of between effi-
ciency and robustness must be taken into account when choosing which estimator to
use.

TECHNICAL APPENDIX

PROOF OF LEMMA 3.1
Let U = F (X ) be the standard uniformly distributed integral probability transform of the

random variable X . For the order statistics, we then have [25]: X(i )
a.s.= F−1(U(i )). Hence

Rn = 1

n

n∑
i=1

(i /n −U(i ))F−1(U(i )). (3.23)

Now by definition of empirical c.d.f it follows that

Rn = 1

n

n∑
i=1

(Fn(U(i ))−U(i ))F−1(U(i )), (3.24)

where Fn(u) = 1
n

∑n
i=1 1Ui≤u is the empirical c.d.f of uniformly distributed random vari-

ables.

To show that Rn
L1

−→ 0, we are going to impose an upper bound that goes to zero. First
we notice that

E|Rn | ≤ 1

n

n∑
i=1

E|(Fn(U(i ))−U(i ))F−1(U(i ))|. (3.25)

To build a bound for the right-hand side (r.h.s) of (3.25), we can exploit the fact that,
while F−1(U(i )) might be just L1-integrable, Fn(U(i ))−U(i ) is L∞ integrable, therefore we
can use Hölder’s inequality with q =∞ and p = 1. It follows that

1

n

n∑
i=1

E|(Fn(U(i ))−U(i ))F−1(U(i ))| ≤ 1

n

n∑
i=1

Esup
U(i )

|(Fn(U(i ))−U(i ))|E|F−1(U(i ))|. (3.26)
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Then, thanks to the Cauchy-Schwarz inequality, we get

1

n

n∑
i=1

Esup
U(i )

|(Fn(U(i ))−U(i ))|E|F−1(U(i ))|

≤
(

1

n

n∑
i=1

(Esup
U(i )

|(Fn(U(i ))−U(i ))|)2 1

n

n∑
i=1

(E(F−1(U(i ))))2

) 1
2

. (3.27)

Now, first recall that
∑n

i=1 F−1(U(i ))
a.s.= ∑n

i=1 F−1(Ui ) with Ui , i = 1, ...,n, being an i.i.d
sequence, then notice that E(F−1(Ui )) = µ, so that the second term of Equation (3.27)
becomes

µ

(
1

n

n∑
i=1

(Esup
U(i )

|(Fn(U(i ))−U(i ))|)2

) 1
2

. (3.28)

The final step is to show that Equation (3.28) goes to zero as n →∞.
We know that Fn is the empirical c.d.f of uniform random variables. Using the trian-

gular inequality the inner term of Equation (3.28) can be bounded as

1

n

n∑
i=1

(Esup
U(i )

|(Fn(U(i ))−U(i ))|)2 (3.29)

≤ 1

n

n∑
i=1

(Esup
U(i )

|(Fn(U(i ))−F (U(i )))|)2 + 1

n

n∑
i=1

(Esup
U(i )

|(F (U(i ))−U(i ))|)2.

Since we are dealing with uniforms, we known that their cdf F (x) is the identity map,
therefore, F (U ) = u, and the second term in the r.h.s of (3.29) vanishes.

We can then bound E(supU(i )
|(Fn(U(i ))−F (U(i ))|) using the so called Vapnik-Chervonenkis

(VC) inequality, a uniform bound for empirical processes [29–31], getting

Esup
U(i )

|(Fn(U(i ))−F (U(i ))| ≤
√

log(n +1)+ log(2)

n
. (3.30)

Combining Equation (3.30) with Equation (3.28) we obtain

µ

(
1

n

n∑
i=1

(Esup
U(i )

|(Fn(U(i ))−U(i ))|)2

) 1
2

≤µ
√

log(n +1)+ log(2)

n
, (3.31)

which goes to zero as n →∞, thus proving the first claim.
For the second claim, it is sufficient to observe that the r.h.s of (3.31) still goes to zero

when multiplied by n
α−1
α

L0(n) if α ∈ (1,2).

PROOF OF THEOREM 3.2
The first part of the proof consists in showing that we can rewrite Equation (3.10) as a
function of i.i.d random variables in place of order statistics, to be able to apply a Central
Limit Theorem (CLT) argument.
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Let’s start by considering the sequence

1

n

n∑
i=1

Z(i ) = 1

n

n∑
i=1

(
2

i −1

n −1
−1

)
F−1(U(i )). (3.32)

Using the integral probability transform X
d= F−1(U ) with U standard uniform, and

adding and removing 1
n

∑n
i=1

(
2U(i ) −1

)
F−1(U(i )), the r.h.s. in Equation (3.32) can be

rewritten as

1

n

n∑
i=1

Z(i ) = 1

n

n∑
i=1

(2U(i ) −1)F−1(U(i ))+ 1

n

n∑
i=1

2

(
i −1

n −1
−U(i )

)
F−1(U(i )). (3.33)

Then, by using the properties of order statistics [25] we obtain the following almost
sure equivalence

1

n

n∑
i=1

Z(i )
a.s.= 1

n

n∑
i=1

(2Ui −1)F−1(Ui )+ 1

n

n∑
i=1

2

(
i −1

n −1
−U(i )

)
F−1(U(i )). (3.34)

Note that the first term in the r.h.s of (3.34) is a function of i.i.d random variables as
desired, while the second term is just a remainder, therefore

1

n

n∑
i=1

Z(i )
a.s.= 1

n

n∑
i=1

Zi +Rn ,

with Zi = (2Ui −1)F−1(Ui ) and Rn = 1
n

∑n
i=1(2( i−1

n−1 −U(i )))F−1(U(i )).
Given Equation (3.10) and exploiting the decomposition given in (3.34) we can rewrite

our claim as
n

α−1
α

L0(n)

(
1

n

n∑
i=1

Z(i ) −θ
)
= n

α−1
α

L0(n)

(
1

n

n∑
i=1

Zi −θ
)
+ n

α−1
α

L0(n)
Rn . (3.35)

From the second claim of the Lemma 3.1 and Slutsky Theorem, the convergence in
Equation (3.10) can be proven by looking at the behavior of the sequence

n
α−1
α

L0(n)

(
1

n

n∑
i=1

Zi −θ
)

, (3.36)

where Zi = (2Ui −1)F−1(Ui ) = (2F (Xi )−1)Xi . This reduces to proving that Zi is in the fat
tails domain of attraction.

Recall that by assumption X ∈ D A(Sα,β) with α ∈ (1,2). This assumption enables us
to use a particular type of CLT argument for the convergence of the sum of fat-tailed
random variables. However, we first need to prove that Z ∈ D A(Sα,β) as well, that is
P (|Z | > z) ∼ L(z)z−α, with α ∈ (1,2) and L(z) slowly-varying.

Notice that
P (|Z̃ | > z) ≤ P (|Z | > z) ≤ P (X > z),

where Z̃ =U X , U ⊥ X and U ∼Uni f (0,1). The first bound holds because of the positive
dependence between X and F (X ) and it can be proven rigorously by noting that 2U X ≤
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2F (X )X by the so-called re-arrangement inequality [32]. The upper bound conversely is
trivial.

Using the properties of slowly-varying functions, we have P (X > z) ∼ L(z)z−α. To
show that Z̃ ∈ D A(Sα,β), we use Breiman’s Theorem, which ensure the stability of the α-
stable class under products, as long as the second random variable is not too fat-tailed
[33].

To apply the Theorem we re-write P (|Z̃ | > z) as

P (|Z̃ | > z) = P (Z̃ > z)+P (−Z̃ > z) = P (Ũ X > z)+P (−Ũ X > z),

where Ũ is a uniform Uni f (−1,1) with Ũ ⊥ X .
We focus on P (Ũ X > z) since the procedure is the same for P (−Ũ X > z). We have

P (Ũ X > z) = P (Ũ X > z|Ũ > 0)P (Ũ > 0)+P (Ũ X > z|Ũ ≤ 0)P (Ũ ≤ 0),

for z →+∞.
Now, we have that P (Ũ X > z|Ũ ≤ 0) → 0, while, by applying Breiman’s Theorem,

P (Ũ X > z|Ũ > 0) becomes

P (Ũ X > z|Ũ > 0) → E(Ũα|U > 0)P (X > z)P (U > 0).

Therefore

P (|Z̃ | > z) → 1

2
E(Ũα|U > 0)P (X > z)+ 1

2
E((−Ũ )α|U ≤ 0)P (X > z).

From this

P (|Z̃ | > z) → 1

2
P (X > z)[E(Ũ )α|U > 0)+E((−Ũα|U ≤ 0)]

= 1

1+αP (X > z) ∼ 1

1+αL(z)z−α.

We can then conclude that, by the squeezing Theorem [20],

P (|Z | > z) ³ L(z)z−α,

as z →∞. Therefore Z ∈ D A(Sα,β).
We are now ready to invoke the Generalized Central Limit Theorem (GCLT)[5] for the

sequence Zi , i.e.

nc−1
n

(
1

n

n∑
i=1

Zi −E(Zi )

)
d→ Sα,β. (3.37)

with E(Zi ) = θ, Sα,β a standardizedα-stable random variable, and where cn is a sequence
which must satisfy

lim
n→∞

nL(cn)

cαn
= Γ(2−α)|cos(πα2 )|

α−1
=Cα. (3.38)

Notice that cn can be represented as cn = n
1
α L0(n), where L0(n) is another slowly-varying

function possibly different from L(n).
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The skewness parameter β is such that

P (Z > z)

P (|Z | > z)
→ 1+β

2
.

Recalling that, by construction, Z ∈ [−c,+∞), the above expression reduces to

P (Z > z)

P (Z > z)+P (−Z > z)
→ P (Z > z)

P (Z > z)
= 1 → 1+β

2
, (3.39)

therefore β = 1. This, combined with Equation (3.35), the result for the reminder Rn of
Lemma 3.1 and Slutsky Theorem, allows us to conclude that the same weak limits holds
for the ordered sequence of Z(i ) in Equation (3.10) as well.

PROOF OF THEOREM 3.3

The first step of the proof is to show that the ratio
∑n

i=1 Z(i )∑n
i=1 Xi

, characterizing the Gini index,

is equivalent in distribution to the ratio
∑n

i=1 Zi∑n
i=1 Xi

. In order to prove this, it is sufficient to

apply the factorization in Equation (3.34) to Equation (3.11), getting

n
α−1
α

L0(n)

(∑n
i=1 Zi∑n
i=1 Xi

− θ

µ

)
+ n

α−1
α

L0(n)
Rn

n∑n
i=1 Xi

. (3.40)

By Lemma 3.1 and the application of the continuous mapping and Slutsky Theorems,
the second term in Equation (3.40) goes to zero at least in probability. Therefore to prove
the claim it is sufficient to derive a weak limit for the following sequence

n
α−1
α

1

L0(n)

(∑n
i=1 Zi∑n
i=1 Xi

− θ

µ

)
. (3.41)

Expanding Equation (3.41) and recalling that Zi = (2F (Xi )−1)Xi , we get

n
α−1
α

L0(n)

n∑n
i=1 Xi

(
1

n

n∑
i=1

Xi

(
2F (Xi )−1− θ

µ

))
. (3.42)

The term n∑n
i=1 Xi

in Equation (3.42) converges in probability to 1
µ by an application of the

continuous mapping Theorem, and the fact that we are dealing with positive random
variables X . Hence it will contribute to the final limit via Slutsky Theorem.

We first start by focusing on the study of the limit law of the term

n
α−1
α

L0(n)

1

n

n∑
i=1

Xi

(
2F (Xi )−1− θ

µ

)
. (3.43)

Set Ẑi = Xi (2F (Xi )−1− θ
µ ) and note that E(Ẑi ) = 0, since E(Zi ) = θ and E(Xi ) =µ.

In order to apply a GCLT argument to characterize the limit distribution of the se-

quence n
α−1
α

L0(n)
1
n

∑n
i=1 Ẑi we need to prove that Ẑ ∈ D A(Sα). If so then we can apply GCLT

to
n

α−1
α

L0(n)

(∑n
i=1 Ẑi

n
−E(Ẑi )

)
. (3.44)
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Note that, since E(Ẑi ) = 0, Equation (3.44) equals Equation (3.43).
To prove that Ẑ ∈ D A(Sα,β), remember that Ẑi = Xi (2F (Xi )−1− θ

µ ) is just Zi = Xi (2F (Xi )−
1) shifted by θ

µ . Therefore the same argument used in Theorem 3.2 for Z applies here to

show that Ẑ ∈ D A(Sα,β). In particular we can point out that Ẑ and Z (therefore also X )
share the same α and slowly-varying function L(n).

Notice that by assumption X ∈ [c,∞) with c > 0 and we are dealing with continuous
distributions, therefore Ẑ ∈ [−c(1+ θ

µ ),∞). As a consequence the left tail of Ẑ does not
contribute to changing the limit skewness parameter β, which remains equal to 1 (as for
Z ) by an application of Equation (3.39).

Therefore, by applying the GCLT we finally get

n
α−1
α

1

L0(n)
(

∑n
i=1 Zi∑n
i=1 Xi

− θ

µ
)

d−→ 1

µ
S(α,1,1,0). (3.45)

We conclude the proof by noting that, as proven in Equation (3.40), the weak limit

of the Gini index is characterized by the ratio of
∑n

i=1 Zi∑n
i=1 Xi

rather than the ordered one, and

that an α-stable random variable is closed under scaling by a constant [27].
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APPENDIX
In this Section we provide some empirical evidence of how out asymptotic result ap-
proximates the finite sample distribution of GN P (X ) for difference choice of sample size
n and tail parameter α. All samples are taken from a Pareto random variable with pdf
given by Equation (3.14) and redrawn 1000 times.

(a) α= 1.5, n = 100 (b) α= 1.5, n = 1000

(c) α= 1.5, n = 10000 (d) α= 1.5, n = 100000

Figure 3.4: In red the α-stable limiting approximation, in blue the Guassian CLT approximation.
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4
QUANTUM MAJORIZATION FOR

FINANCIAL CORRELATION

MATRICES

We propose quantum majorization as a way of comparing and ranking correlation matri-
ces, with the aim of assessing portfolio risk in a unified framework. Quantum majoriza-
tion is a partial order in the space of correlation matrices, which are evaluated through
their spectra.

We discuss the connections between quantum majorization and an important class of risk
functionals, and we define two new risk measures able to capture interesting characteris-
tics of portfolio risk.

Keywords: Majorization; correlation matrix; Portfolio selection.

Parts of this chapter are available online at the SSRN Electronic Journal [1] and are currently under review.
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4.1. INTRODUCTION
Consider a portfolio P containing n assets. A common way to deal with the dependence
structure of P –and thus with portfolio risk–is to consider its n ×n correlation matrix C
[2].

We refer to the correlation matrix in the most general sense, as a real, symmetric, pos-
itive semidefinite, Hermitian matrix, whose entries are correlation coefficients according
to some definition, all lying in the interval [−1,1], with all ones on the main diagonal.

The approach here proposed is indeed applicable to all correlation matrices, and not
only to the classical Pearson’s correlation matrix: one can take into consideration ma-
trices based on Spearman’s ρ, Kendall τ, Gini correlation, etc. [3–6]. This allows to deal
with more general forms of dependence, beyond the standard linear one of Pearson’s
correlation [7].

The main idea of this work is to find a way of comparing correlation matrices, and of
extracting the portfolio risk information they contain, so that they can be ranked. The
comparison can be over time, if one studies the evolution of the correlation matrix for a
given portfolio, but it can also be cross-sectional, comparing different portfolios at the
same time, for example to look for the one minimizing portfolio risk. The only require-
ment is that the size of the matrices is the same, i.e. only portfolios having the same
number of assets are considered.

Our proposal is to use an ordering, developed in the field of quantum mechanics [8–
10], called quantum majorization, to study the dynamics of the entropy of a quantum
system, applying it to correlation matrices. To the best of our knowledge, this is the first
time such an ordering is used in finance.

Quantum majorization is a partial order to rank matrices looking at their eigenvalues.
The use of eigensystems to study multivariate dependence is not at all new [7], but we
show how the spectrum of a correlation matrix can be used to capture relevant features
of portfolio risk in a brand new way.

We introduce the Mλ class of risk functionals, which are isotonic to quantum ma-
jorization, and whose aim is to capture the (monotonic) dependence embedded into
portfolio correlation matrices. An important property of such a class, stated in Proposi-
tion 4.2, is that under quantum majorization, i.e. when it is possible to rank correlation
matrices according to the order introduced in Definition 4.3, all risk functionals in Mλ

are comonotonic. The implication is that, if we are able to identify majorization, then
the choice of the risk functional becomes secondary, as they will all behave in the same
way, indicating an increase (or a decrease) of portfolio risk. It is when the ordering does
not hold–as we shall see–that risk functionals may give inconsistent information.

With respect to single risk measures, quantum majorization thus provides a stronger
characterization of risk and dependence among correlation matrices. We are therefore
able to provide a unifying approach to the analysis of portfolio risk and correlation: we
introduce several tools, we discuss their properties, and we show how to use them in
practice. In doing so, we will avoid all unnecessary sophistication, giving space to finan-
cial interpretability and usability.

The chapter is organized as follows: Section 4.2 introduces the concept of quantum
majorization for correlation matrices; Section 4.3 deals with the Mλ class of isotonic risk
measures, analyzing its properties, and discussing its link with quantum majorization;
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Section 4.4 introduces the empirical majorization matrix approach as a fully data-driven
methodology to deal with portfolio risk; Section 4.5 is devoted to an application to em-
pirical data related to the Industrial Dow Jones, in which we show how to use the tools
introduced in the previous sections; finally Section 4.6 builds a connection between our
approach and network analysis, which can open the path for future research.

4.2. THE QUANTUM MAJORIZATION OF CORRELATION MATRI-
CES

The aim is to deal with portfolio risk, as represented by correlation matrices. We thus
look for an order relation allowing us to compare and rank them. To guarantee financial
applicability and interpretability, such an order should respect the following conditions:

C1 Minimal Element: According to the order, the least risky element among all corre-
lation matrices should be the identity matrix;

C2 Maximal Element(s): The riskiest elements among all correlation matrices should
be the set of the matrices of rank 1;

C3 Monotonocity: The order should not increase in the rank of the correlation matri-
ces;

C4 Convexity: The correlation matrix obtained as convex combination of two correla-
tion matrices should not be riskier than the convex combination of the two origi-
nal ones.

Conditions C1 and C2 fix the two extremes of the ordered set, i.e. the minimal and
the maximal elements. C1 identifies the case of no correlation (the identity matrix) as
the least risky one; while C2 finds the riskiest situation in a portfolio whose assets are all
monotonic transformations of one of them (comonotonicity and countermonotonicity),
therefore all correlation matrices of rank 1. From a portfolio risk prospective, we can
think about the propagation of market shocks: if assets in our portfolio are completely
uncorrelated, shocks on one of them do not propagate to any of the others; while in
a comonotonic (countermonotonic) portfolio, shocks on one single asset affect all the
others, possibly increasing the overall risk.

Notice that while the minimal element is necessarily unique (the identity), the max-
imal one corresponds to a set of correlation matrices, given that in a comonotonic port-
folio all assets can represent the leading term.

Condition C3 implies that, given two portfolios P1 and P2, such that P1 has more
monotonically dependent assets than P2 (hence its correlation matrix a smaller rank),
then the risk associated to P1 should never be lower than that of P2.

Finally, condition C4 reflects the usual financial postulate that diversification de-
creases risk [11]. While the condition is stated for correlation matrices, the object of our
analysis, in a sense we are requiring that, by taking convex combinations of portfolios–
not necessarily uncorrelated, the overall risk should decrease.

Studying the available literature, a powerful partial order, compatible with our con-
ditions C1-C4, and thus useful to account for portfolio risk, was introduced in the field
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of quantum mechanics by Alberti and Uhlmann [8], and further analyzed by Ando [12].
This order, here called quantum majorization, was developed to study entropy increas-
ing dynamics on density matrices, and it relies on the spectra (the vectors containing
the eigenvalues) of the matrices under scrutiny, which are required to be Hermitian and
with equal trace.

Being real symmetric, a correlation matrix is a special type of Hermitian matrix, and
its trace is equal to the number of assets the matrix represents: n. In other words, the
sum of the eigenvalues of a correlation matrix–equal to its trace–is nothing but the num-
ber of elements it deals with. Therefore, if we consider two different n ×n correlation
matrices, we know for sure that their spectra will sum to the same value n. This appar-
ently simple property justifies the use of quantum majorization on correlation matrices,
and not on variance-covariance ones.

It is important to stress that, in introducing their order, Alberti and Uhlmann [8] did
not consider the C1-C4 conditions stated above, which are just relevant to us in terms of
portfolio risk1.

The conditions above can be easily restated in terms of the spectra of correlation ma-
trices, a trick that will prove essential to deal with quantum majorization as per Theorem
4.1 below.

As stressed later, this "eigenrepresentation" of the axiomatic conditions also bridges
towards the spectral study of random matrices [15, 16], and classical multivariate analy-
sis à la Wilks [7], further supporting the approach we are proposing.

For instance, for a portfolio containing n uncorrelated assets, C1 requires the spec-
trum of the correlation matrix to be the n-dimensional vector of ones λ = [1, ...,1]. An
n ×n identity matrix (the minimal element according to C1) has indeed a single eigen-
value equal to 1, with an algebraic multiplicity of n. On the opposite side, C2 requires the
spectrum of the correlation matrix of a comonotonic/countermonotonic portfolio to be
equal toλ= [n,0, ...,0], which is the case of an n ×n matrix of rank 1.

Before formally introducing quantum majorization for correlation matrices, we first
need some basic results from majorization theory [17], an important field of linear alge-
bra and order theory.

Introduced by the works of Polya, Hardly, Littlewood, Dalton, Muirhead and Schur
[18, 19], majorization is a way to define a partial order in the space of vectors in Rn , rank-
ing them in terms of their intrinsic variability, i.e. how scattered they are with respect
to their common vector of averages. Given a vector x = [x1, x2, ..., xn] ∈ Rn , such that∑n

i=1 xi = d , the vector of averages is defined as

x̄ =
[∑n

i=1 xi

n
, ...,

∑n
i=1 xi

n

]
=

[
d

n
, ...,

d

n

]
,

that is the n-dimensional vector whose entries correspond to the average of x.

1A successful alternative to rank correlation matrices with conditions similar to C1-C4 has been developed by
Giovagnoli and Romanazzi [13], using a special type of G-majorization [14]. However we believe that their
approach, despite being theoretically fascinating, it is difficult to use in practice, especially for risk manage-
ment purposes. Moreover, one can prove that the order we consider here is richer, as it orders at least as many
elements as Giovagnoli and Romanazzi’s one.
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Definition 4.1. Take two vectors x,y ∈Rn . We say that x majorizes y, in symbols x Â y, if

n∑
i=1

xi =
n∑

i=1
yi

and
k∑

i=1
x[i ] ≥

k∑
i=1

y[i ], for all k = {1, ...,n −1}, (4.1)

where x[1], ..., x[n] are the coordinates of the vector x sorted in descending order, so that
x[1] ≥ x[2] ≥ ... ≥ x[n]. If the condition

∑n
i=1 xi =∑n

i=1 yi is not satisfied, we speak of weak
majorization, x

wÂ y.

Being a partial order [17],it may not be possible to verify the majorization between
x and y, as per Definition 4.1. In these cases, we write x � y. The fact that it is a partial
order, however, guarantees that majorization respects the transitivity property: if x Â y
and y Â z, then x Â z.

Strictly related to majorization, and fundamental for our work, is the class of Schur-
convex or isotonic functions. These functions have indeed the property of preserving
majorization when applied.

Definition 4.2. Letφbe a real valued function defined onRn ,φ is Schur-convex if, when-
ever x Â y, then φ(x) ≥ φ(y). When the inequality is strict, we speak of strictly Schur-
convex function.

If x Â y and φ(x) ≤φ(y) we call φ Schur-concave, such that −φ is Schur-convex.

Schur-convex functions can thus be seen as summary measures of the variability of a
vector, when variability is defined in terms of majorization. Interestingly, several quan-
tities commonly used in statistics and science to represent variability are Schur-convex:
the variance, the coefficient of variation, the entropy, the arithmetic and the geometric
means, the mean absolute deviation and inequality indices like the Gini and the Pietra
[18]. These common measures of variability are therefore nothing more than functions
naturally related to the concept of majorization, as we shall also see in the multivariate
framework.

Let C be the class of correlation matrices of a given size, say n ×n. The following
definition introduces what we will call quantum majorization.

Definition 4.3. Consider two correlation matrices C1,C2 ∈ C , and denote their spectra
byλ(C1) andλ(C2) respectively. We say that C1 quantum majorizes C2, i.e. C1

λÂ C2, if the
spectrum of C1 majorizes the spectrum of C2, as per Definition 4.1, that isλ(C1) Âλ(C2).

It is important to remark that Definition 4.3 induces a partial order in the spectra
of the correlation matrices, but only an equivalence relation on the space of correlation
matrices themselves. In fact, if C1

λÂ C2 and C2
λÂ C1, we can conclude thatλ(C1) =λ(C2),

that is to say that C1 and C2 are similar. This, in terms of risk, implies that C1 and C2

have the same riskiness. As an example, just consider all the rank 1 matrices involved in
condition C2.
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Theorem 4.1 below shows that the majorization2 of Definition 4.3 satisfies conditions
C1-C4, and it is therefore suitable to build comparisons among portfolio correlation ma-
trices, providing a bridge between quantum mechanics and finance.

Theorem 4.1. The partial order of Definition 4.3 is consistent with the requirements of
minimal and maximal element, monotonicity and convexity of conditions C1-C4.

Proof. The first two requirements are easily checked. Their proof follows from the def-
inition of quantum majorization as majorization of the eigenvalues of the correlation
matrix C, and by noticing that all correlation matrices of size n ×n have trace equal to
n =∑n

i=1λi (C).
Since every correlation matrix is positive semi-definite, we have that its eigenvalues

are nonnegative, so that λ(C) ∈ Rn+. Therefore, using a result for vector majorization
(Proposition C1 page 192 in [19]), we have that

λmax(C) λÂλ(C) λÂλmin(C),

whereλmax(C) = [n,0, ...,0] andλmin(C) = [1,1, ...,1].
To verify C1, notice that the only diagonalizable matrix with spectrum equal toλmin(C)

is the identity matrix. For C2, observe that the only matrices with spectrum equal to
λmax(C) are those of rank 1.

To prove C3 recall that, given two correlation matrices C1 and C2 of equal size, if
Rank(C1) ≥ Rank(C2) then C1 must have a smaller number of zeros in its spectrum.
Therefore, by applying Definition 4.1, we have that

∑Rank(C2)
i=1 λ[i ](C2) >∑Rank(C2)

i=1 λ[i ](C1),
meaning thatλ(C1) can never majorizeλ(C2), thus verifying C3.

To check C4, we want to verify that, given two correlation matrices C1 and C2 of equal
size, and a number α ∈ [0,1], we have

k∑
i=1

λ[i ](C) ≤α
k∑

i=1
λ[i ](C1)+ (1−α)

k∑
i=1

λ[i ](C2),

for every k = 1, ...,n, where C =αC1 + (1−α)C2.
By the Fan representation theorem [20], we have that maxUUT =Ik

Tr (UCUT ) =∑k
i=1λ[i ](C),

with U a k×n unitary matrix and Ik the k×k identity. By the linearity of the trace operator
and the subadditivity of the max, we then have

max
UUT =Ik

Tr (UCUT ) ≤α max
UUT =Ik

Tr (UC1UT )+ (1−α) max
UUT =Ik

Tr (UC2UT ).

By applying the Fan representation theorem on both sides of the inequality above the
desired result is obtained.

The following proposition underlines an important connection between quantum
majorization and the correlation matrices on which it is verified, providing a strong ar-
gument in favor of the use of majorization in studying portfolio risk.

2From now on, to avoid excessive repetitions, we just speak of majorization for both vectors and matrices.
Naturally, when dealing with matrices we will refer to Definition 4.3, while for vectors we will imply Definition
4.1.
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Proposition 4.1. Take two correlation matrices C1,C2 ∈C . If C1
λÂ C2, then

C2 =
n∑

i=1
αi Ui C1UT

i (4.2)

where (αi )n
i=1 is a vector of probabilities summing to 1 and (Ui )n

i=1 is a collection of unitary
matrices.

with n being the size of the correlation matrix. A general proof of the proposition
can be found in [9, 12], not only for correlation matrices. What is relevant to us is that
Equation (4.2) builds a connection between majorization and the related correlations. In
fact, if C1 majorizes C2, then the latter can be expressed in terms of the former, expliciting
the underlying dependence. In the context of portfolio risk, this tells us that quantum
majorization unveils a deep and powerful link among correlation matrices, usually not
visible by only looking at the traditional risk measures.

4.3. THE Mλ CLASS OF MONOTONIC PORTFOLIO RISK MEASURES
Now that we have identified the quantum majorization of Definition 4.3 as a proper (risk)
order in the space of correlation matrices, we are ready to quantify the amount of port-
folio risk embedded in a given correlation matrix. To tackle this problem, we introduce
a special class of matrix risk functionals, the Mλ class.

Definition 4.4. Given the set of n ×n correlation matrices C , the class Mλ contains all
the λÂ-monotone (isotonic) functionals that are real-valued matrix functions φ : C → R

such that, for C1,C2 ∈C , if C1
λÂ C2, then φ(C1) ≥φ(C2).

While a complete characterization of the functionals in the Mλ class is not available
at the moment, later in Lemma 4.5 we provide a sufficient condition for a matrix function
to be in Mλ.

The following proposition collects important properties of the Mλ class.

Proposition 4.2. The class Mλ exhibits the following properties:

1. Comonotonicity with respect to majorization: When applied to correlation matri-
ces that are ordered according to the quantum majorization, all functionals in Mλ

are comonotonic, i.e. they move in the same direction in terms of risk. When ma-
jorization does not hold, this is no longer guaranteed;

2. Closure under increasing functions: The class Mλ is closed under increasing func-
tions. If {φ1, ...,φk } ∈Mλ and h :Rk →R is an increasing function in its arguments,
then h(φ1, ...,φk ) belongs to Mλ;

3. Bounds: Every function in Mλ is bounded from below when evaluated in the iden-
tity matrix, and from above when evaluated in any of the rank 1 correlation matri-
ces.

Proof. The proof of the first property easily derives from the definition of the Mλ class
itself.
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In order to prove the second statement notice that if C1
λÂ C2, then [φ1(C1), ...,φk (C1)] ≥

[φ1(C2), ...,φk (C2)], where ≥ denotes the standard product order. The result follows by h
being increasing in all its arguments.

The last statement simply follows from conditions C1 and C2 and Theorem 4.1.

The first property tells us that, given φ and ψ in Mλ, if C1
λÂ C2, then φ(C1) ≥ φ(C2)

andψ(C1) ≥ψ(C2). This means that if two correlation matrices can be ordered according
to majorization, all functionals in Mλ will show the same behavior, assigning a higher
portfolio risk to the majorizing correlation matrix (C1), and a lower risk to the majorized
one (C2).

The practical implications of such a property are evident: if it is possible to observe
majorization on the market, all the risk measures belonging to Mλ will move in the same
direction, making every discussion about which measure is better less relevant. One can
verify that, when majorization is lost, functionals in Mλ can show different behavior,
moving in different directions: one measure may see increasing risks, while another may
indicate a decrease. Therefore, the consistent and inconsistent behavior of risk function-
als is a way of identifying majorization (and vice versa). Empirical investigations, as the
one we offer in Section 4.5, suggest that financial data commonly show majorization,
especially during periods of crisis, when the phenomenon appears to be quite strong.

The second property simply extends the same behavior that Schur-convex functions
exhibit for real vectors [19], and it thus allows to build new risk measures starting from
existing ones.

Finally, the last property can be used to introduce a trivial standardization for the
functions in Mλ, that is

φ̄(X) = φ(X)−φ(I)

φ(J)−φ(I)
(4.3)

where the J matrix is the special rank 1 matrix with Ji , j = 1 for every i , j .
In the next Subsections, we discuss some examples of matrix functions belonging

to Mλ. Some of these measures represent new tools for the analysis of financial data,
which–we hope–other researchers will further test and develop.

4.3.1. THE QUANTUM LORENZ CURVE AND THE INEQUALITY FUNCTIONALS

An important set of functionals belonging to the Mλ class is given by the matrix repre-
sentation of some famous measures of economic inequality [21, 22].

Mimicking the approach used in the study of economic size distributions and in-
equality [23], the starting point is the definition of a multivariate version of the well-
known Lorenz curve [24].

The (univariate) Lorenz function was introduced to study the distribution of wealth
among individuals, but it later developed into a powerful tool of statistical analysis [6].

Given a vector of ordered positive quantities x[1] ≥ x[2] ≥ ... ≥ x[n], say incomes [24],
the classical Lorenz curve is defined as

Lk (x) =
∑k

i=1 x[i ]∑n
i=1 xi

for k = {1, ...,n}. (4.4)
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This function has several useful properties, for which we refer to [6, 25]. For our
purposes, it is sufficient to notice that if x,y ∈Rn+ and Lk (x) ≥ Lk (y) for every k ∈ {1, ...,n},
then x Â y and vice versa. For this reason the majorization relation between two vectors
x and y is sometimes interpreted as x being more unequal than y.

Several multivariate extensions of the Lorenz curve have been proposed in the liter-
ature to deal with multivariate inequality, and for a review we suggest [6, 23]. Here we
introduce a brand new one, suitable for portfolio risk management and compatible with
the quantum majorization of Definition 4.3. For this reason, we call it quantum Lorenz
curve.

Definition 4.5. Let C be an n ×n correlation matrix, its quantum Lorenz curve is the
matrix function L : C →Rn , such that

Lk (C) :=
maxUUT =Ik

Tr (UCUT )

Tr (C)
=

∑k
i=1λ[i ](C)∑n
i=1λi (C)

for k = {1, ...,n}, (4.5)

where U is a k ×n unitary invariant matrix, Tr is the trace operator, and λ[1] ≥λ[2] ≥ ... ≥
λ[n] are the ordered eigenvalues of C .

The definition can be easily extended3 to any n ×m matrix C that admits a singular
value decomposition C = UΣV by setting the numerator in (4.5) equal to:

max
UUT=VVT=Ik

Tr (UAV)

The quantum Lorenz has a nice interpretation in terms of portfolio risk: for a given k,
it represents the percentage of the total portfolio variance explained by the first k eigen-
values [26]. Alternatively, in the context of dimensionality reduction, 1−Lk (C) provides
an estimate of the percentage of information that is lost by taking a rank k approximation
of the matrix C [7].

Proposition 4.3. A quantum Lorenz curve L(C) has the following properties:

1. Unitary invariance: L(UCUT ) = L(C) with U being a unitary matrix;

2. Convexity and sub-additivity: Lk (αC1 + (1−α)C2) ≤ αLk (C1)+ (1−α)Lk (C2) and
Lk (C1 +C2) ≤ Lk (C1)+Lk (C2) for every k = {1, ...,n};

3. Perfect equality: Lk (C) = k
n for every k = {1, ...,n} if and only if C is the identity

matrix.

4. Perfect inequality: Lk (C) = 1 for every k = {1, ...,n} if and only if C is a rank 1 matrix.

Proof. Property 1 simply follows from basic properties of the trace operator: linearity
and invariance to cyclic permutations.

Property 2 follows from the sub-additivity of the max and the fact that, for n ×n cor-
relation matrices C1 and C2, Tr (C1) = Tr (C2).

3This would be particularly useful in the study of economic inequality, together with many other properties of
the quantum Lorenz, which nevertheless go beyond the scope of this chapter.
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To prove the "if part" of Property 3, just recall that, for U a k ×n unitary matrix, we
have that Tr (UIU) = Tr (Ik) = k. The "only if" part once again follows from the Fan repre-
sentation theorem [20], and it mimics the same reasoning used in the proof of Theorem
4.1.

Property 4 can be proven in a similar way, after noticing that the set of rank 1 matrices
is writable as {C ∈ C : C = ρρT , ρ ∈ {−1,1}n}. Therefore Tr (ρρT ) = n, since ρiρi = 1 for
every ρ ∈ {−1,1}n , and Tr (U(ρρT )UT) = n for every k ×n matrix U.

The following proposition identifies a close connection between quantum majoriza-
tion and the quantum Lorenz, further justifying the choice of the name.

Proposition 4.4. Given two correlation matrices C1,C2, we have that C1
λÂ C2 if and only

if L(C1) ≥ L(C2), with ≥ being the standard product order for vectors.

Proof. The proof is trivial if one notices that the spectral representation of the quantum
Lorenz curve implies Definition 4.3.

On the basis of the quantum Lorenz, we can finally introduce a class of inequality
(risk) functionals.

Definition 4.6. Given a correlation matrix C and a real valued function ψ : Rn → R in-
creasing in all its arguments, we define an inequality functional as

Dψ(C) =ψ(L(C)), (4.6)

where L(C) is the quantum Lorenz curve associated to C.

A consequence of Propositions 4.4 and 4.2 is that the set of inequality functionals
belongs to the Mλ class. The following lemma gives us a way of constructing these func-
tionals.

Lemma 4.5. Any real-valued matrix functional built via a Schur-convex function φ ap-
plied to the spectrum of a correlation matrix C, i.e. φ(λ(C)), is an inequality functional in
Mλ.

Proof. Consider ∆k := Lk (C)−Lk−1(C). The definition of the quantum Lorenz tells that
∆k =λ[k]/n.

Given the properties of Schur-convex functions [19], the application of an increasing
function to L(C) is equivalent to the application of a Schur-convex function to ∆k . Now,
set Dφ(C) = φ(λ(C)), where φ is a Schur-convex function mapping λ(C) onto the reals.
The use of Equation (4.5) concludes the proof.

Lemma 4.5 generalizes a result by Alberti and Uhlmann [8], who proved the isotonic-
ity to quantum majorization only for symmetric convex functions of the spectra of Her-
mitian matrices, clearly a subset of the larger Schur-convex class [19].

Let us now consider some examples of inequality functionals obtained via Definition
4.6. These functionals generalize some of the most famous socio-economic inequality
indices [25, 27].
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Example 4.1 (Matrix distance indices). Let ψ= ||.||p be the Lp vector distance between
the quantum Lorenz curve L(C) of the correlation matrix C and its lower bound L(I).
Then

D||.||p (C ) = ||L(C)−L(I)||p (4.7)

is the matrix extension of the univariate distance indices of [25].
For p = 1, we obtain the (correlation) matrix version of the Gini index [28], i.e.

D||.||1 (C) = 1

n

n∑
k=1

k∑
i=1

|λ[i ] −k|. (4.8)

For p =∞, we get the matrix version of the Pietra index, or [29]

D||.||∞ (C) = max
k

|Lk (C)−Lk (I)|. (4.9)

Example 4.2 (Ratio indices). Ifψ=πk , where πk is the projection operator onto the k-th
coordinate, we have

Dπk (C) = Lk (C). (4.10)

This represents the matrix extension of the top-α% inequality index used in the so-
cial sciences to measure the proportion of the total wealth owned by the top α% richest
individuals [21] in the economy. A particular case of ratio index, called absorption ratio,
has already been used as portfolio risk measure for correlation matrices in [30, 31]. It is
obtained by setting k = b0.05×nc.

4.3.2. ENTROPY-BASED FUNCTIONALS
Following the seminal work of Alberti and Uhlmann [8], a large class of real-valued ma-
trix functions for Hermitian matrices, called entropy-like functionals, was introduced in
the physical literature to study the behaviour of Gibbs densities [9, 10].

Since correlation matrices are trivially Hermitian, these functionals can be also ap-
plied in our portfolio risk framework, and they naturally fall in the Mλ class.

Definition 4.7 (Entropy-like functionals). Let H be an Hermitian matrix and f : R→ R a
convex function, the class of entropy-like matrix functional S f is defined as

S f (H) = Tr ( f (H)), (4.11)

where f (H) is the usual notation for matrix functions, i.e.

f (H) := U

 f (λ1(H)) · · · 0
...

. . .
...

0 · · · f (λn(H))

UT ,

with U being a unitary matrix that diagonalizes H.

It should be clear that, for a Schur-convex functionφ, one hasφ(λ(H)) =∑n
i=1 f (λi (H)).

As a consequence, Lemma 4.5 ensures that S f is monotone with respect to quantum ma-
jorization.
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An useful property of entropy-like functionals is their convexity, that is

S f (αC1 + (1−α)C2) ≤αS f (C1)+ (1−α)S f (C2),

where α ∈ [0,1] and C1, C2 are n × n correlation matrices. This further justifies their
possible use in evaluating portfolio risk.

Example 4.3 (Von Neumann entropy). By taking f (λi ) =−λi log(λi ) in (4.11), we obtain
the Von Neumann entropy [32] of a correlation matrix,

SV N (H) :=
n∑

i=1
λi (H) logλi (H). (4.12)

The function f is trivially concave, therefore it is sufficient to define S− f to preserve the
λÂ order.

Example 4.4 (Renyi α-entropies and effective rank). This class of entropies à la Renyi
[8, 23] is obtained as a generalization of S f , by taking the function g (S f ) := 1

1−α logS f

and by setting f (x) = xα, α≥ 0. One has

Sα(H) := 1

1−α logTr (Hα) = 1

1−α log
n∑

i=1
λi (H)α, (4.13)

where Hα is the matrix power function.
This class is once again concave, hence one defines−Sα to ensure convexity. To verify

the λÂ monotonicity, just observe that g is an increasing function and apply Proposition
4.2, Property 2, with k = 1.

By defining g (S f ) := e−S f with f (λi ) =λi log(λi ), one obtains another entropy-based
index commonly called effective rank [33], that is

ER(H) := e−Tr ( f (H)) = e−
∑n

i=1λi (H) logλi (H)

This measure was developed as an attempt to propose a real-valued proxy for the rank
of a correlation matrix. Clearly −ER belongs to the Mλ class.

4.3.3. OTHER QUANTUM MAJORIZATION PRESERVING FUNCTIONALS
Many other functionals related to quantum majorization can be identified and proposed.
Here we only cite two additional possibilities: determinant-based measures and matrix
norms.

Determinant-based measures originate from the works of Wilks [26], and use the
determinant of the covariance matrix as a summary tool for the dispersion of an n-
dimensional random vector. More recently, the determinant of the correlation matrix
has also been taken into consideration [34]. It is not difficult to show that all these mea-
sures belong to the Mλ class.

Matrix norms were introduced by Von Neumann [32, 35] as the set of all norms ||.||
such that, given a matrix C, one has ||C|| = ||UCUT ||, with U being a unitary matrix. A

notable example is the Frobenius norm ||C||F =
√∑n

i=1λ
2
i (C) [35, 36], often used in port-

folio optimization and management [37].
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Mirsky [38] showed that there is a one-to-one correspondence between matrix norms
and a special subclass of Schur-convex functions–symmetric gauge functions–on the
spectrum of the matrix. Thanks to this connection, Lemma 4.5 guarantees that matrix
norms belong to the Mλ class.

4.4. THE QUANTUM MAJORIZATION MATRIX
Let Ct be the n ×n correlation matrix of an portfolio P with n assets, which is observed
over time4, for t = 1, ...,T .

Our aim is to introduce a concise way of representing the majorization among all the
Ct matrices as time passes. In fact, if during a certain period the correlation matrix Ct

majorizes the previous one, Ct−1, we can read this as an relative5 increase of portfolio
risk (Section 4.5 shows that this actually happens). And, in general, if Ct

λÂ Ct−s , for
some s, then the portfolio at time t is riskier than what it was at time t − s. Further, if
Ct

λÂ Ct−1
λÂ ... λÂ Ct−s , with no interruption in the majorization series, risk has increased

for s periods, and so on. Naturally, on the opposite side, if Ct
λ≺ Ct−1 risk is decreasing. It

is important to notice that, however, if Ct
λ� Ct−1, it is not possible to state that risk has

either increased or decreased with confidence.
Following the results of Section 4.3, one could be inclined to choose a measure φ ∈

Mλ to evaluate risk on every correlation matrix Ct , for t = 1, ...,T , thus creating a se-
quence (φ(Ct ))T

t=1 to assess portfolio risk over time. However, given Propositions 4.1 and
4.2, it seems more natural to deal with majorization directly, given that: 1) it represents a
strong connection among correlations; and 2) when it manifests itself, all functionals in
Mλ are comonotonic and give the same type of information about changes in portfolio
risk.

The tool we propose is the quantum majorization matrix, that is a matrix of indi-
cators, where each element points out the majorization relation between two different
correlation matrices.

Definition 4.8. Consider a collection of correlation matrices {Ct }T
t=1 for a portfolio P .

Let A be a T ×T matrix such that

Ai , j =
{

1 if Ci
λÂ C j

0 otherwise
, (4.14)

for i , j = 0,1, ...,T .
The matrix A is called quantum majorization matrix.

By definition the quantum majorization matrix keeps track of all the λÂ ordering re-
lations in the collection {Ct }T

t=1. Recalling Proposition 4.1, A thus helps in noticing the
presence of a non-trivial dependence structure in the portfolio.

Fix a row i in A. The majorized (or dominated) set Di := {Ck : Ai ,k = 1,∀k ∈ {1, ...,T }}
corresponds to the set of the all correlation matrices that are majorized by Ci , being less

4In view of Section 4.5 we will compare correlation matrices over time, but–as said–the quantum majorization
approach can naturally be applied cross-sectionally, to compare and rank portfolios in terms of risk.

5I this case we use to world relative since the quantum majorization represents an ordering relation between
objects and not an absolute reference. In other words one won’t be able to asses risk using quantum majoriza-
tion over a single correlation matrix. That could still be achieved by using functions in the Mλ class.
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risky than Ci . The majorizing (or dominating) set N Di := {Ck : Ak,i = 1,∀k ∈ {1, ...,T }},
conversely, contains all the correlation matrices that majorize Ci , and are thus riskier. As
a consequence, Si :=Di ∩N Di is the set of all the correlation matrices that are similar to
Ci , while Ni :=Dc

i ∩N Dc
i is the set of all the correlation matrices that have no ordering

relation with Ci .
From now on, without any loss of generality6, we impose not to have similar correla-

tion matrices. Therefore, the set Si only contains Ci , and the total number of majoriza-

tions in A lies in the interval
[

0, T (T+1)
2

]
. Also observe that

T∑
k=1

(Ai ,k + Ak,i )−1 ≤ T. (4.15)

Figure 4.1 gives two graphical representations of possible 8× 8 quantum majoriza-
tion matrices. To represent the different Ai , j ’s in the matrices we choose black for 1,
and white for 0. Yellow is used to indicate the trivial diagonal of each correlation matrix
majorizing and being majorized by itself.

(a) Case 1 (b) Case 2

Figure 4.1: Two examples of 8×8 quantum majorization matrices. Black squares represent ones, white squares
zeros, and the yellow diagonal shows the trivial situation of a correlation matrix majorizing itself.

Consider Subfigure 4.1a: cell (t2, t1) is black, indicating that A2,1 = 1. This means that
the correlation matrix C2 majorizes C1, i.e. C2

λÂ C1: the embedded portfolio risk has thus
increased at time t2 relative to t1. As expected cell (t1, t2) is white (A1,2 = 0).

Let us now look at (t5, t1): it is white, while the symmetric cell (t1, t5) is black. In this
case, we have C1

λÂ C5, i.e. C5 is majorized.
Take now (t3, t1): it is white, but also (t1, t3) is. Therefore, between C1 and C3 there is

no majorization, C1
λ�C3, and no unique comment on risk can be made.

6In applications it is not plausible to observe two correlation matrices with the same exact spectrum.
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All in all, if one of the two symmetric cells is black, majorization takes place7, if both
cells are white, no majorization can be observed.

Consider now Subfigure 4.1b, and let us focus our attention on the correlation ma-
trix C6, represented by row t6. It is clear that this correlation matrix majorizes all the
others, thus representing the up-to-date maximum in terms of risk (as time passes, the
ranking could change). Matrix C5 represents the second riskiest portfolio (up-to-date),
which majorizes all other portfolios apart from the one represented by C6, by which it is
majorized.

Looking at patterns in a quantum majorization matrix we can therefore identify pe-
riods of higher and lower risk, and we can compare them. As we shall see in Section
4.5, the presence of large black areas in the plot of a quantum majorization matrix will
indicate times of financial distress for our portfolio. When a portfolio is granular and
representative of a market, majorization can be used to look for and analyze increases in
systemic risk and the emergence of financial crises.

It is important to stress out that the risk valuation obtained by studying the quantum
majorization matrix A either by visual inspection or by the methodologies explained in
the next Sections are can only lead to a relative risk comparison between correlation
matrices within the dataset. The external validity of our method can be claimed if addi-
tionally assumptions are made, for example under weak alpha-mixing conditions of the
underlying price processes and/or when a sufficient amount of correlation matrices are
included in the dataset. Finally, we suggest, as standard practice in non-parametric data
analysis and fiance, to use re-calibration once a sufficient number of time has passed
and new data are available.

4.4.1. TWO SIMPLE RISK MEASURES ON THE QUANTUM MAJORIZATION MA-
TRIX

In applications, when T is large, it is common to obtain datasets with a very big number
of correlation matrices. This makes it cumbersome to just explore the associated quan-
tum majorization matrix graphically, as we did a few lines above8. A natural solution is
to introduce some summary measures based on the majoritazion matrix A.

A simple tool, which proves very useful in applications (see Section 4.5), is the func-
tion θ : Ci →R, defined as

θ(Ci ) = 1

2
+ #Di

2T
− #N Di

2T
, (4.16)

where # indicates the cardinality (i.e. the number of elements) of the set.
The counting measure in Equation (4.16) expresses the risk embedded in each cor-

relation matrix as a function of its majorized and majorizing sets. Interestingly, θ(Ci )
is also order preserving with respect to quantum majorization, so that if Ci

λÂ Cj then
θ(Ci) ≥ θ(Cj).

It is easy to observe that θ(Ci ) ∈ [0,1]. The case θ(Ci ) = 0 indicates that the correlation
Ci is majorized by all the other matrices in the collection, while θ(Ci ) = 1 tells us that Ci

7Recall that we have excluded similarity among correlation matrices, otherwise we could have two correspond-
ing black cells.

8Yet, as discussed later in Section 4.5, we always suggest to plot the quantum majorization matrix, to have a
quick heuristic idea of portfolio risk.
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is the up-to-date maximum in terms of risk.
Given its definition, the value 1

2 represents for θ(Ci ) a threshold. If θ(Ci ) ≤ 1
2 , the

correlation matrix Ci can be classified as non risky with respect to the great part of the
remaining matrices, while the opposite happens for θ(Ci ) > 1

2 .

From the quantum majorization matrix A we can also obtain a quantity that bridges
towards Proposition 4.2, Property 1.

Recall that every entry Ai , j = 1 in A marks the presence on ordering relation between
correlation matrices Ci and C j . Therefore, in order to obtain a numerical measure of the
ordering relations inside a given dataset it is sufficient to count all the entries Ai , j = 1
inside the matrix and multiply this quantity by the constant k = 2. The role of k is to
make sure that the outcome of the counting procedure is the total number of ordering
relations regardless the direction. Finally, in order to obtain a comparable measure we
scale it by the total possible number of ordering relations in A T (T −1).

We have build the following quantity denoted by U :

U = 2
∑∑

i 6= j Ai , j

T (T −1)
(4.17)

U is an index telling us how much majorization takes place in a collection of corre-
lation matrices. The lower the index the more often majorization occurs, therefore the
more often all functionals in the Mλ class are comonotonic. The higher U the more we
can expect the measures in Mλ to behave in a not necessarily coherent way.

If we come back to the two examples in Figure 4.1, we can compute U = 0.5 in the
first case, and U = 0.14 in the second. This is consistent with what we have discussed
before, given that the second case visually shows a higher level of majorization.

4.5. AN EXAMPLE ON ACTUAL DATA
Our dataset–available for download–consists of 4563 daily log-returns for 28 compo-
nents of the Industrial Dow Jones (INDJ), between January 03 2000 and February 21
2018. Using 100-day moving windows, with a 90-day overlap, we have constructed a
series of 447 correlation matrices, which we will compare and study using majorization.
It is worth underlying that changing the size of the moving windows and of the overlaps
does not affect our conclusions, until it is possible to play with a sufficient number of
correlation matrices (≥ 50). The combination here shown is the one providing the best
results from a graphical point of view. However, in the Appendix we provide some more
additional examples with different overlaps as-well-as a numerical evidence of the pres-
ence of majorization structure in the data with respect to an i.i.d draw form a uniform
random correlation matrix.

For each correlation matrix in the collection, we have computed the associated eigen-
values via a standard singular value decomposition.

For each 100-day moving window, Figure 4.2 shows the average log-returns of the
INDJ index; superimposed we also provide the time series of the corresponding matrix
Gini index (D||.||1 ), computed on the different correlation matrices. The chosen measure
seems definitely capable of identifying some major events in the observation period,
something not always possible by just looking at the log-returns.
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Figure 4.2: The average INDJ index (gray) in the period between January 03 2000 and February 21 2018, over
rolling windows of 100 days, with a 90-day overlap. For the same windows we provide the matrix Gini index
(black) computed on the corresponding correlation matrices. Major events in the observation period are indi-
cated.

Figure 4.3: Time series of four λÂ monotonic measures applied to the dataset.

The choice of the matrix Gini in Figure 4.2 is arbitrary, that is why in Figure 4.3 we
also provide other possible measures of risk in Mλ: the Frobenius norm, the effective
rank, the absorption ratio and the Pietra index. Evidently, all these measures tend to
behave similarly, suggesting the presence of several majorizations in the portfolio evolu-
tion, consistently with Proposition 4.2, Property 1.

A measure of the amount of majorization in the portfolio is provided by the U mea-
sure of Equation (4.17): the closer U to zero, the more often majorization occurs. The
average U in our data is 0.15, with a standard deviation of 0.03; this indicates that quan-
tum majorization is a rather common phenomenon in the INDJ portfolio. Therefore we
can expect the different risk measures to behave similarly quite often, as per Figure 4.3.
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Figure 4.4 shows the behavior of U over 100-day rolling windows. Interestingly, dur-
ing the riskiest moments of the last twenty years, like the 2007-2009 crisis or the sec-
ond wave of 2011-2012, the U index decreases down to 0.1, indicating an increase in
majorization–and thus risk–on the market. Conversely, during the periods of good mar-
ket conditions, like 2006-2007 majorization decreases, and U grows up to 0.3.

Figure 4.4: Time evolution of the U measure over a 100-day rolling window.

Let us now have a look at Figure 4.5, which presents the quantum majorization ma-
trix A of the INDJ sample. An interesting fact, consistent with the behavior of U , can
be observed: the correlation matrices of the 2007-2009 crisis period are the up-to-date
maximal elements for the dataset. In fact, as clear from the red band in the picture,
they majorize most of the other correlation matrices, with just a few exceptions of non-

majorization (
λ�). Conversely, the correlation matrices of the years 2005, 2006 or 2014

are majorized by almost all the other correlations, representing the least risky set.
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Figure 4.5: Quantum majorization matrix of the INDJ dataset. Black squares represent quantum majorizations
between correlation matrices, the red lines indicate major market events during the observation period, while
the red band underlines the riskiest period (in term of majorizations) in the dataset.

In Figure 4.6, we provide the behavior of another risk measure we have discussed in
Subsection 4.4.1, the quantity θ(Ci ), together with the average log-returns of the INDJ
portfolio. For every correlation matrix {Ct }447

t=1 the corresponding θ(Ct ) is computed.
Looking at the graph, we can see that all periods of crisis (see again Figure 4.2) are char-
acterized by riskier correlation matrices, i.e. θ(Ct ) > 0.5, while less turbolent periods do
show θ(Ct ) < 0.5. Once again the maximal levels of majorization are observed in 2007-
2009 and 2011-2012, where θ almost reaches 1.

Figure 4.6: Time evolution of the risk measure θ(Ci ) for {Ct }T
t=1, T = 447, with its 0.5 threshold level. The INDJ

average log-returns are also provided for readers’ convenience.

On the basis of the quantum majorization matrix of Figure 4.5, we can also give the
intuition of a simple alarm system for portfolio risk. The idea is to cluster the correlation
matrices {Ct }447

t=1 according to the information embedded in the matrix A, so to group
together the correlations with similar majorization patters. For the collected matrices
we can then compute the corresponding θ index, and verify whether particular values
manifest themselves.

As common in cluster analysis [7], to group observations we need some notion of
distance among the majorization patterns in A, as induced by each Ct. A standard way
to deal with this type of problems is spectral embedding [39], which associates each Ct–
that for us is a data point in the space of correlation matrices–with a position in a mul-
tidimensional space, whose dimension and coordinates are defined by the left and right
eigenvectors of A.

Figure 4.7 shows the position of each correlation matrix in a 2-dimensional space,
where the x-coordinates are given by the first entries of the left eigenvectors of A, and
the y-coordinates by the first entries of the right eigenvectors9.

9Plots in higher dimensions do not add much information, that is why we restrict our attention to the 2d case.
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The identification of clusters can then be performed using several different methods;
here we rely on the standard k-means algorithm [7], with the goal of identifying 2 and 3
possible clusters (a larger number of clusters becomes difficult to interpret in this frame-
work). The obtained groups are visible in the subplots of Figure 4.7, and their separation
is definitely good. In the 2-cluster case of Figure 4.7, the red dots on the right identify the
risky correlation matrices, those which tend to majorize the others, while the white dots
represent the majorized correlations, associated to the less risky periods. In the 3-cluster
situation, the yellow group appears, taking elements from the two original clusters. This
group represents a situation of intermediate risk, possibly corresponding to a transition
between more and less risky periods.

Figure 4.7: Projection of the INDJ dataset on a 2D Euclidean plane, on the basis of the eigendecomposition of
A. The separation into 2 (top) and 3 (bottom) clusters via the k-means algorithm is evident.

In Figure 4.8 the clusters of Figure 4.7 are superimposed to the time series of the θ(Ct )
risk index also given in Figure 4.6.

In Subfigure 4.8a, the red areas clearly indicate the majorizing correlation matrices
(the red dots in Figure 4.7). The empirical threshold for θ(Ct ) that distinguishes majoriz-
ing from majorized matrices is 0.54. This value is close to the theoretical one (0.5) we
expect from Equation (4.16). The periods of high portfolio risk are quite evident, and
consistent with the recent economic history.

In the 3-cluster case of Subfigure 4.8b, the yellow areas show those correlation ma-
trices that correspond to transitions between the majorizing/riskier (red) and the ma-
jorized/less risky (white) situations. In the INDJ dataset, a correlation matrix belongs to
the yellow cluster if its θ falls in the interval [0.34,0.68].
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(a) 2-cluster case, discriminating threshold at 0.54.

(b) 3-cluster case, discriminating thresholds at 0.34 and 0.68.

Figure 4.8

Subfigure 4.8b can thus represent a first example of alarm system based on quantum
majorization. If we monitor the θ index over time, the closer (from below) the value to
the 0.68 threshold, the higher the chance of entering into a risky period of strong quan-
tum majorization. The lower θ, the smaller our portfolio risk.

As in all alarm systems [40], false alarms represent a problem, which requires serious
treatment. For example, in Subfigure 4.8b, around year 2013, we see that θ oscillates a
lot in the yellow area. This could possibly generate a number of false alarms regarding a
possible increase in quantum majorization, which we should treat.

The development of a full alarm system based on quantum majorization goes be-
yond the scope of the present chapter, but it will surely be object of future research. A
fascinating possibility could be to build a urn-based alarm system, similar to the one
introduced in [41].

4.6. A NEW INSIGHT
In studying quantum majorization we have noticed an important connection with net-
work analysis, something that, in our knowledge, has never been considered before. The
fascinating consequence of this liaison is that it could facilitate the graphical exploration
of portfolio risk.
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Just notice that a quantum majorization matrix A can be seen as the adjacency matrix
of a directed graph [42]. If the non-similarity assumption holds, then Ā = A− I is the
adjacency matrix of a directed acyclical graph.

We call the graph associated to A majorization graph, and the space of all n ×n cor-
relation matrices C is now the vertex space containing all the possible vertices the graph
can have. The collection {Ct }T

t=1 represents the set of vertices that actually compose the
graph in reality, and the set of directed edges among the vertices is given by the corre-
sponding quantum majorization matrix. If Ci

λÂ Cj, there is a directed edge from Ci to
Cj, while for Ci ≺λ Cj the directed edge goes from Cj to Ci. In case of no majorization,
Ci � Cj, no edge is present. This makes the majorization graph a non-trivial lattice10

[42].

(a) Case 1 (b) Case 2

Figure 4.9: Examples of graphs associated to the quantum majorization matrices of Figure 4.1. Thick lines
represent the direction of the edges between the nodes, and can ve read as arrows.

Figure 4.9 shows an example of graphs associated to the two quantum majorization
matrices presented in Figure 4.1.

A majorization graph can be thought as a special case of directed inhomogeneous
graph, in which the connection probability is different for each vertex, and it depends
on the size of the permutraedon spanned by the spectrum of the correlation matrix as-
sociated to that vertex [43].

Thanks to the graph representation of majorization, one can immediately observe
some interesting connections with what we have developed in this chapter. For example,
the risk measure θ(Ci) corresponds to the difference between the out-degree and the in-
degree centralities of the vertex associated to Ci, while measure U is nothing but the
density of the graph.

A majorization graph could also be used to build and calibrate a stochastic model to
predict the dynamics of a correlation matrix, for instance by exploiting the approach of
[42].

Another active field of research in networks theory is the detection of communities

10Note that, unlike most direct acyclical graphs in the literature[42], the flow to and from the vertices in the
graph does not depend on their time index, but rather on their ordering.
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[44]. In a majorization graph, communities can be understood as nodes correspond-
ing to correlation matrices with a similar behaviour. Their individuation could therefore
lead to results compatible with those discussed in Section 4.5, also extending them to-
wards the development of a taxonomy of communities for crisis detection.

In conclusion, we believe that the link between quantum majorization and random
graphs represents a fruitful line of future research, which we are willing to explore.
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APPENDIX
In this Section we show how the structure of the majorization matrix A changes when
we do not take overlapping intervals. In addition, we show evidence that the patterns
observed in A are meaningful. In order to do that we sample uniformly at random from
the space of correlation matrices sampling first the eigenvalues matrix from the space of
diagonal matrices with entries chosen from a Dirichlet distribution and then multiplying
it with the eigenvector matrices sampled from unitary group equipped with the Haar
measure.

Figure 4.10: Quantum majorization matrix of the INDJ dataset. Date has been removed in order to ease the
comparison with the artificial ones.
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Figure 4.11: A quantum majorization matrix obtained by sampling i.i.d uniformly the space of correlation
matrices with eigenvalues Dirichelt distributed.

Figure 4.12: A quantum majorization matrix obtained by sampling i.i.d uniformly the space of correlation
matrices with eigenvalues Dirichelt distributed.

As we can see from the above pictures it seems that when compared to an i.i.d draw
from the space of correlation matrices the market majorization matrix exhibits a higher
number of ordered correlation matrices as well as higher tendency to cluster.
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5
LORENZ-GENERATED

ARCHIMEDAN COPULAS

An alternative generating mechanism for non-strict bivariate Archimedean copulas via
the Lorenz curve of a non-negative random variable is proposed. Lorenz curves have been
extensively studied in economics and statistics to characterize wealth inequality and tail
risk. In this chapter, these curves are seen as integral transforms generating increasing
convex functions in the unit square.

Many of the properties of these “Lorenz copulas", from tail dependence and stochastic or-
dering, to their Kendall distribution function and the size of the singular part, depend
on simple features of the random variable associated to the generating Lorenz curve. For
instance, by selecting random variables with lower bound at zero it is possible to create
copulas with asymptotic upper tail dependence.

An “alchemy" of Lorenz curves that can be used as general framework to build multipara-
metric families of copulas is also discussed.

Keywords: Archimedean copulas; Lorenz curves; stochastic ordering; tail dependence;
Gini index.

Parts of this chapter are available online at the SSRN Electronic Journal [1] and are currently under review.
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5.1. INTRODUCTION
Borrowing tools from the flourishing literature on socio-economic inequality and sta-
tistical size distributions [2–4], this chapter introduces an alternative way to generate a
class of non-strict bivariate Archimedean copulas [5], called Lorenz copulas, via the mir-
rored Lorenz curve [6]. Appealing characteristics of the novel approach are its flexibility
and the possibility of characterizing the (upper tail) dependence structure of the related
copulas, by studying some simple features of the Lorenz generator, and of its underlying
size distribution.

The chapter is organized as follows: the next three subsections introduce the basic
notation and the necessary tools; Section 5.2 is devoted to the study of Lorenz-generated
non-strict Archimedean copulas; Section 5.3 contains some examples of copulas gener-
ated via the new approach; Section 5.4 discusses how to obtain new generators and how
to develop multiparametric families of copulas; Section 5.5 closes the chapter. An Ap-
pendix contains technical and space-consuming details.

5.1.1. BIVARIATE ARCHIMEDEAN COPULAS: A QUICK REVIEW
First introduced by Sklar [7], copulas represent a convenient way of modeling multivari-
ate phenomena [8], by disentangling the joint dependence structure from the marginal
behavior. This is particularly true in applications, where the flexibility of copulas ap-
pears preferable to the direct fitting of multivariate distributions, which may be difficult
to treat [5]. For the sake of completeness, not all statisticians agree with this view: for ex-
ample Mikosch [9] maintains that the static separation of the dependence function from
the marginal distributions gives a biased view of stochastic dependence.

In the bivariate framework, consider the two-variable function C : [0,1]2 → [0,1].
C (u, v) is a two-dimensional copula [5] if:

1. C (u,0) =C (0, v) = 0 for every u, v ∈ [0,1];

2. C (u,1) = u and C (1, v) = v for every u, v ∈ [0,1];

3. C (u2, v2)−C (u2, v1)−C (u1, v2)+C (u1, v1) ≥ 0 for every u1, v1,u2, v2 ∈ [0,1], such
that u1 ≤ u2 and v1 ≤ v2.

Sklar’s theorem [7] shows that, if (X1, X2) is a random vector with joint distribution F
and margins F1 and F2, then

F (x1, x2) =C (F1(x1),F2(x2)) =C (u, v), u, v ∈ [0,1].

In other words, it is possible to represent the bivariate distribution F of the random vec-
tor (X1, X2) in terms of the copula function C , and of two uniform margins obtained via
the probability integral transform. A bivariate copula is thus nothing more than a bivari-
ate distribution with uniform margins. If the marginals F1 and F2 are continuous then C
is unique, otherwise it is uniquely determined on the Cartesian product of the support
of the two marginals distributions.

It can be easily verified that, for every copula C (u, v), one has

W (u, v) = max(u + v −1,0) ≤C (u, v) ≤ min(u, v) = M(u, v),
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where W and M are known as the Fréchet-Hoeffding lower and upper bound respec-
tively [5]. In the bivariate framework here considered, both W and M are proper copula
functions.

A copula C (u, v) is Archimedean if it is associative, C (u,C (z, w)) = C (C (u, z), w) for
every u, z, w ∈ [0,1], and if its diagonal δC (x) := C (x, x) is such that δC (x) < x for all x ∈
[0,1].

The associative nature of Archimedean copulas [10] allows for a very convenient rep-
resentation in terms of a one-place function called the generator.

Theorem 5.1. Let C (u, v) ∈ [0,1]2 be an Archimedean copula, then there exists a function
ψ : [0,1] →R+ such that

C (u, v) =ψ[−1](ψ(u)+ψ(v)) u, v ∈ [0,1], (5.1)

where ψ[−1] denotes the pseudo-inverse of ψ. In particular ψ is a decreasing convex func-
tion with ψ(0) ≤∞ and ψ(1) = 0.

Note that the pseudo-inverse of a continuous, strictly decreasing function f : [0,1] →
R+ with f (1) = 0, is defined as: f [−1] :R+ → [0,1] and such that

f [−1](x) =
{

f −1(x) 0 ≤ x ≤ f (0)

0 f (0) ≤ x ≤∞

where f −1 is the standard inverse of f . For a proof, see for example [5]. If one is familiar
with non-Newtonian calculus [11], Equation (5.1) can be recognized as a ψ-arithmetic
operation, a ψ-sum specifically [12]. This suggests that a bivariate Archimedean copula
endows the interval [0,1] with a semi-group structure.

To an Archimedean copula C (u, v) it is always possible to associate a dual copula

Ĉ (u, v) := u + v −C (u, v).

This dual copula is an S-norm [10], whose generator ψ̂ is an increasing convex function
with swapped boundary conditions with respect to those in Theorem 5.1.

In the literature, several functions ψ have been proposed over the years, from the
well-known logarithmic and exponential generators behind the famous Clayton, Gum-
bel, Joe and Independence copulas [5], to those based on the inverse Laplace and the
Williamson transforms [13]. In particular, this last class of generators provides a solu-
tion to the problem of finding d-monotonic functions, thus extending the Archimedean
construction to an arbitrary number of dimensions.

Naturally, a large number of generators has given birth to a large number of cop-
ulas, and this richness (and flexibility) is one of the reasons of the popularity of the
Archimedean family, in particular in applications [14].

From a theoretical point of view, an appealing feature of the Archimedean family is
that the properties of a generator essentially determine the properties of the correspond-
ing copula. For example, looking at the value ψ(0), it is possible to distinguish between
strict (ψ(0) =∞) and non-strict (ψ(0) <∞) copulas [5]. Non-strict copulas are the ob-
jects of interest of this chapter: their main peculiarity is that a subset of their domain has
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zero probability mass (but positive Lebesgue measure), taking the name of zero set, or
Z (C ).

Strictly related to Z (C ) is the zero curve v = κ(u), that is the level curve separating
the zero set from the part of the copula domain with positive mass. For a non-strict
Archimedean copula the zero curve can be easily derived in terms of generator ψ, by
setting C (u, v) = 0 in Equation (5.1), so that

κ(u) =ψ[−1](ψ(0)−ψ(u)), ∀u ∈ [0,1].

It is not difficult to verify that a non-strict Archimedean copula C (u, v) is not able
to model independence, i.e. C (u, v) 6= uv 6= Π(u, v), either directly or as a limiting case.
Nevertheless, non-strict copulas can be very useful when dealing with phenomena that
exhibit upper tail dependence, or when one is interested in the dependence structure of
random quantities that do not take on low quantiles simultaneously [15–17].

When dealing with bivariate copulas, and in particular with Archimedean copulas, a
very important object of study is the Kendall distribution function K (t ) [18]. Such a func-
tion represents the bivariate equivalent of the univariate probability integral transform,
and it is formally defined as

K (t ) = P (C (U ,V ) ≤ t ), t ∈ [0,1],

where U and V are standard uniforms on [0,1]. For a fixed t ∈ [0,1], the Kendall distribu-
tion function can be seen as the measure–also known as the C−measure [10]–of the set
{(u, v) ∈ [0,1]2 : C (u, v) ≤ t }.

In an Archimedean copula, K (t ) can be obtained from the generator ψ, i.e.

K (t ) = t − ψ(t )

ψ′(t+)
, t ∈ [0,1], (5.2)

with ψ′(t+) denoting the right derivative of ψ at t . In the Archimedean family, the func-
tion K (t ) uniquely determines the corresponding copula via its generator ψ.

The Kendall distribution function has many applications in copula theory. Just to
list two of them that are useful here: 1) K (t ) induces a dependence ordering in the set
of copulas, the so-called Kendall stochastic ordering [19]; and 2) K (t ) can be used to
obtain association and dependence measures between random variables. For instance,
the well-known Kendall’s τ, measuring the concordance between two random variables,
can be computed as

τ= 3−4
∫ 1

0
K (t )dt . (5.3)

In this chapter τwill represent the main measure of (monotonic) dependence discussed.
This is due to the fact that–as per Equation (5.3)–τ has a direct link with the generator ψ
via the Kendall distribution function K , something that will be useful in Sections 5.2 and
5.3. Other measures like Spearman’s ρ can naturally be computed, but their derivation is
copula specific and it is not directly linked toψ [5, 20], therefore they are less interesting
in the framework of this chapter.
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5.1.2. THE LORENZ CURVE
The Lorenz curve L of a non-negative random variable X , with finite expectation and
cumulative distribution function F , is defined as

L(p) =
∫ p

0 F−1(y)dy∫ 1
0 F−1(y)dy

, p ∈ [0,1], (5.4)

where F−1 is the quantile function of X [21]. A Lorenz curve completely characterizes
the corresponding distribution function F up to a scale transformation [4].

Introduced by Max Lorenz in 1905 [6], the Lorenz curve is a well-known tool in the
study of wealth and income inequality [3]. When the random variable X represents
wealth in a given society, the curve L(u) represents the percentage of wealth owned by
the lower u% of the population. This makes the curve L essential to study economic size
distributions, and to verify the so-called Pareto principle [2, 22].

Given a Lorenz curve it is then possible to construct a large number of inequality
indices [3]. Among them, a famous one is the Gini G index [23], defined as (5.5).

G = 2
∫ 1

0

(
p −L(p)

)
dp. (5.5)

Clearly G ∈ [0,1]. A Gini equal to 0 indicates a society in which everyone possesses the
same amount of wealth, or alternatively the underlying random variable X is a Dirac
delta function. For continuous random variables a Gini equal to 1 can be achieved only
as a limit of random variables Xn representing more and more unequal distribution of
wealth. The limiting random variable limn→∞ Xn = X represents the maximum inequal-
ity, for discrete random variables it describes a situation in which one individual owns
everything and all the others nothing. For the continuous case it signals the loss of the
L1 integrability condition. All other values represent intermediate situations: the higher
the Gini, the more unequal the society.

As observed in [24], all inequality indices are nothing more than generalizations and
improvements of some common measures of variability like the variance or the standard
deviation. This justifies the rising interest for their application outside inequality studies,
in fields like biostatistics and finance [25, 26].

The following proposition collects some useful properties of the Lorenz curve which
will be needed later. For proofs, please refer to [27].

Proposition 5.1. Let L be the Lorenz curve associated with the random variable X ≥ 0,
with E [X ] =µ<∞ and distribution function F . The following holds:

1. L(p) is a non-decreasing and convex function in p ∈ [0,1], differentiable almost ev-
erywhere. If F is strictly increasing, then L is also strictly increasing. Moreover L
satisfies the boundary conditions L(0) = 0 and L(1) = 1;

2. If L admits first derivative then L′(p) = F−1(p)
µ ;

3. For all p ∈ [0,1], the curve L(p) is always bounded from above by LPE (p) = p and
from below by LPI (p) = 0 for all p ∈ [0,1) and LPI (1) = 1. The curves LPE (p) and
LPI (p) are respectively called perfect equality and perfect inequality lines.
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4. L can be seen as a distribution function. In particular, it represents the distribution
function of the random variable YL = L−1(U ) with U standard uniform on [0,1].

From Proposition 5.1 one can derive two important facts: 1) every non-decreasing
convex function g : [0,1] → [0,1], such that g (0) = 0 and g (1) = 1 is a Lorenz curve [24]
corresponding to some non-negative random variable X with finite expectation; 2) ev-
ery Lorenz curve can be seen and used as a distortion function [20, 28], i.e. an integral
transform generating increasing convex functions in the unit square. This second fact
will prove useful later in the chapter.

5.1.3. ORDERS

Dependence orderings are multivariate stochastic orders defining posets1 among copu-
las [29]. The following definition introduces three cases relevant for the chapter.

Definition 5.1. Let C1(u, v) and C2(u, v) be two copulas, with Kendall distribution func-
tions K1(t ) and K2(t ) respectively. Denote by xC (v), the conditional probability P (V ≤
v |U ≤ x), and by xC−1 its inverse. We have

1. Left tail decreasing order (LTD): C1 ÂLTD C2, if x′C1(xC−1
1 (u)) ≤ x′C2(xC−1

2 (u)), for
0 ≤ x < x ′ ≤ 1.

2. Positive Kendall order (PK): C1 ÂPK C2, if K1(t ) ≤ K2(t ) for every t ∈ [0,1].

3. Positive quadrant order (PQD): C1 ÂPQD C2, if C1(u, v) ≥ C2(u, v), for all (u, v) ∈
[0,1]2.

If C1(u, v) and C2(u, v) are Archimedean, one has the following relevant implications

LT D ⇒ PK ⇒ PQD.

As proven in [15], for Archimedean copulas the conditions given in Definition 5.1 can
be restated in terms of their generators, as in the following theorem.

Theorem 5.2. Let C1(u, v) and C2(u, v) be two Archimedean copulas with generators ψ1

and ψ2 respectively. The following holds:

1. C1 ÂLTD C2, if and only if ψ1(ψ[−1]
2 (y)) is convex;

2. C1 ÂPK C2, if and only if ψ1(ψ[−1]
2 (y)) is star-shaped;

3. C1 ÂPQD C2, if and only if ψ1(ψ[−1]
2 (y)) is super-additive.

As in the case of copulas, it is possible to define notions of stochastic ordering which
make the set of non-negative random variables with finite expectations a poset [27]. The
following definition introduces two useful stochastic orders related to the Lorenz curve.

Definition 5.2. Let X1 and X2 be two non-negative random variables with finite expec-
tation, and let L1, L2 be their Lorenz curves. The Lorenz order and the star order are
defined as follows:
1Recall that the word poset stands for partially ordered set
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1. Lorenz order: X1 ÂL X2, if L1(p) ≤ L2(p) for all p ∈ [0,1];

2. Star order: X1 Â* X2, when L1(L−1
2 (p)) is convex in p ∈ [0,1].

Observe that, if X1 ÂL X2, then G1 ≥ G2, where G1 and G2 are the Gini indices of
X1 and X2 respectively. Furthermore, notice that the star order condition in Definition
5.2 is not the usual one relying on quantile functions [29]. However, as shown in the
Appendix, the two definitions are equivalent. Finally, it can be easily shown that the star
order implies the Lorenz one [27].

5.2. LORENZ GENERATORS AND LORENZ COPULAS
Let L be a strictly increasing Lorenz function, associated to the strictly increasing distri-
bution function F of a non-negative random variable X with finite mean. For p ∈ [0,1]
define the mirrored Lorenz curve as

L̄(p) := L(1−p).

This new function is strictly decreasing and convex, with L̄(0) = 1 and L̄(1) = 0.
Recalling Theorem 5.1, it is evident that L̄(p) is a valid generator for a bivariate copula

C (u, v) of Archimedean type. Since L̄(0) <∞, the copula will be non-strict. Similarly, the
original Lorenz curve L(p) can be seen as a proper generator for the dual copula Ĉ (u, v).

The Gini index corresponding to L̄ is given by Ḡ = 2
∫ 1

0 (1−p − L̄(p))dp, and it is easy
to verify that its value will coincide with that of the standard Gini G associated to L. For
this reason, the notation G will be used to indicate both indices.

Definition 5.3. Let L and L̄ be the standard and the mirrored Lorenz curves associated to
a non-negative random variable X with finite mean. The corresponding bivariate non-
strict Archimedean copula C (u, v) is given by

C (u, v) = L̄[−1](L̄(u)+ L̄(v)) = 1−L[−1](L(1−u)+L(1− v)), u, v ∈ [0,1]2. (5.6)

C (u, v) is also referred to as the copula associated with X , or the copula generated by L
and L̄.

In the rest of the chapter, C (u, v) will always represent a non-strict bivariate Lorenz-
generated Archimedean copula, often just called Lorenz copula for brevity.

Every non-strict copula is characterized by the presence of a zero set and the relative
zero curve. For a Lorenz copula, the zero curve κ(p) is easily derived to be

κ(p) = 1−L[−1](1−L(1−p)), p ∈ [0,1]. (5.7)

Interestingly, the function κ(p) is itself a mirrored Lorenz curve, given that it follows the
composition rules described in [27]. This means that a particular Gini index, the zero
Gini Gκ, can be computed from it. Such an index has an appealing interpretation in
terms of the corresponding Lorenz copula: Gκ measures indeed how far C (u, v) is from
its Fréchet-Hoeffding bounds, i.e. from co- and countermonotonicity. Gκ = 0 tells that
the copula coincides with the Fréchet-Hoeffding upper bound M , while Gκ = 1 indicates
that C (u, v) coincides with the Fréchet-Hoeffding lower bound W .

The following proposition clarifies the relation between Gκ and the Gini G associated
with the Lorenz generator L̄.
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Proposition 5.2. Let Gκ be the zero Gini associated to the zero set Z (C ) of the Lorenz
copula C (u, v), while G is the Gini associated to the Lorenz generator L̄. Then

Gκ ≥G .

Moreover, if X1 and X2 are two non-negative random variables and X1 ÂL X2, one has

G1
κ ≤G2

κ,

where G i
κ, i = 1,2, is the zero Gini of the copula associated with Xi .

Proof. To prove the first statement, notice that

Gκ−G ∝
∫ 1

0

(
L[−1](1−L(1−p))−1+L(1−p)

)
dp. (5.8)

In order for Gκ ≥G to hold true it is sufficient to show that the right-hand side of Equa-
tion (5.8) is non-negative.

Setting y = 1−L(1−p), one gets∫ 1

0

1

F−1(1− y)
(L[−1](y)− y)d y ≥ 0. (5.9)

Since, by construction, L[−1](y) ≥ y for all y ∈ [0,1], and view that F−1 is the quantile
function of a non-negative random variable, the integrand in Equation (5.9) is positive
for every y ∈ [0,1]. Hence Gκ ≥G .

To prove the second statement it is sufficient to show that∫ 1

0
L[−1]

1 (1−L1(1−p))dp ≤
∫ 1

0
L[−1]

2 (1−L2(1−p))dp, (5.10)

where Li (p) is the Lorenz curve of Xi , i = 1,2, such that L1(u) ≤ L2(u) for every p ∈ [0,1].
The function 1−L(1−p) is known as Leimkuhler curve in the inequality literature [30]

and it induces a partial ordering, ÂLK , in the space of non-negative random variables and
size distributions [4]. According to such an order, X1 ÂL X2 if and only if X1 ≺LK X2. Now,
observing that L−1(p) is an increasing concave function for p ∈ [0,1], and that L−1

1 (p) ≤
L−1

2 (p) for all p ∈ [0,1] thanks to the Leimkuhler order, then it is possible to conclude that
(5.10) holds true.

From Proposition 5.2 one derives that a necessary condition for G1
κ ≤G2

κ is that G1 ≤
G2. Such a result proves extremely useful when generating Lorenz copulas that need to
satisfy some specific conditions in terms of their zero sets and zero curves; more details
in Section 5.3.

Many analytic properties of the copula C (u, v) trace back to the non-negative finite-
mean variable X , its Lorenz curve L and the associated mirrored Lorenz generator L̄. In
the following subsections these properties are collected per topic.
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5.2.1. BOUNDS AND SINGULARITIES
The next proposition clarifies under which conditions a Lorenz copula replicates the
Fréchet-Hoeffding lower bound.

Proposition 5.3. Let C (u, v) be a non-strict Archimedean copula, while L̄ is its Lorenz
generator obtained from the curve L of the non-negative finite-mean random variable X .
The following statements are then equivalent:

1. C (u, v) coincides with the Fréchet-Hoeffding lower bound W (u, v) = max(u + v −
1,0);

2. X is characterized by perfect equality, i.e. L(p) = LPE(p);

3. G = 0.

Proof. The goal is to show that 1 ⇔ 2 and 2 ⇔ 3.
Assume that L(p) = LPE (p). The mirrored Lorenz is L̄PE (p) = 1−p. By applying Def-

inition 5.3, one gets C (u, v) = u + v − 1 if u + v > 1, and C (u, v) = 0 otherwise. Hence
C (u, v) =W (u, v) = max(u + v −1,0). The opposite implication is then straightforward.

To prove that 2 implies 3, it is sufficient to compute the Gini index in Equation (5.5)
for L(p) = p, obtaining G = 0.

Finally 3 ⇒ 2 holds since L(p) ≤ p, therefore the only solution for the functional
equation

∫ 1
0 p −L(p)dp = 0 is L(p) = p, which concludes the proof.

Regarding the Fréchet-Hoeffding upper bound, no Archimedean structure is able to
replicate it exactly [5]. Therefore, an if-and-only-if characterization cannot be given ei-
ther for a Lorenz copula. However, it is possible to show that, if a Lorenz curve converges
point-wise to the perfect inequality case, and thus its Gini tends to 1, then the corre-
sponding C (u, v) will have the upper bound M as its limit.

Proposition 5.4. Let C (u, v) be the Lorenz copula generated by L and such that C (u, v) →
M(u, v) = min(u, v). Then L → LPI (or L̄ → L̄PI ) and G → 1.

Proof. A necessary and sufficient condition for an Archimedean copula with generator
ψθ parametrized by θ to attain the Fréchet-Hoeffding upper bound is given in [5], i.e.

lim
θ→θ∗

ψθ(p)

ψ
′
θ

(p)
= 0, p ∈ (0,1). (5.11)

In terms of Lorenz generators, for a Lorenz curve Lθ of parameter θ, such a condition
clearly becomes

lim
θ→θ∗

L̄θ(p)

L̄
′
θ

(p)
= 0, p ∈ (0,1). (5.12)

The only Lorenz satisfying such a condition is the perfect inequality one, LPI , the lower
bound for every Lorenz curve, as per Proposition 5.1. In fact, all the other Lorenz curves
are increasing and bounded, hence they cannot satisfy limθ→θ∗ L̄

′
θ

(p) =∞ for every p ∈
(0,1), which is the only condition for Equation (5.12) to hold for a generic (non perfect
inequality) Lorenz with limθ→θ∗ L̄θ(p) 6= 0, for p ∈ (0,1).

This said, by Equation (5.5) the Gini index associated to the Lorenz generator will
converge to 1, the value for perfect inequality.
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Following Propositions 5.3 and 5.4, a Lorenz copula may attain the Fréchet-Hoeffding
bounds if the distribution of the underlying variable X can model both a completely
even and a totally uneven distribution of wealth. As discussed in [4], this is not always
the case, meaning that not all Lorenz copulas can reach the bounds W and M .

Another important feature of non-strict Archimedean copulas is the presence or the
absence of a singular part. For a Lorenz copula this completely depends on the continu-
ity of the quantile function of the underlying random variable X .

Proposition 5.5. Let C (u, v) be the Lorenz copula associated to the non-negative finite-
mean random variable X . Then C (u, v) exhibits a singular component if and only if X
has a continuous density and a bounded support. Furthermore the singular component is
placed on the zero curve.

Proof. Since X has a continuous density, the Lorenz curve L is twice differentiable, and
so is the generator L̄. Hence, if present, any singular part must be located on the zero
curve [5].

In order to quantify the mass of the singular part, one needs the Kendall distribution
function of the Lorenz copula C (u, v), which is

K (t ) = t + L̄(t )µ

F−1(1− t )
, t ∈ [0,1]. (5.13)

Thanks to Theorem 4.3.3 in [5], the C -measure of the zero curve is given by

K (0) = L̄(0)µ

F−1(1)
= µ

b
, (5.14)

where b ≤+∞ is the upper bound of the support of X and µ= E [X ].
If X has no finite upper bound, clearly b =+∞, and the C−measure of the zero curve

is zero, thus concluding the proof.

If the random variable X does not have a continuous density, Proposition 5.5 does
not hold. However, one can easily verify that, by taking continuous non-differentiable
Lorenz curves, as those arising from discrete random variables, it is possible to define
Lorenz copulas with singular parts everywhere in the unit square, and not necessarily
on the zero curve. The localization and the quantification of the C−measure for these
singularities is quite simple, and it depends on the jumps in the quantile function of X .
If the Lorenz copula exhibits a discontinuity in t , the C−measure corresponding to it is

in fact µ
(

1
F−1(1−t+)

− 1
F−1(1−t−)

)
.

5.2.2. DEPENDENCE AND INEQUALITY ORDERS
In the theory of copulas, a fundamental topic is the analysis of the dependence structure
induced by a given copula function. For Lorenz copulas the dependence structure is
directly connected to the underlying variable X and to the stochastic orders discussed in
Subsection 5.1.3.

Proposition 5.6. Let C1 and C2 be two Lorenz copulas associated to X1 and X2, non-
negative random variables with finite means. One has that C1 ÂLTD C2 if and only if X1 Â∗
X2.
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Proof. The proof is a straightforward application of Definition 5.2 and Theorem 5.2. In

particular, note that the condition on the generators for the LTD order,
d2ψ1(ψ[−1]

2 (p))

d2p
≥ 0,

can be rewritten in terms of the Lorenz generators as
d2L1(L[−1]

2 (p))

d2p
≥ 0, which is exactly

the condition for X1 Â∗ X2 according to Definition 5.2.

If two Lorenz copulas are left tail ordered, then one of the associated random vari-
ables is more unequal than the other. In terms of Gini indices, one can easily verify that
a necessary condition for C1 ÂLTD C2 is that G1 ≥G2.

Proposition 5.7. Let C1 and C2 be two Lorenz copulas associated with the non-negative
finite-mean random variables X1 and X2, with Gini indices G1 and G2. Then C1 ÂPK C2

only if G1 ≥G2.

Proof. By Theorem 5.2 a necessary and sufficient condition for C1 ÂPK C2 is L1(L[−1]
2 (u))

being star-shaped.
Looking at derivatives, the star shape condition implies that L1(u)

L2(u) is increasing. This
is equivalent to YL2 Â∗ YL1 , where YL ∼ L (recall the last point in Proposition 5.1).

Therefore, remembering that the star order implies the Lorenz one [27], and setting
L(1)(p) = ∫ p

0 L(t )dt , one gets that a necessary condition for the Kendall order is that

L(1)
1 (p) ≥ L(1)

2 (p), ∀p ∈ [0,1]. (5.15)

Equation (5.15) can be rewritten in terms of the original quantile functions, i.e.∫ p

0

∫ u

0
F−1

1 (t )dtds ≥
∫ p

0

∫ s

0
F−1

2 (t )dtds, ∀p ∈ [0,1]. (5.16)

This condition represents an ordering on non-negative random variables called inverse
stochastic dominance of third degree (ISD(3)) between X1 and X2, and it can be shown
[31] that the condition G1 ≥G2 is a necessary one for ISD(3) to hold.

Here below a graphical summary of the relations among the orders cited in this sec-
tion is provided.

LTD ⇒ PK ⇒ PQD ⇒ τ

m ⇓
∗ ⇒ L ⇒ ISD(3) ⇒ G

As stated, the LTD and * orders imply each other. LTD then implies PK and PQD, and
from PQD one can derive that if C1(u, v) ÂPQD C2(u, v), then τ1 > τ2. Similarly, * implies
L, which implies ISD(3). From ISD(3) one can finally obtain an order on the Gini indices.

5.2.3. UPPER TAIL DEPENDENCE
An interesting aspect of Lorenz copulas is the possibility of having different types of tail
dependence. Once again, the underlying variable X plays a major role.

In [32], the upper tail behavior of Archimedean copulas is classified into three regimes,
for which a characterization is offered in terms of generators:
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1. Tail independence, if and only if

ψ′(1) < 0. (5.17)

2. Asymptotic (upper) tail dependence, if and only ifψ′(1) = 0 and limt→0− tψ′(1−t )
ψ(1−t ) =

1.

3. (Upper) Tail dependence, if and only if ψ′(1) = 0 and limt→0− tψ′(1−t )
ψ(1−t ) > 1.

For Lorenz copulas, a necessary and sufficient condition for tail independence is that
the support of the underlying non-negative finite-mean variable X has a lower bound
strictly larger than zero. In fact, it is sufficient to observe that Equation (5.17) becomes

L̄′(1) =−F−1(0)

µ
, (5.18)

where F−1 is the quantile function of X and µ= E [X ] > 0. Looking at the right-hand side
of Equation (5.18) the condition on the lower bound is then evident.

According to the conditions in [32], asymptotic upper tail dependence requires L̄′(1) =
0, therefore the lower bound of X needs to be 0: it cannot be negative, since X is non-
negative, and it cannot be larger than 0, or it would fall in the case of tail independence.

In order to decide whether the upper tail dependence is asymptotic or not, one needs

to study the behavior of limp→0− pL̄′(1−p)
L̄(1−p)

. In terms of X and of its cumulative distribu-

tion function F , if one sets y = F−1(x) and applies L’Hôpital’s rule twice, such a limit
becomes

lim
y→0

F ′′(y)F (y)

(F ′(y))2 ≤ 1. (5.19)

If the limit above is strictly smaller than 1, one has tail dependence, while the asymptotic
case appears when the limit is exactly 1.

Theorem 5.3. A Lorenz copula shows asymptotic tail dependence when limy→0
F ′′(y)F (y)

(F ′(y))2 =
1, that is if and only if the underlying X shows a lognormal-like left tail in a neighbour-
hood of zero.

Proof. To prove the if part, it is sufficient to show that the lognormal distribution attains
the equality in (5.19).

LetΦ(·) be the distribution function of a standard normal, and φ(·) the density. For a
lognormal random variable Equation (5.19) becomes

lim
y→0

Φ(log(y))
(

1
y2 (φ′(log(y))−φ(log(y)

)
(

1
y2φ(log(y)

)2 = lim
z→−∞

Φ(z)(−1− z)

φ(z)
, (5.20)

with z = log(y) and recalling that φ′(z) =−zφ(z) [33].
Using L’Hôpital’s rule twice, Equation (5.20) evolves into

lim
z→−∞

φ′(z)(−1− z)−2φ(z)

φ′′(z)
= lim

z→−∞
z2 + z −2

z2 −1
= 1, (5.21)
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since φ′′(z) = (z2 −1)φ(z).

To prove the only if part, assume that there exists another Lorenz curve L̃(x), which
is not the one of a lognormal random variable, and such that

lim
p→0

pL̃′(p)

L̃(p)
= 1. (5.22)

If such a Lorenz curve exists then it must be true that

lim
p→0

L̃′(p)
L̃(p)

L′(p)
L(p)

= 1, (5.23)

where L(p) is the Lorenz curve of a lognormally distributed random variable with pa-
rameter σ> 0, i.e. L(p) =Φ(Φ−1(p)−σ).

In a neighbourhood of zero then the following differential equation is to hold:

log L̃(p)′ = L′(p)

L(p)
, (5.24)

where L′(p) = e−σ
( 1

2σ−Φ−1(p)
)
.

Solving Equation (5.24), one finds L̃(p) ∝ Φ(Φ−1(p) −σ), which is the lognormal
Lorenz curve up to a constant. Therefore by the uniqueness of the solution of a dif-
ferential equation (up to a shift), one can conclude that, to attain equality in Equation
(5.19), a lognormal behavior in the vicinity of zero is needed.

The presence or the absence of lognormality as well as the validity of the condition
(5.19) may be cumbersome to check for a generic distribution function F with density
f . Corollary 5.1 provides an easy-to-check sufficient condition for the presence of tail
dependence in Lorenz copulas.

Corollary 5.1. Let f (x) be the density of a non-negative finite-mean variable X with lower
bound 0, included or excluded. If limx→0 f (x) > 0 then the Lorenz copula generated by X
exhibits upper tail dependence.

Proof. It is easy to verify that if limx→0 f (x) = c > 0, then limx→0 F ′′(x) = 0. By substi-
tuting these values into Equation (5.19) one gets 0

c2 = 0 < 1. Therefore the inequality in
Equation (5.19) is strict and the presence of tail dependence is always verified.

5.3. EXAMPLES OF LORENZ COPULAS
The present section is devoted to the illustration of some Lorenz copulas. Playing with
Lorenz generators, it is not only possible to recover very well-known models, but–more
interestingly–one can obtain brand new non-strict Archimedean copulas, with useful tail
properties.
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5.3.1. THE LOGNORMAL LORENZ COPULA

The Lognormal Lorenz copula is obtained by assuming X to be lognormally distributed,
so that the generator is

L̄LN (p) =Φ(
Φ−1(1−p)−σ)

, p ∈ [0,1], (5.25)

where Φ is the distribution function of a standard normal distribution, Φ−1 the corre-
sponding quantile function, and σ > 0 is a scale parameter (equal to the standard de-
viation of log(X )). Figure 5.1 shows examples of the lognormal generator for different
values of σ.

Perfect Equality

σ=2

σ=1

σ=0.5

0.2 0.4 0.6 0.8 1.0
x

0.2

0.4

0.6

0.8

1.0

L(x)

Figure 5.1: Examples of lognormal generators with different σ parameters.

Notice that the quantityΦ(Φ−1(y)−σ), withσ> 0, is a well-known distortion function
in actuarial mathematics, usually called Wang transform, and it has powerful applica-
tions in the fields of asset pricing, risk theory and utility theory [20, 34]. Furthermore, in
terms of non-Newtonian calculus [11], it represents the pseudo-difference of a variable
y and a constant σ: just notice that, given the continuity of Φ−1, one has σ=Φ−1(Φ(σ)),
so thatΦ(Φ−1(y)−σ) =Φ(

Φ−1(y)−Φ−1(Φ(σ))
)

[12, 35].
Using Equation (5.6), the functional form of the lognormal Lorenz copula is:

CLN (u, v) = max
(
1−Φ(Φ−1(Φ(Φ−1(1−u)−σ)+Φ(Φ−1(1− v)−σ))+σ),0

)
. (5.26)

Figure 5.2 shows the surface of CLN (u, v) for σ= 0.5 and σ= 2.
Since the lognormal variable X has an unbounded support (its right-end point is

xF =+∞), Proposition 5.5 guarantees that the lognormal Lorenz copula has no singular
part. Moreover, Theorem 5.3 tells us that such a copula is characterized by asymptotic
tail dependence, whose strength grows with σ. In Figure 5.3 two simulations are given,
and in both of them it is possible to notice the expected tail behavior: observations in
the top right corner are more dependent.
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(a) σ= 0.5 (b) σ= 2

Figure 5.2: Surfaces of a lognormal Lorenz copula for different values of σ.
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Figure 5.3: Two simulations from a lognormal Lorenz copula for different σ.

The Kendall distribution function associated to CLN (u, v) is given by:

KLN (t ) = t +Φ(Φ−1(1− t )−σ)e
σ2
2 −Φ−1(1−t ), t ∈ (0,∞), (5.27)

which is trivially obtained by noting that the quantile function of a lognormal distribu-

tion rescaled by the mean is given by e−( σ
2

2 −Φ−1(1−t )).
From Equation (5.27), one can then obtain the value of the Kendall’s τ, but this is only

possible numerically, the analytical derivation being unfeasible. In Figure 5.4 the rela-
tion between τ and the parameter σ is presented. It is clear that monotonic dependence
grows withσ. This is somehow expected by looking back at Figure 5.3, where not only tail
dependence gets stronger as σ becomes larger, but the size of the zero set decreases. In
the limit, for σ→∞, the lognormal Lorenz copula tends to the Fréchet-Hoeffding upper
bound M (and to W for σ→ 0).
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Figure 5.4: Lognormal Lorenz Copula Kendall’s τLN as a function of σ.

Finally, some considerations in terms of stochastic orders. It is known that the log-
normal distribution is star ordered in σ [4]. Namely, if σ1 > σ2 then X1 Â∗ X2, with
Xi ∼ LN (µ,σi ), i = 1,2. Thanks to Proposition 5.6 this means that the lognormal Lorenz
copula is LTD ordered, and this also implies the positive quadrant dependence and the
Kendall order.

5.3.2. THE SHIFTED EXPONENTIAL LORENZ COPULA
The shifted exponential Lorenz copula is obtained via the generator

L̄SE (p) = (1−p)+2g p log(p), (5.28)

with g ∈ (0, 1
2 ]. When g = 1

2 the mirrored Lorenz curve in Equation (5.28) corresponds to
that of a standard exponential random variable X ∼ Exp(λ). Notice that, for all exponen-
tials, the (mirrored) Lorenz curve does not depend on λ, i.e. all exponentials share the
same Lorenz curve, as observed in [26]. For g < 1

2 the random variable X is shifted away
from zero by a factor equal to (1−2g )λ. Figure 5.5 shows some examples of the generator
L̄SE (p) for different values of g .

The shifted exponential Lorenz copula obtained from Equation (5.28) is

CSE (u, v) = max

exp

 1

2g
+W−1

2g (u log(u)+ v log(v))− (u + v)+1

2g exp
(

1
2g

)
 ,0

 , (5.29)

where W−1 is the lower-branch of the Lambert W function [36]. Two examples of CSE (u, v),
for g = 0.5 and g = 0.2, are given in Figure 5.5. In the Appendix, the details of the deriva-
tion of Equation (5.29) are presented.

The following list contains some remarkable facts related to CSE (u, v):

1. The shifted exponential Lorenz copula has no singular part. This is a consequence
of the unbounded support of the exponential distribution.
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Perfect Equality
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Figure 5.5: Examples of shifted exponential generators for different values of g .

2. The copula exhibits tail dependence only when g = 1
2 , i.e. when the support of the

underlying random variable starts in 0. For all the other values of g , CSE (u, v) is
tail independent. Figure 5.8 shows two simulations from CSE (u, v), with g = 0.5
and g = 0.2. As expected, the former case shows tail dependence, while the latter
manifests tail independence.

3. The shifted Exponential random variables are star ordered with g [37]. Therefore,
by Proposition 5.6, shifted exponential Lorenz copulas are ordered according to
the LTD dependence order.

4. Since the Lorenz curve of perfect inequality is never attained by a shifted exponen-
tial random variable [4], Proposition 5.4 suggests that CSE (u, v) is always bounded
away from the Fréchet-Hoeffding upper bound M .

5. The Kendall’s τSE of the shifted exponential Lorenz copula cannot be written in
closed form, but only in terms of Gamma and Exponential Integral functions [36].
However, it can be easily evaluated numerically. Figure 5.7 shows its behaviour as
a function of the parameter g . Interestingly, its range of variation is [-1,0.227], in
line with the previous point.

5.3.3. THE PARETO LORENZ COPULA
The Pareto Lorenz copula emerges when X is Pareto distributed with shape/tail param-
eter α and scale xm > 0, with mirrored Lorenz curve equal to

L̄P (p) = 1−p1− 1
α , α> 1. (5.30)

For a Pareto random variable, α > 1 is required in order to guarantee that E [X ] <∞, so
that the Lorenz curve is defined. In Figure 5.9 some examples of LP for varying α are
given.
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(a) g = 1
2 (b) g = 1

5

Figure 5.6: Surfaces of a shifted exponential Lorenz copula for different values of g .
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Figure 5.7: Shifted exponential Lorenz Copula Kendall’s τSE as a function of g .

The Pareto Lorenz copula is

CP (u, v) = max

(
(u1− 1

α + v1− 1
α −1)

1
1− 1

α ,0

)
, (5.31)

again with α> 1.

It is worth noticing that, by setting θ = 1
α−1, the Pareto Lorenz copula coincides with

the non-strict Clayton family, obtained for θ ∈ (−1,0) [5].

Since the support of a Pareto random variable starts in xm > 0, the Pareto Lorenz cop-
ula is upper tail independent for every choice of α. Moreover, since X ∼ Par eto(α, xm)
is unbounded from above, CP (u, v) has no singular component.

As shown in the Appendix, the Pareto Lorenz copula is LTD ordered, as expected be-
ing a subset of the Clayton family. Recall that LTD then implies PK and PQD.

Finally, it is interesting to look at the role of the tail parameter α in the Kendall’s τ of
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Figure 5.8: Two simulations from a shifted exponential Lorenz copula for different g .

CP (u, v). One can easily verify that

τP = 1−α
1+α < 0, α> 1. (5.32)

Equation (5.32) can be re-written in terms of the Paretian Gini index GP = 1
2α−1 [4], get-

ting

τP = GP −1

3GP +1
. (5.33)

Equation (5.33) shows that τP is an increasing function of GP ∈ [0,1], moving from -1 to-
wards 0. This implies that the intensity of the association between two random variables
coupled with a Pareto Lorenz copula decreases–in absolute value–with an increase in the
inequality (in socio-economic terms) of the underlying Pareto random variable X .

Besides the Paretian case, it is worth stressing that, in general, the connection be-
tween τ and G is always rather interesting in Lorenz copulas.

5.3.4. THE UNIFORM LORENZ COPULA

The Uniform Lorenz Copula represents another interesting case. The underlying non-
negative finite-mean variable X is taken to be uniformly distributed on [a,b], with 0 ≤
a < b <∞. One has

L̄U (p) = 2a(1−p)+ (b −a)(1−p)2

a +b
. (5.34)

When a = 0 and b = 1, i.e. X ∼U [0,1], Equation (5.34) simplifies to L̄U (p) = (1−p)2. As
usual, Figure 5.10 presents some examples of uniform Lorenz generators.

The uniform Lorenz copula is
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Figure 5.9: Examples of Pareto generators for different values of α.

CU (u, v) =

max

(
1− a −

√
b2(2+ (−2+u)u + (−2+ v)v)+2ab(u −u2 + v − v2)+a2(−1+u2 + v2)

(a −b)
,0

)
,

and two examples of surfaces are given in Figure 5.11.
As far as the properties of CU (u, v) are concerned, one can observe the following:

1. The uniform Lorenz copula always possesses a singular part. From Equation (5.14),
the C−measure is a+b

2b > 1
2 .

2. CU (u, v) exhibits tail dependence for a = 0, and tail independence for all a > 0.

3. The uniform family is star ordered with respect to a and b, therefore one can con-
clude that uniform Lorenz copulas are ordered according to the LTD (PK and PQD)
dependence order.

4. The Gini index of the uniform family is GU = b−a
3(a+b) , which can never be equal to

one. Therefore, by Proposition 5.4, the uniform Lorenz copula will never attain its
upper Fréchet-Hoeffding bound M .

5. Using Equation (5.3) it is possible to obtain a closed form formula for the Kendall’s
τ associated to the uniform Lorenz copula.

τU = 2a(a −b −a log(ab))

(a −b)2 .

Observe that, if a = 0, one has τU = 0 for every choice of b. But for a = 0 the
uniform Lorenz copula necessarily exhibits tail dependence, hence this situation
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Perfect Equality

a=1,b=2

a=0,b=1

a=5,b=30

0.0 0.2 0.4 0.6 0.8 1.0
x0.0

0.2

0.4

0.6

0.8

1.0
L(x)

Figure 5.10: Examples of uniform Lorenz generators for some combinations of a and b.

(a) a = 0,b = 1 (b) a = 1,b = 2

Figure 5.11: Copula surface for Uniform Lorenz copula.
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represents another pathological example of how measures of association should
not be fully and acritically trusted when dealing with copulas [5, 9].

Figure 5.12 shows two samples drawn from two different uniform Lorenz copulas.
The presence of tail dependence/independence given the values of a is evident.

0.2 0.4 0.6 0.8 1.0
u

0.2

0.4

0.6

0.8

1.0

v

(a) a = 0,b = 1

0.2 0.4 0.6 0.8 1.0
u

0.2

0.4

0.6

0.8

1.0

v

(b) a = 1,b = 2

Figure 5.12: Two simulations from a uniform Lorenz copula with X ∼U [0,1] and X ∼U [1,2].

5.4. ALCHEMIES AND MULTIPARAMETRIC EXTENSIONS
The class of Lorenz copulas is extremely rich and flexible. In the previous section a few
examples were considered, starting from some well-known size distributions, but they
only represent a small set of all the possible copulas one can actually generate. Just think
about all the Lorenz curves currently available in the literature [4, 24, 27, 38, 39].

Besides flexibility, an appealing characteristics of the Lorenz approach to copulas is
the possibility of importing into the Archimedean family many results developed in the
studies of inequality. A particularly interesting example is represented by the so-called
“alchemy of Lorenz curves" discussed in [27, 39]. The evocative term alchemy is used
by Sarabia and Arnold to indicate a set of techniques for generating new Lorenz curves
starting from given ones. Some relevant cases are presented in the following Proposition,
for the proof of which see [27].

Proposition 5.8. Let L1(p) and L2(p) be two Lorenz curves. Then, a new Lorenz curve
L(p) can be obtained, for instance, via

1. Exponentiation: L(p) = L1(p)α, with α> 0;

2. Composition: L(p) = L1(L2(p));

3. (Generalized) Multiplication: L(p) = L1(p)αL2(p)β, with α,β> 0.

4. Convex combination: L(p) = wL1(p)+ (1−w)L2(p), with w ∈ [0,1].



5.5. CONCLUSIONS

5

121

5. Maximization: L(p) = max(L1(p),L2(p)).

It is straightforward to verify that the statements in Proposition 5.8 are easily ex-
tended to any finite collection of Lorenz curves, so that, for example, L(x) =∏n

i=1 Li (p)αi

and max(L1(p), ...,Ln(p)) are proper Lorenz curves.
Some of the transformations in Proposition 5.8 are already known for Archimedean

generators. For instance, Nelsen’s α and β families [5]–when restricted to non-strict
generators–can be obtained by combining Statements 1. and 2. of Proposition 5.8. The
same holds for most of the transformations presented in Proposition 1 of [40].

Furthermore, the alchemy of Lorenz curves can be used to create new multipara-
metric Lorenz copulas, providing a possible solution to the growing demand for more
flexible copulas [5]. Consider, for instance, the Paretian generator in Equation (5.30). By
applying exponentiation and multiplication one can easily obtain the following family
of three-parameter Lorenz generators

L̄3P (p) = (1−p)η(1−pθ)γ, (5.35)

with η≥ 0, θ ∈ (0,1) and γ≥ 1. The related Lorenz curves have been studied extensively
in [41].

From Equation (5.35) it is possible to obtain a three-parameter Lorenz copula, whose
properties can be studied using the results of Section 5.2. For example, one can quickly
find out that the copula obtained from L3P is almost never tail independent. This comes
from the fact that L̄′

3P (1) = 0 for every choice of the parameters except for η= 0 and γ= 1.
By taking η = 0 in Equation (5.35), one obtains the mirrored Lorenz curve of a Sigh-

Maddala random variable [42], which represents a pseudo-translation of a standard Pareto
[4, 35], so that the new variable has its lower bound shifted to zero. Because of this new
lower bound the original Paretian tail independence is lost.

By setting γ= 1
θ , Equation (5.35) becomes the famous Genest and Ghoudi’s generator

[43] behind copula 4.2.15 in [5]. Thanks to the Lorenz approach, it is immediate to study
the properties of the associated copula. First notice that the new generator corresponds
to the mirrored Lorenz curve of a Lomax random variable [4]. The Lomax distribution
has a lower bound at zero and no upper bound, hence the associated copula is absolutely
continuous and never tail independent. Moreover, looking at the behavior of the density
in zero and using Corollary 5.1, one can conclude that the copula will be tail dependent
for every choice of the parameter (the Lomax is indeed known as a lognormal-like dis-
tribution [4]). Finally, by noting that the Lomax family is star ordered with respect to the
parameter θ, the associated family of copulas is stochastically ordered, as noted by Gen-
est and Ghoudi [43]. In particular, Proposition 5.6 guarantees that the family is LTD (PK
and PQD) ordered.

Table 5.1 summarizes and extends the results presented so far, listing some Lorenz
generators and the properties of the related Lorenz copulas.

5.5. CONCLUSIONS
An alternative approach to the generation of non-strict bivariate Archimedean copu-
las has been proposed using the Lorenz curve, a powerful tool in the study of socio-
economic inequality[3, 4, 22, 24] and risk management [26, 44–46]. The main advan-
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tages of the Lorenz-generation of copulas are threefold. First, the great number of Lorenz
curves available in the literature allows for the generation of a large amount of copulas,
which include existing cases, but also brand new ones. Second, every Lorenz copula
can be easily characterized looking at some basic features of the non-negative finite-
mean variable X underlying the Lorenz generator. In particular, it has been shown that
quantities like the Kendall’s τ and properties like upper tail dependence and stochastic
dominance can be inferred from X . Third, the possibility of importing into the world
of copulas many of the results developed in the studies of inequality allows for many
interesting considerations: from a novel perspective on the Gini index, as a measure of
the distance of a Lorenz copula from its Fréchet-Hoeffding bounds, to the possibility
of generating multiparametric copulas using some useful compositions rules for Lorenz
curves.

Regarding the last point, it is interesting to notice that the opposite direction works
as well. It is in fact possible to borrow tools from the theory of copulas and to apply them
to the study of socio-economic inequality. Consider for example the Kendall’s τ.

In terms of Lorenz curve, one has

τ= 1+4
∫ 1

0

L(p)µ

F−1(p)
dx. (5.36)

Now, observe that U (p) = ∫ p
0

µ

F−1(t )
dt is an increasing function. Therefore one can rewrite

(5.36) as

τ= 1+4
∫ 1

0
L(p)dU (p) = 4

∫ 1

0

pF−1(p)−L(p)µ

F−1(p)
dp −1. (5.37)

Following [47], the quantity τ as per Equation (5.37) is a valid inequality index with
weighting function U . In particular, τ measures the distance between the Lorenz curve
L(p) and the line of perfect equality LPE (p) = p, and in this it is similar to the Gini index.
However, differently from the standard Gini, τ weights both L(p) and LPE (p) for the ac-
tual value of wealth, as represented by the quantile function F−1(p). As a consequence,
τ could be used for direct comparisons among countries, something not immediately
possible using the Gini index, given its scale free nature [24].

To conclude, as far as future work is concerned, it would be interesting to investi-
gate the possibility of extending the Lorenz approach to d-dimensional copulas, with
d ≥ 3. Viable solutions could be the exploitation of nested constructions [5], or the use
of multivariate Lorenz curves, as for example the Lorenz zonoid of [48]. For this second
direction, however, one needs to remember that there exist more definitions of multi-
variate Lorenz curves [4, 27], and there is no guarantee that they may all work for the
purpose.
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APPENDIX
The appendix collects some results removed from the main narrative of the chapter for
the sake of space and readability.

SUBSECTION 1.3- STAR ORDER EQUIVALENCE
When dealing with the star order, one can show the equivalence between the standard
definition in terms of quantile functions [27, 29] and Definition 5.2 via the Lorenz curve.

Recall that two non-negative random variables X1 and X2 are star ordered, i.e. X1 Â∗
X2, when the ratio of their quantile functions

F−1
2 (p)

F−1
1 (p)

, p ∈ [0,1], (5.38)

is non-increasing in p. Or, equivalently when the ratio
F−1

1 (p)

F−1
2 (p)

is non-decreasing.

By Definition 5.2, X1 Â∗ X2 when L1(L−1
2 (x)) is convex.

For a generic Lorenz curve L(p), associated to a non-negative random variable X

with distribution function F and mean µ<∞, one has L′(p) = F−1(p)
µ . Now, assume that

L1 and L2 are both twice differentiable. Then

L′
2(L−1

1 (p)) = F−1
2 (L−1

1 (p))

µ2

µ1

F−1
1 (L−1

1 (p))
p ∈ [0,1]. (5.39)

By the convexity of L2(L−1
1 (x)), the previous equation is equivalent to

F−1
1 (x)

F−1
2 (x)

being non-

decreasing, since µ1 and µ2 are always positive, and L−1
i (p), i = 1,2, is a map from [0,1]

to itself.

SUBSECTION 3.2 - SHIFTED EXPONENTIAL LORENZ COPULA
Consider the Lorenz curve of the shifted exponential distribution, i.e.

L(p) = p +2g (1−p) log(1−p). (5.40)

The mirrored Lorenz is easily obtained as L̄(p) = L(1− p), while its inverse is L̄−1(y) =(
1−L−1(y)

)
1y∈[0,1].

In order to get L−1(y) some manipulations are needed, starting from L(p) = y . In
particular,

−e log(1−p) +2g e log(1−p) log(1−p) = y −1

e log(1−p)
(
log(1−p)− 1

2g

)
= y −1

2g

e
1

2g

e
1

2g

e log(1−p)
(
log(1−p)− 1

2g

)
= y −1

2g

e log(1−p)− 1
2g

(
log(1−p)− 1

2g

)
= y −1

2g e
1

2g
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By setting z = log(1− p)− 1
2g , and noting that z < −1 for every choice of p ∈ [0,1] and

g ∈ [0, 1
2 ], one gets

ez z = y −1

2g e
1

2g

. (5.41)

Using the Lambert function W , defined as f −1(xex ) =W (xex ), Equation (5.41) becomes

z =W−1

(
y −1

2g e
1

2g

)
, (5.42)

where the lower branch W−1 is chosen being z <−1 [36]. Recalling that z = log(1−p)− 1
2g ,

the inverse of the shifted exponential Lorenz is

L−1(y) = exp

(
W−1

(
y −1

2g e
1

2g

)
+ 1

2g

)
−1. (5.43)

The rest of the derivation is straightforward: one needs to combine Equations (5.40) and
(5.43) according to Definition 5.3.

Notice that the maximum appearing in Equation (5.29) takes care of the fact that
L̄(u)+ L̄(v) may be larger than 1.

SUBSECTION 3.3 - STAR ORDER AND PARETO RANDOM VARIABLES
Assume that X1 ∼ Par(xm ,α1) and X2 ∼ Par(xm ,α2), with 1 <α1 <α2. One can then show
that X1 Â∗ X2.

Consider the quantile function of a Pareto random variable, F−1(p) = xm(1− p)−
1
α .

Equation (5.38) becomes

F−1
2 (p)

F−1
1 (p)

= xm(1−p)
− 1
α2

xm(1−p)
− 1
α1

= (1−p)
− 1
α2

+ 1
α1 , (5.44)

which is decreasing for every α1 <α2. Hence we can conclude that the shape parameter
α orders Pareto random variables in the star sense.

Proposition 5.6 then guarantees that the Pareto Lorenz copulas C1 and C2 associated
to X1 and X2 are such that C1 ÂLTD C2.
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6
CONCLUSION AND FUTURE WORK

6.1. SUMMARY OF THE THESIS
In this thesis, we applied the theory behind the mathematical object called Lorenz curve,
to solve a variety of problems related to quantitative risk managements. Specifically,
credit risk management, in Chapters 2 and 3, portfolio risk and dependence in Chapters
4 and 5.

In particular, the leitmotif throughout the thesis has been the understanding of the
Lorenz curve as a transformation of positive random variables highlighting their vari-
ability properties through the convexification of the quantile function: the more curva-
ture in the Lorenz curve, the higher the dispersion of the underlying random variable.

We now summarize the conclusions drawn in each of the previous chapters.

6.1.1. GINI BASED RISK MEASURES: CONCENTRATION PROFILE
In Chapter 2 we tackled the problem of measuring the tail variability of the loss distribu-
tion and the reliability of the Expected Shortfall. We proposed to study the Lorenz curve
associated to the truncated losses random variable, where the truncation level is given
by the Value-at-Risk. In order to summarize the continuum of information conveyed by
such a Lorenz curve, we used the Gini index of the Lorenz curve at each truncation level.

We obtained a new tool, called Concentration Profile, which maps each Value-at-Risk
for a given probability level α into the Gini index of the corresponding V aRα-truncated
losses random variable. In such a way, we built a measure that, as the Lorenz curve, char-
acterizes the loss random variable but is easier to interpret in terms of tail variability.
From then built a graphical tool, called Concentration map, which can be used to com-
pare portfolio losses once a specific risk preference has been inputted. With the Con-
centration Adjusted Expected Shortfall we were then able to summarize the information
of both the Expected Shortfall and the Concentration Profile into just one measure. Fi-
nally, with the Concentration Profile being a measure of tail behaviour, we explored the
possibility of using such a transformation in the context of Extreme Value Theory as a
measure of tail threshold selection. In particular, our measure shows comparable results
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with the most common non-parametric techniques for threshold selection such as the
Hill plot and the Mean-excess plot.

6.1.2. GINI ESTIMATOR UNDER INFINITE VARIANCE
In this chapter, we addressed the problem of consistency of the non-parametric estima-
tor for the Gini index when the underlying stochastic environment presents heavy tails,
particularly when the finiteness of the second moment of the losses random variable is
not guaranteed. Understanding the behaviour of the Gini index estimator is crucial also
for the Concentration Profile introduced in Chapter 2.

The heavy tails setting poses important issues of convergence of the non-parametric
estimator of the Gini index, since the usual Central Limit Theorem result with Gaussian
limit cannot be applied.

By exploiting the Generalized Central Limit Theorem, we showed how the limiting
distribution for the non-parametric estimator of the Gini index exists and it is an α-
stable random variable totally skewed to the right. This observation is quite important
in practice, since the loss of symmetry of the limiting distribution translates to a less ro-
bust estimator and to a bias in the pre-asymptotic behaviour of the Gini non-parametric
estimator.

Finally, we built a naive bias-correction term that can be added to the non-parametric
Gini estimator to improve its performances in finite samples.

6.1.3. QUANTUM MAJORIZATION FOR FINANCIAL CORRELATION MATRICES
An ordering on the space of market correlation matrices, called quantum majorization,
has been defined exploiting the concept of majorization for symmetric positive semidef-
inite matrices. Recalling results from quantum mechanics, we built the financial corre-
lation risk analogue of the Von Neumann entropy order for density matrices.

Additionally, we showed how most of the measures commonly used in finance to syn-
thesize the risk embedded in a correlation matrix are isotonic with respect to quantum
majorization providing an additional argument to use such order in finance.

We also argue that the presence of quantum majorization itself should be checked
when dealing with market correlations, since its presence is a strong signal of risk in the
market.

Finally, a version of the Lorenz curve based on a unitary transformation of the cor-
relation matrix has been developed and used to test the presence of the quantum ma-
jorization order between the spectrum of historical correlation matrices for the Indus-
trial Dow Jones index.

6.1.4. LORENZ-GENERATED ARCHIMEDEAN COPULAS
The Lorenz copula has been proposed as class of non-strict, bivariate Archimedean cop-
ulas. In particular, leveraging on the convex distortion interpretation of the Lorenz curve,
we used the decreasing convex dual of the Lorenz curve, the mirrored Lorenz curve, as
generator for Archimedean copulas.

Using this construction we were able to study most of the fundamental properties of
such generated copulas simply by looking at features of the random variable associated
to the Lorenz curve. For example, the tail behaviour of the Lorenz curve was linked to
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the behaviour of the lower bound of the underlying random variable and multivariate
stochastic ordering properties of the copula to the univariate variability orders such as
the star order and the Lorenz order.

6.2. FUTURE DIRECTIONS
As we have tried to sketch this thesis, the Lorenz curve is an extremely powerful object,
with several interpretations, from socio-economic variability measure to convex distor-
tion of the identity map.

Here below, we collect some ideas for future works.

6.2.1. LORENZ CURVE AND PICKANDS
In multivariate Extreme Value Theory, in particular in the bivariate case, an important
role is played by the so-called extreme value copulas [1].

Extreme value copulas arise as the possible limit of copulas of component-wise max-
ima of i.i.d. (or strongly-mixing stationary) random sequences [2]. These copulas prove
to be very useful in risk management, to model joint extremes, or when dealing with data
characterized by positive and possibly asymmetric dependence.

In the bivariate case, a copula C is an extreme value copula if and only if it can be
represented as

C
(
y1−u , yu)= yP (u), y,u ∈ [0,1], (6.1)

where P : [0,1] → [1/2,1] is a convex function, called the Pickands dependence function,
satisfying

max(u,1−u) ≤ P (u) ≤ 1.

When P (u) = 1 for every u ∈ [0,1], the random variables Y and Z are completely tail
independent. Conversely, when P (u) = u or P (u) = 1−u, we are in the case of perfect tail
dependence. For other values of P (u), different degrees of tail dependence are reached
[2, 3].

The Pickands dependence function is therefore a convex distortion of the case of
independence and the degree of dependence induced by the copula in Equation (6.1)
increases as the Pickands dependence function turns towards its lower bound.

In view of the interpretation of the Lorenz curve as a convex distortion, it comes nat-
ural to apply the Lorenz curve to generate new parametric models for Pickand depen-
dence functions and thus for extreme value copulas.

A possibility could be to apply a 45-degrees rotation to the Lorenz curve and a scaling
by a factor

p
2 in order to match the space of the Lorenz curves with the space of the

Pickands dependence functions. Such operation would lead to the following expression
for the Pickands dependence function, in terms of Lorenz curve L(p):

P (u) = 1+u −K −1(u), (6.2)

with K −1(u) the inverse of K (p) = (L(p)+p)/2.
When dealing with the Pickands function for bivariate dependence, a common quan-

tity of interest is the Coefficient of upper tail dependence λU [3], defined as

λU = 2

(
1−P

(
1

2

))
. (6.3)
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λU takes values in [0,1] and it relates to the vertical distance between the independence
case, defined as P (u) = 1 for all u ∈ [0,1], and the middle point of the Pickands func-
tion P

( 1
2

)
. It reaches the value λU = 0 if the underlying bivariate random vector is tail

independent, and λU = 1 when the underlying bivariate random vector is fully tail de-
pendent.

The coefficientλU is therefore a simple way to check the degree of dependence of the
random vector characterized by a given Pickands function. However, λU has different
pitfalls, one of the biggest being that it is just a central measure: it gives the degree of
dependence by evaluating the Pickands function just in its central point.

It is not difficult to see that, when the strongest dependence between Y and Z is
in a direction different from the antidiagonal, thus resulting in an asymmetric Pickands
function, the index λU may lead to wrong conclusions on the degree of dependence.

To overcome this type of problems, a more suitable statistics could be the entire area
between the independence case and the Pickands function, suitably rescaled in order to
stay between 0 and 1. Given the relation between the Pickands function P (u) and the
Lorenz curve L(p), this would correspond to using the Gini index of the latter.

The advantage of using the Gini index is that its is scale and rotation invariant, there-
fore, once the Lorenz curve associated to a given bivariate vector is obtained, the asso-
ciated Gini index will have exactly the same value of the one computed directly on the
Pickands function.

Finally other indices build for the analysis of the Lorenz curve such as the vertical and
horizontal maximal distances [4] could be used to study the asymmetry of the Pickands
dependence function and its associated impact on tail dependence.

6.2.2. LORENZ CURVE AND COPULAS
In Chapter 5 we built Archimedean copulas by the use of the mirrored Lorenz curve as
the generator function. However, it turns out that this is not the only way to generate
copulas from Lorenz curves.

Here, we propose two other possible generative schemes: one based on the Kendall’s
distribution function, K (v) := P (C (U ,V ) ≤ v), and another based on the copula’s diago-
nal, δ(t ) :=C (t , t ).

It is known since the works of Genest [5, 6] that in the case of the Archimedean cop-
ula the Kendall distribution function uniquely recovers the generator of the copula φ(x)
through the following formula:

φ(x) = exp
∫ x

k

1

t −K (t )
dt , (6.4)

with k ∈ (0,1) an arbitrary chosen constant. By definition, K (t ) is an increasing function
with K (1) = 1, in particular, if the copula is absolutely continuous then K (0) = 0. Addi-
tionally, by the Fréchet bounds, t ≤ K (t ) ≤ 1, ∀t ∈ [0,1], Genest et al [5] also showed how,
if the copula is Archimedean, the K (t ) is concave.

Increasing concave functions with the above properties are known in the context of
wealth inequality studies as Leimkuhler curves M(t ) [7], which are related to the Lorenz
curve through the following expression:

M(t ) = 1−L(1− t ). (6.5)
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Given the above results, combining Equations (6.4) and (6.5) given a Lorenz curve,
the generator of an absolutely continuous Archimedean copula can be recovered:

φ(x) = exp
∫ x

k

1

t −1−L(1− t )
dt (6.6)

For example, given the Lorenz curve of the exponential distribution, see Section 2.8
for its construction, the generator of the independence copula φ(x) = − log(x) is ob-
tained.

Alternatively to the above method it is possible to associate a Kendall distribution
function to a Lorenz curve by noting that K (t ) = L−1(x), where L−1(x) is the continuous
inverse of the Lorenz curve.

Finally, by a similar geometric argument it is possible to generate diagonal functions
δ(t ) using Lorenz curves. Also in this case, the Fréchet bounds provide the proper upper
and lower bounds to frame δ(t ) is terms of Lorenz curve and allow to interpret concen-
tration of wealth bounds in terms of dependence bounds and vice-versa.

Recognizing the lorenzian structure of these copula features it is not only important
because it unlocks the possibility of generate new models, but also because it allows to
use the concentration indices in the copula context.

For example it is straightforward to show that in the case of the Kendall distribution
function the Kendall’s τ, a common measure of association, is proportional to the Gini
index of the associated Lorenz curve.

The Gini index, however, is only one of the main indices that can be derived from the
Lorenz curve. It would then be interesting to study what feature of the dependence are
captured by different concentration indices and their respective probabilistic interpre-
tation in terms of multivariate probabilities.

6.2.3. LORENZ CURVE AND DISTORTION RISK MEASURES
In risk management, distortion measures play an important role [8].

Distortion risk measures are a type of risk measures based on the Choquet integral.
They originated from the works of Wang on fair insurance pricing [9–11]. A distortion
risk measure for the loss random variable X ∼ F (x) is defined as:

ρ(X ) =
∫
χ

xdg (F (x)) (6.7)

where g : [0,1] → [0,1] is called the distortion measure.
From Equation (6.7) it is possible to observe that the role of the distortion measure g

is to re-assign the probability weights on the outcome space χ of X . Note that if g is the
identity map then no distortion occurs and Equation (6.7) reduces to the expectation of
X , while if g (x) = 0, ∀x ∈ [0,1), and g (1) = 1, ρ(X ) = sup X , which is also known as the
worst case risk measure [12].

In [8], it has been proven that a distortion risk measure is coherent if and only if
the distortion function g is increasing and convex and additionally any coherent risk
measure can be written as (6.7) for some increasing convex function g : [0,1] → [0,1].
From this result, it should be clear that the distortion functions that span coherent risk
measures must be Lorenz curves of some underlying random variable and, additionally,



6

134 6. CONCLUSION AND FUTURE WORK

that the more spread out the random variable the more weight is assigned to tail events
making the risk measure more conservative.

For example, consider the so-called Wang transform: [10]:

g (x) =Φ(Φ−1(x)−a), (6.8)

whereΦ is the c.d.f of a standard normal distribution and a ∈R is a parameter controlling
the shape of g . If a ≥ 0 the Wang transform is convex and thus coherent, while if a ≤ 0
the Wang transform is concave. It can be shown that Equation (6.8) for a ≥ 0 coincides
with the Lorenz curve of a log-normal distribution with volatility a [13].

Recognizing the Lorenz structure of distortion functions can be useful when building
such measures since the behaviour of the distortion is related to the c.d.f. of common
distributions [14]. However, belonging to a different domain, the Lorenz curves and the
concentration indices are usually not yet considered in the risk management literature.

6.2.4. OPTIMAL TRANSPORT AND THE LIFT ZONOID
In optimal transport theory, the aim is to allocate, or transport, resources from one point
to another in the most efficient way, in other words, by minimizing some given cost func-
tion [15].

In a more general setting this problem can be framed in terms of moving mass, dis-
tributed according some distribution function f (x) from a subset of Rd , into another,
possibly different subset of Rd with distribution function g (x). Note that since the dis-
tribution functions integrate to one no mass is lost in the process.

It can be shown that for d = 1 under the L2 distance the optimal transport plan to
move f (x) into g (x) is given by the gradient of some convex increasing function [16].
Clearly, the Lorenz curve satisfies these conditions and so it can be understood as the
building block for optimal transport plans when L2 distance is used. However, when
moving to higher dimensions, d ≥ 2, finding optimal conditions for transport plans is
not trivial and there is not, so far, a uniquely determined way of defining the transport
plan itself [17].

Difficulties of operating in a higher dimensional setting have been encountered in
the Lorenz related literature as well, because of the non-uniqueness of the notion of
quantile. The problem seems to have been definitively solved only recently with the
works of Mosler of the so-called Lift Zonoid [18].

Understanding the analogy between the optimal transport plan and Lorenz curve in
the one-dimensional case leads to the following set of questions to be answered. Is the
multidimensional Lorenz curve, also knows as the Lift Zonoid, an optimal transport map
as well, and if so under which conditions can we study the properties of such transport
plan by looking at the multivariate vector generating the multivariate Lorenz curve?

We believe that from this connection both fields of optimal transport and multivari-
ate Lorenz could benefit generating even more material to work with.
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