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PREFACE

This thesis was written as the final report of my master’s project to obtain the degree of Master of
Science in Applied Physics and Applied Mathematics. As this is a combined thesis project, I was
looking for a strongly theoretical and mathematical subject. And with this topic, I certainly got what
I bargained for. This project turned out to be completely analytical and was the first time I had
the opportunity to derive a theorem of my own. Of course, the result still related to applications in
quantum computing.

When starting on this project, my knowledge of representation theory was virtually zero and the last
time I have seen group theory was over five years ago. I had a decent understanding in the calculus
of Hilbert spaces and had followed some courses in quantum information theory as well. I felt that
before even being able to thoroughly understanding the problem that we wanted to solve in this
thesis, I had to study some of the prerequisite knowledge. I started refreshing up my knowledge
on Hilbert spaces and quantum information theory, writing my own summary as I went. Then I
refreshed group theory and started learning about the representations of finite groups. All of this
learning was essentially done by writing a summary and repeating proofs in my own words. I also
studied the theory op superoperators as a descriptive tool for quantum gates. All of this resulted in
the extensive chapter 2. In retrospect, I might have spent a little bit too much time on getting my
prerequisite knowledge up to the level that I wanted, before moving on to study the actual problem
at hand. Perhaps this was due to the fear of not understanding it immediately, which inevitably still
happened of course.

Next I went on to understand the randomized benchmarking protocol (and all the preliminaries that
preceded them) and completely understand the work that my mentor Jonas Helsen had done to an-
alyze the statistics of this protocol. To get familiar with the notation and the proof techniques, and
also for completeness, I started giving a description of the protocol and the proof of work in my own
words. When I finally was at the point that I was able to reproduce the protocol and the statistical
problem, we were ready to tackle protocols that were related to randomized benchmarking. At first,
the interleaved randomized benchmarking protocol seemed a good start, because of its close rela-
tion to standard randomized benchmarking. Soon I discovered that the statistics were actually the
same, and the result of my mentor already covered the problem. We then decided to try and analyze
the unitarity randomized benchmarking protocol. This protocol is slightly different and therefore re-
quired a slightly different knowledge on the specific group representations, but I was able to analyze
the statistics of this protocol in a similar fashion to what Jonas had done for standard randomized
benchmarking.

Many times on the way I discovered mistakes or got lost in some (relevant or irrelevant) detail. This
was part of the learning process of course, but sometimes lead to some frustration. In the end I
spend a few months working out all the details in order to bound each and every term that arose in
my analysis. When I finally had the complete result I was very happy, but I needed to look further
and try to understand the implications of my result. This lead to the result-first approach of the
presentation of my work in chapter 5.

Altogether this year of graduation was very exciting and I have learned a lot, not only about random-
ized benchmarking proofs, but also on writing and presenting my own work and collaborating with
other people. Being able to do this work in the inspiring environment of QuTech and in particular

vii
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in the group of Stephanie Wehner, has sparked my enthusiasm to possibly continue to work in the
domain of quantum information theory in the future.

Bas Dirkse
Delft, December 5, 2017



INTRODUCTION

The goal of this chapter is to give an introduction to the research carried out and reported in this thesis.
It starts in the first section with providing a background and motivation for the unitarity randomized
benchmarking protocol. This protocol estimates the unitarity of a noisy quantum gate, an important
metric that quantifies the coherence of a noisy gate used for quantum computation. Next it introduces
the problem in unitarity randomized benchmarking of how many random sequences are needed to
rigorously obtain an estimate of the unitarity. This thesis aims to provide a detailed answer to this
problem. The second section continues with a more detailed problem description, after which the
main result is presented that allows for the reduction of the number of sequences needed. Comparison
is then made with previous and related work in the field. Finally an outline of this thesis is given,
providing guidance to the reader as to where and when certain topics are covered in greater detail.



2 1. INTRODUCTION

1.1. MOTIVATION

Currently great experimental effort is put into improving control over qubit systems to allow for scal-
able, fault-tolerant quantum computing. These tremendously difficult endeavors are motivated by
the fundamental theoretical guarantee that a large-scale quantum computer can be built in princi-
ple if noise strengths and correlations are below a certain fault-tolerant threshold [1-4]. It is there-
fore of great importance that the strength of errors in noisy quantum processes can be quantified
in terms of experimentally accessible quantities. A commonly used measure for quantifying the er-
ror of a noisy quantum gate G is the average error rate r, which is defined as the infidelity of the
output of the noisy gate G with the output of its ideal unitary counterpart G, averaged over all pure
input states. This quantity can be estimated efficiently and in a scalable manner (in the dimension
of the underlying system) by the randomized benchmarking protocol [5-8], in a way that separates
state preparation and measurement errors from the gate errors under investigation. These proper-
ties make it a very widely implemented protocol to experimentally characterize the error rate [9, 10,
and references therein].

However this quantity can not directly be related to fault-tolerant thresholds, since these are formu-
lated using the diamond norm distance [9, 11]. Intuitively, the average error rate r quantifies the
average-case error behavior of a single use of a noisy gate, whereas fault-tolerant thresholds are for-
mulated in terms of worst-case error behavior of a gate when used in a quantum computation. Even
though there exist inequalities that bound the average error rate r in terms of the diamond norm
distance and vice versa, these bounds are prohibitively loose in both r (in the small r regime) and
the dimension of the underlying system for r to be a practical measure for fault-tolerant thresholds,
even though these inequalities are optimal [9, 12]. Furthermore the average error rate r does not
provide any information about the dominant error process in the system, providing little guidance
on how to further improve the quality of the gates in an experimental setup.

In order to improve the understanding of noisy quantum gates G, the unitarity u has been intro-
duced [13]. The unitarity is a measure of the coherence of the noisy gate and is roughly defined as
the purity of output states averaged over all pure states with the identity component subtracted off.
Intuitively, the unitarity is a quantity that characterizes how close the gate G is to being unitary (co-
herent). This quantity is also experimentally accessible via the unitarity randomized benchmarking
protocol [13], an experimental routine that is similar to standard randomized benchmarking and al-
lows for estimation of u independent of state preparation and measurement errors. This provides
a great experimental tool to distinguish whether the error process in the noisy gate is dominated by
coherent processes (i.e. over-/under-rotations due to detuning and calibration errors) or by incoher-
ent processes (i.e. relaxation, dephasing or depolarization) and thus allows for easier identification
of dominant error contributions in a practical set-up [14]. It also turns out that coherent noise pro-
cesses account for the large discrepancies between the average-case error behavior and worst-case
error behavior in noisy gate implementations. Therefore knowing both the average error rate r and
the unitarity u of a noisy gate G can improve the bound on the worst-case error behavior for com-
parison to fault-tolerant thresholds [9, 11].

It is clear that randomized benchmarking type protocols have become very important experimental
tools in quantifying the quality of a quantum gate implementation [9, 10, 14]. Therefore it is impor-
tant that these protocols have a rigorous theoretical foundation. Randomized benchmarking type
protocols essentially consist of (1) sampling multiple random sequences of m noisy gates, (2) ap-
plying these random sequences to some prepared state and (3) performing some measurement to
obtain different measurement outcomes as a function of the sampled sequences. Averaging these
measurement outcomes over the random sequences sampled and doing this for multiple sequence
lengths m yields exponential decays in m where the decay parameter can be related to the quantity
of interest characterizing the noisy gate. A decisive factor in the experimental feasibility of these pro-
tocols is the number of random sequences that must be averaged over in order to obtain rigorous
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confidence intervals. These random sequences consist of m independently and uniformly sampled
gates from a certain gate set G. Exact averaging over all possible sequences is infeasible since there
are |G|™ different sequences, which grows exponentially with the sequence length m. This ques-
tion has been addressed by various authors for the standard randomized benchmarking protocol
[8, 15, 16]. The best known result so far puts a bound on the number of sequences that is asymptot-
ically independent of the system size and the sequence length, and that goes to zero as the average
error rate of the noisy gate r goes to zero [16]. This result leads to an experimentally feasible number
of sequences needed in realistic scenario’s. The number of sequences required for doing unitarity
randomized benchmarking up to a certain degree of accuracy has never been analyzed before. In
this work the statistics of the unitarity randomized benchmarking protocol are analyzed for single-
qubit systems. The result here is the first bound on the number of sequences needed for unitarity
randomized benchmarking that has the similar property of going to zero in the limit of perfect gates
(u— 1), state preparations and measurements. In the regime of nearly perfect operations, the num-
ber of sequences is therefore much smaller than previously known results. This is made more precise
in the next subsection.

1.2. SUMMARY OF MAIN RESULT

This work provides a rigorous bound on the number of sequences required for the unitarity random-
ized benchmarking protocol in case of single-qubit gates. The bound has the desirable property that
the number of sequences needed goes to zero in the limit of perfect operations (gates, state prepara-
tion and measurement), which leads to a small number of sequences needed in the regime of good
operational control. The bound is furthermore asymptotically independent of the sequence length
m. This result brings rigorous unitarity randomized benchmarking for single qubits closer to the
realm of experimental feasibility. Our result is derived under the assumption that the gate set under
investigation is the single-qubit Clifford group [17, 18] and that the error model is gate and time-
independent. In unitarity randomized benchmarking N different string of m independently and
uniformly sampled gates from the Clifford group are composed. A noisy implementation of such se-
quences is applied to some initial state, after which a certain measurement is performed, yielding an
outcome gj,, that depends on the randomly sampled sequence indexed by the multi-index im. De-
note g, as the average of the measurement outcomes g, over the N randomly drawn sequences.
Using the fact that g;, is a discrete and bounded random variable (due to the randomly chosen
sequences), a concentration inequality [19] can be applied to bound the number of sequences N
required for the average gj,, to be close to the exact mean of the distribution. This allows for the
estimation of the minimum number of sequences required as

In (g)
(&5 )in () + (&) m (5]

where € and & are parameters quantifying the confidence interval around ¢,, and o is an upper
bound on the variance of the random variable g;,,. Our main contribution to putting a rigorous
bound on N is proving a sharp bound on the variance of the random variable g;_,. This bound o2
depends essentially on a priori estimate of the unitarity u of the gates in the Clifford group, the se-
quence length m and relative state preparation and measurement errors. The bound o? is essentially
of the form

|

where 0 < esp, eps < 1 are measures of the relative state preparation and measurement error respec-
tively. They are defined as the magnitude squared of the error component divided by the magnitude
squared of the total operator in the Hilbert-Schmidt norm. Our bound satisfies certain desirable
properties that allows us to put a sharp bound on N:

2 1 _ uz(mfl)
(1-u) W(l—esp)*‘eSP (1+em), (1.2)

W, vz
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1 ¢ In the absence of state preparation and measurement errors, 02 — 0 (and therefore N — 0) as
the a priori estimate of the unitarity u — 1;

* The variance bound is asymptotically independent of the sequence length m;

e The variance bound is sufficiently sharp in the experimentally relevant regimes of large a priori
estimates of u and small relative state preparation and measurement errors esp, ej;.

In this regime our bound significantly improves a naive bound using a weaker concentration in-
equality that does not depend on the variance of the distribution. Similar to the approach of [8], it
can be shown that
2
ln(g)
2¢%

(1.3)

As a concrete example 6 = € = 0.01 yields N = 26492, whereas our new bound yields N = 585 for
1 =0.999 and egp, ep; <0.001 and N = 3532 for u = 0.99 and egp, epr < 0.01.

Since our result is similar to the result of [16] for standard randomized benchmarking, it is natural to
compare the two results. The bound of [16] for randomized benchmarking has the stronger property
that N — 0 as r — 0 even in the presence of state preparation and measurement errors. In our result,
these errors contribute a constant factor to the bound on N. We argue that this is the best achievable
result, since even in the best case scenario of perfect gates, the random sequences for unitarity ran-
domized benchmarking still differ between different realizations (and therefore g;,, varies over the
random sequences samples), meaning nonzero variance of the random variable g;_,. In contrast the
realized sequences for randomized benchmarking are all the identity sequence in the case of ideal
gates, due to the inversion step in the end. Therefore the relevant random variable is constant over
all sequences and the variance goes to zero. Unitarity randomized benchmarking lacks this inver-
sion step, so the sampled sequences differ from each other even in the limit of perfect gates. We
show using an example that state preparation and measurement errors contribute randomness to
the protocol even in the case of perfect gates.

1.3. THESIS OUTLINE

This thesis is divided into four main chapters, excluding this introduction chapter. They are struc-
tured in the following way. First, a summary of prerequisite knowledge is presented in chapter 2. The
goal of this chapter is to familiarize the reader with some of the relevant concepts in quantum in-
formation theory and mathematics that are the foundation for understanding the main result of this
thesis. All of the topics are standard textbook material and as such serve only to summarize some
key concepts. No illustrating examples are given and for many proofs the reader is referred to text-
books. Each section covers a separate topic and is independently readable from the other sections.
The reader is invited to skip any sections he/she is familiar with already.

In chapter 3 some more specialized prerequisite knowledge is presented that is essential to under-
standing randomized benchmarking related protocols and their proofs, as well as understanding the
new proofs given here. Key notation is also introduced along the way. Although none of these pre-
requisite topics are new, most of these topics are outside the scope of standard textbook material or
are presented in a way tailored to their application in benchmarking protocols.

The contents of chapter 4 review the randomized benchmarking protocol, the slight modification to
interleaved randomized benchmarking and finally the protocol that is analyzed in this thesis, uni-
tarity randomized benchmarking. The goal is to present the latest understanding of randomized
benchmarking within the limits of our assumptions and report on the recent similar analysis of the
number of sequences required. The chapter sets the stage for our analysis of unitarity randomized
benchmarking by first familiarizing the reader with all the notation and the techniques used in prov-
ing that these protocols work. Finally the unitarity randomized benchmarking protocol is presented
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and proven to work. Most of the material is a review of recent literature, but some slight modifica-
tions are proposed and nuances are put on different aspects.

Finally in chapter 5 our main result is stated, discussed and proven. This is a new result as sum-
marized above, improving on previously known work. The chapter is structured in a top-down way,
starting with the statement of the main result and a discussion thereof. Next experimental data is
used to illustrate the result and compare it to previously known results. It serves to illustrate the de-
pendencies of N on the various parameters involved. Only after this the variance bound, the main
ingredient of the proof, is presented. First the ideal scenario of ideal state preparations and mea-
surements is covered, and next the result is extended to include state preparation and measurement
errors. The global outline of the proof is presented first, and all of the technical details are captured
in separate smaller propositions. This is conform our top-down approach of presenting the result.
Finally an outlook for the multi-qubit case is given and conclusions on the significance of the result
as well as some remaining open questions are discussed.







PREREQUISITE KNOWLEDGE

In this chapter the most important prerequisite knowledge required throughout the rest of this thesis.
All material covered in this chapter is standard textbook material, and many references can be used
to study this material is summarized. The aim is to give a summary of elementary definitions and
theorems, without providing much intuition, illustration or discussion. Each section in this chapter
covers a separate topic and they can be read independently from each other. The reader is invited to
only read the sections on the topics hel/she is unfamiliar with. The first three section introduce strictly
mathematical concepts, whereas the last two section introduce the relevant tools of quantum infor-
mation theory, aimed towards the audience that is less familiar in this topic. The treatment is however
still fairly mathematical and concise.
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2.1. HILBERT SPACES AND LINEAR OPERATORS

This section is designed to give an overview of the mathematical theory of Hilbert spaces and linear
operators, introduce the notation used and state the most important theorems that can be found
in classical textbooks on analysis. The content is roughly based on refs [20, 21] and many proofs of
statements can be found here.

2.1.1. DEFINITIONS AND RESULTS FOR GENERAL HILBERT SPACES

The concept of Hilbert spaces is absolutely fundamental to the description of quantum mechanics
and here the most basic definitions and theorems needed to construct Hilbert spaces are summa-
rized. For a more detailed description see [20]. A Hilbert space is defined as follows:

Definition 2.1.1 (Hilbert space). A complex Hilbert space, usually denoted 7, is a vector space over
C equipped with an inner product that is complete with respect to the norm induced by the inner
product. |

A normed vector space H is complete if every Cauchy sequence in ‘H converges in H with respect to
the norm. To avoid any possible confusion, the inner product is defined as follows:

Definition 2.1.2 (Inner product). An inner product on a complex vector space H over C is a function
(-, : H x H — C such that:

(@) ¢,-)islinear inits second argument, i.e. (x,ay+ bz) = a{x, y) + b(x, z) for all x, y,z € H and all
a,beC;

(ii) (,-)is conjugate symmetric, i.e. (x,y) =(y,x)* forall x, y € H;

(iii) (-,-) is positive definite, i.e. (x,x) =0 and (x,x) =0 x=0forall x € H. O

Note that in most textbooks in mathematics the inner product is defined to be linear in its first ar-
gument, but following standards in physics, the definition of linearity in the second argument is
adopted in this thesis. The inner product induces a norm on the vector space H by the function
x|l = V/{x, x) for all x € H. This is usually referred to as the Euclidean norm and the subscript 2
is generally omitted when its clear from the context. A very important theorem regarding the inner
product and its induced norm, is the Cauchy-Schwarz inequality, stated below.

Theorem 2.1.1 (Cauchy-Schwarz inequality). Let x,y € H. Then |{x, y)| < llx|lllyll, with equality if
and only if x = cy for some c e C.

(x5,

Proof. The statement is trivial if x = 0, so therefore assume (x,x) > 0. Then define z = y - oo X
Then (x,z) =(x,y) — ggg (x,x)=0.So
2 x93 -
=lz+
Iyllc=lz 1 x|
= <z+ &y X, z+ &y x>
(x, x) (x, x)
* 2
S W2 Ly G L A @1
{x, x) {x, x) (x, x)
[(x, y) |2
= llzl* +
llx11
2
> [{x, ¥ 1 _

ll112
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Multiply by lx|I2 to obtain the result. Equality is obtained ifand only if | z]| =0 © z=0& y = %x =
cX. ]

In the context of Hilbert spaces it is natural to consider linear operators between Hilbert spaces. A
linear operator is is defined as follows:

Definition 2.1.3 (Linear operator). Let # and H’ be Hilbert spaces. The mapping A: H — H' isa
linear operator if it satisfies A(ax+ by) = aAx+ bAy for all x,y € H and all a,b € C. The set of all
linear operators is denoted as £(H, H'). L(H) is understood to mean L(H, H). O

The operator norm is a norm on £(#) defined by || Allc = sup,ep {IlAx| : Ix]l < 1} for A€ L(H). An
operator is called bounded if || Al < co. The set of bounded linear operators is denoted by B(H) =
{Ae L(H): | Alloo < 0o}. The space L(H) equipped with the operator norm is in fact also a complete
vector space (i.e. a Banach space). The dual space of a Hilbert space 7 is the space of all bounded
linear functionals on #, defined as H* = {f € L(H,C) : | f(x)| < oo for all x € H}. A very fundamental
theorem characterizing linear functionals is given by Riesz’s representation theorem:

Theorem 2.1.2 (Riesz'’s representation theorem). LetH be a Hilbert space. For any y € H the function
fy : H — C given by fy(x) = (y,x) defines a linear functional on H, i.e. fy¢€ H* with |fIl = lyll.
Conversely, for any linear functional f € H* there exists a unique y € H such that f(x) = (y, x) for all
xeH.

Proof. See Theorem 33.9 of [20] |

Note that conform standards in physics, the inner product is defined to be linear in the second argu-
ment, making f),(x) := (y, x) alinear functional. In general, the linear functional f), corresponding to
y € H is denoted y' € H*, a notation justified by the theorem since there is a one-to-one correspon-
dence between each linear functional and an element of the Hilbert space. The inner product is then
sometimes written as f(x) = (y,x) = y'x. The definition of the adjoint of an operator heavily relies
on Riesz’s representation theorem.

Definition 2.1.4 (Adjoint). Let A€ B(H,H'). The adjoint A" € B(H',H) is uniquely defined by (Ax, y)
(x, ATy)yforallxe H, ye H'. O

This uniquely defines the adjoint by invoking Riesz’s representation theorem. The adjoint of an op-
erator is used to define several important classes of bounded linear operators. The restriction of
boundedness is not always necessary but the discussion of unbounded operators is avoided in this
text for two reasons. First, in quantum information finite dimensional Hilbert spaces arise naturally,
and all linear operators are bounded in that case. Second the treatment of unbounded operators,
even though interesting in quantum mechanics, requires the introduction of some other concepts
that are of little use in quantum information theory and are therefore omitted from this section. In
the definition below, several important classes of bounded linear operators are summarized.

Definition 2.1.5 (Classes of bounded linear operators). Let A € B(H) be a bounded linear operator
on H. Then Ais

(i) normal if it commutes with its adjoint A', i.e. if AAT = ATA. The set of normal operators is
denoted NV (H).
(ii) unitaryif AAT = AT A= Iis the identity on 7. The set of unitary operators is denoted U/ ().

(iii) hermitianif A= A'. This is equivalent to (Ax, x) € R for all x € H. The set of hermitian opera-
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tors is denoted Herm ().

(iv) positive semi-definite (denoted A > 0) if A is hermitian and (Ax, x) = 0 for all x € H. The set of
positive semi-definite operators is denoted Pos(H).

(v) an orthogonal projection if A> = A and A is hermitian. The set of orthogonal projections is
denoted Proj(H). O

By virtue of the definitions of these classes of operators, the set inclusions
Proj(H) c Pos(H) c Herm(H) c N (H) c B(H) € L(H), 2.2)

as well as U (H) = N'(H) hold. However it is noteworthy to see that there is no inclusion possible
between U (H) and Herm(H), while they are also not disjunct. This means that there exists operators
which are hermitian but not unitary, unitary but not hermitian, both or neither.

Normal operators are of great importance because they are diagonalizable by unitary transforma-
tion, according to the spectral theorem. Unitary operators preserve the inner product, meaning
that (Ux,Uy) = (x,y) for all U € U(H) and all x, y € H. Hermitian operators are especially impor-
tant in quantum mechanics, since their spectrum is real. If in addition, the spectrum is nonneg-
ative (strictly positive), the class of positive semi-definite (positive definite) operators is retrieved.
They are of importance for measurements in quantum mechanics. Furthermore, the notion of pos-
itive semi-definiteness provides a partial ordering on the set Herm(#). For two hermitian operators
A, B € Herm(#H) one can order them as A > B if A— B > 0 is positive semi-definite. Note that it may
happen that A # B and A £ B, hence the ordering is partial. Finally, orthogonal projections are an
important special type of positive semi-definite operators. A more detailed characterization is given
in the next section, applied only to the finite-dimensional case. First however, the notation of com-
mutator and anti-commutator is defined.

Definition 2.1.6 (commutator and anti-commutator). Let A, B € B(H) be two bounded operators.
The commutator between A and B is then defined as [A, B] = AB — BA. Two operators are said to
commute with each other if [A4, B] =0 (i.e. if AB = BA). Similarly, the anti-commutator is defined to
be {A, B} = AB + BA and the operators A and B are said to anti-commute if the anti-commutator is
zero (i.e. if AB=—-BA). O

In the next subsection, the theory is refined to linear operators on finite-dimensional Hilbert spaces,
since these occur most naturally in quantum information theory.

2.1.2. LINEAR OPERATORS ON FINITE DIMENSIONAL HILBERT SPACES

All of the reviewed theory above holds for general Hilbert spaces, in particular also for infinite-
dimensional Hilbert spaces. In this thesis almost all Hilbert spaces will be finite dimensional, com-
plex Hilbert space of the form # = C?. It is from here on assumed that # is of finite dimension d
unless explicitly specified otherwise. Typically d will be a power of 2, since a g-qubit system is as-
sociated with the Hilbert space H = C¢, with d = 29. The additional assumption of finite dimension
reduces the complexity significantly. When assuming that the dimension of H is finite, the following
additional statements can be made:

1. All linear operators are bounded. This implies B(H) = £L(#) and frees us from the additional
restriction of boundedness.

2. Allnorms are equivalent. That is, for all possible norms ||- ||, and || - ||, there exists real numbers
Kand M suchthat K| x|z < ||xllp < M < ||x||4 for all x € H. This means that a finite dimensional
Hilbert space is complete in every possible norm.

3. There always exists an orthogonal basis of H.
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4. An operator A € L(H) is invertible if and only if the range of A is the entire Hilbert space .

5. The spectrum of an operator A € £(#) consists only of d (not necessarily distinct) eigenvalues,
defined as the d (possibly complex) roots of the equation Det(A—A1I) = 0 where I is the identity.

6. Alinear operator A € L(#) is usually represented by a d x d matrix of complex numbers, i.e.
L(C% = %4, All properties of the operators discussed in the previous subsection carry over
to properties of matrices in linear algebra.

Now some properties of certain classes of linear operators will be discussed. This discussion was
intentionally postponed until here, since from here the linear operators are assumed to be finite
dimensional. This allows for statements about the matrix representation and about the eigenval-
ues of the operators to be made, without the need to be careful about the subtleties of the infinite-
dimensional case. The following four propositions characterize unitary, hermitian, positive semi-
definite and projective operators respectively.

Proposition 2.1.3 (characterization of unitary operators). Let U € L(C%). Then the following are
equivalent:

(1) U is unitary, ie. UUT =U'U = I;

(2) U is nonsingular and U" = U™1;

(3) The columns of U form an orthonormal basis of C";
(4) The rows of U form an orthonormal basis of C"*;

(5) (Ux,Uy) =(x,y) forall x,y € C%;

(6) U is normal with all the eigenvalues lying on the unit circle.

Proof. See Theorem 2.1.4 of [22]. [ ]

Proposition 2.1.4 (characterization of hermitian operators). Let A € L(C%). Then the following are
equivalent:

(1) A is hermitian, i.e. A= A';
2) (x,Ax)eR forallxeC;

(3) Ais normal and all eigenvalues of A are real

Proof. See Theorem 4.1.4 of [22]. n

Proposition 2.1.5 (characterization of positive semi-definite operators). Let A € L(C%). Then the
following are equivalent:

(1) A is positive semi-definite (A > 0), i.e. (x, Ax) is real and nonnegative for all x € C;

(2) Ais normal and all eigenvalues of A are real and nonnegative;

(3) A=B'B for someB e L(C%);

(4) (B, A) = Tr[B' A] is real and nonnegative for all positive semi-definite B € Pos(C9).

Proof. See Theorem 7.2.1 and 7.2.7 of [22]. ]

Proposition 2.1.6 (characterization of orthogonal projections). Let P € Proj(C%) be a nonzero orthog-
onal projection, i.e. P> = P #0 and P = P'. Then:
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(1) Rge(P) L Ker(P) (sometimes, this is the defining property of an orthogonal projection together
with P? = P, but a projection is orthogonal in this sense if and only if it is hermitian).

(2) The eigenvalues of P are either 0 or 1.

(3) Forany u € c? with |u| = 1, it follows that 0 < (u,Pu) < 1, with (u,Pu) =0 & Pu =0 and
(u,Puy=1< Pu=u.

Proof. (1) Forany x,y € Cd, note that (I — P)y € Ker(P) since P(I-P)y = (P — Pz)y =0. Then
(Px,(I-P)y) = (P?x,(I - P)y) = (Px,P(I - P)y) = (Px,0) = 0.
So Rge(P) L Ker(P). To show that an orthogonal projection in this sense is hermitian, note that
(I-P)x,Py)=(Px,(I-P)yy=0<(Px,y) =(Px,Py) =(x,Py).

But (Px,y) = (x, PTy) and so P = PT,

(2) Suppose Px = Ax for some x € C%. Then also P?x = A>x = Px = Ax. Therefore A> = A. The only
solutions to this equationare A =0or A = 1.

(3) Now || Pull? = (Pu, Pu) = (u, P>u) = (u, Pu) < ||Pull||u|l, where the last expression is due to the
Cauchy-Schwarz inequality and it holds with equality if and only if Pu = cu for some ¢ € C (Theo-
rem 2.1.1). Since the only eigenvalues of P are 0 and 1, equality holds if and only if Pu = u or Pu=0.
Since ||ul = 1 and P # 0 it follow that || Pu| < 1 and hence (u, Pu) < 1, with equality if and only if
Pu = u. Furthermore (u, Pu) = | Pu||? = 0 with equality if and only if Pu = 0. [ |

The trace is one particularly important linear functional on £(H). Again, the discussion of the trace
is limited to the finite dimensional case, but the trace can under certain conditions be extended to
compact operators on infinite-dimensional Hilbert spaces. The trace is defined as follows.

Definition 2.1.7 (Trace). Let A, B € L(H) be linear operators and {xi};’:1 be a orthonormal basis for
H.Then Tre L(H)* = L(L(H),C) is a linear functional defined by

n n
Te[Al= ) aii=) A, (2.3)
i=1 i=1

where a;; = (x;, Ax;) are the diagonal entries of the matrix representation of A and A; are the eigen-
values of A. Moreover, Tr[AB] = Tr[B A], which is known as the cyclic property of the trace. O

The cyclic property is mentioned in the definition, because it can be viewed also as a defining prop-
erty of the trace in the following sense. Any linear functional f € £(H)* that satisfies f(AB) = f(BA)
satisfies f = ¢Tr for some c € C. In particular, this means that the trace is invariant under similarity
transformation PAP~!, since Tr[PAP~!] = Tr[P~1 PA] = Tr[A]. The fact that the trace is equal to the
sum of the eigenvalues follows then from the fact that every operator A is similar to its Jordan normal
form. It can also be shown that the definition is independent of the choice of the orthonormal basis
in which A is represented. In fact, the trace can be defined without referring to the eigenvalues of A
or to any basis of H. This definition holds depends on the tensor product of H and its dual 4*, and
the isomorphism with £(#).

One of the most important results in the theory of linear operators is the spectral theorem. The
theorem can be generalized to bounded linear operators on infinite dimensional Hilbert spaces, as
well as to unbounded linear operators, but its statement is easier in the case of finite dimensional
Hilbert spaces. There is many different forms to state the spectral theorem, but the bottom line is
that every normal operator is diagonalizable by a unitary matrix. The result is summarized in the
following theorem with its corollaries.
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Theorem 2.1.7 (The Spectral Theorem). LetH = Cland Ne N (H). Assume there are k < d distinct
eigenvalues A1, ..., L. Then there exists a unique set of orthogonal projectors Py, ..., Py € Proj(H) satis-
fying PiP; = 6;;P; and Zle P; =1, where §;; is the Kronecker delta and I is the identity on H, such
that

k
N=) A;P;. (2.4)
i=1
Rank P; is equal to the multiplicity of A; foreachi=1,..., k.

Proof. See Theorem 2.5.3 of [22] or Theorem 2.1 of [23]. ]
Corollary. Eigenvectors belonging to distinct eigenvalues are orthogonal.

Corollary. LetH = C? and N € N'(H) and let A1, ..., g be the eigenvalues of N. Then there exists an
orthonormal basis {uy, ..., ug} of H such that

d
N=Y Ajujul = UAU', (2.5)
i=1

whereU = [u -+ ugl is a unitary matrix and A = diag(14, ..., A14).

The second corollary gives rise to the definition of a function of normal operators. Let f:C — Cbea
complex-valued function. Then the function f : N'(H) — N (H) is defined by f(N) := Z;.izl FA)u; u;r
If the domain of f is a subset of C and all eigenvalues are in the subset, then the definition holds
naturally. One function that is frequently encountered is the square root of a positive semi-definite
operator. If A € Pos(#) then by the above definition the operator v/A € Pos(#) is uniquely defined via
f(2) = Vz. In particular, for any A € £(H1,H>) it can easily be seen (observing that Al e L(H2, Ha))
that AT A€ L(#,) is a positive semi-definite operator, since

(AT Ax, x) = (Ax, Ax) = (x, AT Ax) = || Ax||5 = 0, (2.6)

for all x € H;, where the norm is the 2-norm induced by the inner product on ;. Therefore for any
operator A € L(H1,H>) one can define the absolute value of A uniquely as |A| = V At A. An impor-
tant application of this is for hermitian operators A € Herm(#). As discussed in Proposition 2.1.4,
hermitian operators are precisely the normal operators with real eigenvalues. That means, using the
absolute value, a hermitian operator can be split into a positive and negative part as follows.

Definition 2.1.8 (Positive/negative part of hermitian operator). Let A € Herm(#) and |A| = VATA.
Then the positive part of A is defined as A* = (JA| + A)/2 and the negative part of A is defined as
A~ =(|A|- A)/2. Note that A* and A~ are both positive semidefinite and A= A" — A™. O

Another important consequence of the spectral theorem is presented below. The theorem states that
two normal operators can be simultaneously diagonalized if and only if they commute.

Theorem 2.1.8 (Simultaneously diagonalizable). Let H = C? and N, M € N'(H) be two normal oper-
ators. Then there exists a unitary operator U € U(H) such that N = UANyU" and M = UA U are the
respective spectral decompositions if and only if [N, M] = 0.

Proof. See Theorem 2.5.5 of [22] or Theorem 2.2 of [23]. |

Next a decomposition is discussed that applies more generally than the spectral theorem, since it
also applies to operators that are not normal, or map between Hilbert spaces of different dimension.
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Each operator A € L(H1,H2), for which Dim(#,) need not be equal to Dim(#,) but are assumed
finite here, admits the singular value decomposition. In a sense this is a generalization of the spectral
decomposition. However, the two only coincide for positive semi-definite matrices.

Theorem 2.1.9 (Singular Value Theorem). Let A€ L(C™,C™) = C™™ be a n x m matrix and let d =
min(n, m) and suppose Rank A = r < d. Then there exists square unitary matrices U € C'"" and V €
C™ ™M and a real diagonal matrix S; = diag(sy, s, ..., S4) With nonnegative decreasing entries s = s, =
.-+ = 54 = 0 (of which exactly the first r are strictly positive and the remaining d — r are zero) such that
A=USVT, where

Sa ifn=m,
S; 0leC™™ ifm>n, and
s-dl Sd ] 4 @7)
[ Od eCcmm ifm<n.
The numbers sy, ..., Sq are called the singular values of A.
Proof. See Theorem 2.6.3 of [22]. [ ]

For normal operators A € A/ (H) the singular values of A are the absolute value of the eigenvalues of A.
That is to say, if the spectral decomposition of Ais A= UAUT then |A| = VATA = U|A|UT. Note that
this does not say anything about the unitary operators arising in the singular value decomposition
of A, just about the diagonal matrix S = |A|.

The space L(H) is in itself a finite dimensional Hilbert space (of dimension d?), when equipped an
inner product. Most common is the use of the Hilbert-Schmidt inner product, defined by (A, B) =
Tr[A'B]. The induced norm by this inner product is then || Al, = v/Tr|A|? and L(H) is complete in
this (and any other) norm. Note that this norm differs from the operator norm | All, introduced
earlier. Equipping the space £(7{) with the Hilbert-Schmidt inner product is common in quantum
information theory.

So far two operator norms have been encountered. In the next section, a complete discussion on the
relevant norms on ‘H and on £(H) is given.

2.1.3. NORMS ON HILBERT SPACES AND INDUCED NORMS

In the finite-dimensional case, the Euclidean norm || - |2 on a Hilbert space H is a special case of the
p-norms. In general, the p-norm on H is defined as follows.

Definition 2.1.9 (p-norm). Let H = C¢ be a Hilbert space with an orthonormal basis {e; : i = 1,..., d}.
Then, for any p € [1,00], the p-norm on H is defined by

lxllp = Q1% PP,
i
where x = Z?: 1 Xie; is the expression of x in the given basis. Observe that
xlleo = lim |lx]lp, = max|x;].
p—oo i
All norms except p = 2 depend on the choice of basis {e;}. O

The p-norms satisfy a monotonicity property, meaning that || x|, < [ x| 4 if p = g for all x € H. There
is an important inequality for p-norms that is known as Hélder’s inequality.
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Theorem 2.1.10 (Holder’s inequality). Let x,y € C% and p, q € (1,00] satisfying p™' + g~' = 1 (where
oo~ ! =0 is to be understood, i.e. p = 1 and q = oo satisfy the condition). Then

d
Y lxiyil < Ixllpliylg. (2.8)
i=1

Proof. See Theorem 31.3 of [20]. [ |

Corollary.

d
[{<x, )| = <) lxiyil < lxl2lyl2, 2.9)

i=1

d
DX Vi

i=1

for the special case p = q = 2, which is the Cauchy-Schwarz inequality of Theorem 2.1.1. Holders
inequality is therefore a generalization of Cauchy-Scharz.

Naturally, the p- and g-norms on H; and H, respectively induce a norm on linear operators A €
L(H,1,H>) in the following way.

Definition 2.1.10 (Induced pg-norm). Let H;, H, be Hilbert spaces equipped with a p-norm and
g-norm respectively. Then these norms induce a norm on the linear operators A € L(H;,H2) by

1Al p—g = sup {IlAxllg: Ixl, <1}. O

xeH1

However, this is not the only way a norm on £(#, H;) can be defined. In view of L(#,,H;) being a
Hilbert space in itself (with the Hilbert-Schmidt inner product (A, B) = Tr[A' B]), one can also equip
the space with an Schatten p-norm, a generalization of the p-norm for the space C%. The Schatten
p-norm is defined as follows.

Definition 2.1.11 (Schatten p-norm). Let A € L(H1,H>) be a linear operator and p € [1,00]. Then
the Schatten p-norm is defined by

P

)

1 1
1Al = (Tr[1aP])7 = (1r[ 4" )2 ])” = Iscal, =

Y si(AP
i

where s(A) is the vector of singular values of A, with components s;(A). O

The Hilbert-Schmidt norm (also referred to as the Frobenius norm) ||A||§ = (A, A) = Tr[AT A] is pre-
cisely the Schatten 2-norm, whereas the operator norm (also referred to as the spectral norm) || Ao =
sup ¢y {lAxll2 : x|l = 1} is the Schatten co-norm, which is why this notation was already adopted.
Often, the trace norm is also encounters, which is the Schatten 1-norm, then defined as || A|; = Tr|A|.
The Schatten p-norm satisfies the following properties (for simplicity here only given for £(7), but
with straightforward extention to L£(H1,H2)) [21]:

Proposition 2.1.11 (Schatten p-norm). Let A,Be L(H), U,V e U(H) and p, q € [1,00]. The following
properties then hold:

(1) \UAVI, = |lAllp (Unitary invariance);

@ Ifp '+q7 ' =1, then | AB|1 < | Al || Bll4 (Hélder’s inequality);

(3) I1ABllp = Il AllpIIBllp (Sub-multiplicativity);
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@ Ifp=zq, then|Alw < Il Allg = Il Allp = | Ally (Monotonicity).

Proof. See [21]. |

This concludes the subsection on norms in Hilbert spaces and norms on linear operators. The sec-
tion on Hilbert spaces is concluded with a discussion of the tensor product, since it is widely used in
quantum information theory.

2.1.4. THE TENSOR PRODUCT AND KRONECKER PRODUCT

The tensor product is an abstract concept that applies to general vector spaces. Although it is not
the intention to capture the full and most general notion of the tensor product, some discussion
may be useful since it is so frequently encountered in quantum information theory. Let V and W
be vector spaces. Then their tensor product, denoted V ® W is by definition a vector space build
from the ordered pairs in the Cartesian product V x W that generalized the outer product of finite-
dimensional vectors. The vectors in V ® W are defined to be bilinear under the composition ®. This
yields in the following definition.

Definition 2.1.12 (tensor product). Let V, W be vector spaces. Then the space V' ® W is defined by
VoW =Span{v® wlve V,we W}, (2.10)

where ® : V x W — V ® W is a bilinear map (v, w) — v® w defined by the following properties known
as bilinearity:

(MNew)+(rew)=(v1+1v2)9Ww
(vewy))+ e uwy)=ve(w; +wp) (2.11)

clvew)=(cv)®ew=rv(cw),

forall v, v, v, € V,all w,w;,w, € W and ceC. a

This is, the most general vector space that can be build from V x W, in the sense that only bilinearity
is assumed and nothing else. If {v;} and {w;} are orthogonal bases for V and W respectively, then
{vi ® w;} forms a basis for V ® W. In particular if Dim(V) and Dim(W) are finite, then Dim(V ®
W) = Dim(V) Dim(W). The tensor product of linear operators on V are then easily defined by their
action. If Ae £(V) and B e L(W), then A® Be L(V ® W) is defined by v® w — A(v) ® B(w). Tensor
products also concatenate in a straightforward way. If X is a third vector space, then (V® W) ® X is
another tensor product. Technically, it is only isomorphic to V ® (W ® X) due to the ordering, but the
isomorphism is canonical and for simplicity the space is just written as V® W ® X. This then warrants
the tensor power notation V®”, for n € N, where n tensor products of V with itself are meant.

The Kronecker product is a matrix operation that corresponds to the general concept of the tensor
product. In particular, if the vector spaces are all finite-dimensional, then the Kronecker product is
just the tensor product expressed in a particular chosen basis. This applies to vectors in V (or its
dual) as well as to linear operators on V. The Kronecker product is defined as follows.

Definition 2.1.13 (Kronecker product). Let A€ C™*" and B € CP*9 be the matrix (or vector) repre-
sentation of abstract vectors or linear operators over C with respect to a certain basis. The Kronecker
product (also denoted ®) is then defined by

(1118 (,llnB
A®B= : : e Cc"pxnq, (2.12)

amB -+ amnB
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where A® B is the matrix representation of the abstract object A® B (tensor product) with respect to
the tensor basis generated by the basis in which A and B were represented. O

Next a brief discussion is given about the relation between £(#), H ® H* and the trace. By no means
this is complete, but it is useful to keep in mind later on, especially when the Dirac notation for quan-
tum states is introduced. Let x1, x3,...X; € H be an orthonormal basis. Then {x;.'} ; is an orthonormal
basis of H* by going back and forth between H and H* using Riesz representation theorem (Theo-
rem 2.1.2) and by linearity of the inner product. Let ¢ : H®H* — C be the canonical linear functional
defined by the mapping x® f — f(x). So t(x® f) = f(x). The spaces L(H) and H ® H* are then
isomorphic by the following linear map a : L(H) — H ® H* given by

a:A— Z t(Ax; ®xj)(xi ®xj.) = ij(ij)x,- ®xj. = Z(x,-,ij)x,- ®x;,
L] Lj L]

which together with linearity of @ and bilinearity of ® defines the map. Here x! is the linear functional
corresponding to x; € H by Riesz representation theorem. It is this isomorphism on which the Dirac
notation is built. Its inverse is given by ™! : H ® H* — L(#) that maps

al:ix®f—t(x® f)Py = f(x)Py,

where Py is the orthogonal projection onto Span{x}. Again a ™! is then defined by linearity. Now using
these two maps, it is easily verified that for any A € L(H) it holds that Tr[A] = t(a(A)). This definition
is the way in which the basis free definition of the trace is formulated. Also, the isomorphism «a is
very often used implicitly.

2.2. INTRODUCTION INTO GROUP THEORY

This sections provides a brief and concise introduction into elementary group theory, requiring little
to no prerequisite knowledge in the topic. In the spirit of the chapter, no examples are provided. The
content is loosely based on ref. [24] and the reader who wishes a more extensive introduction in the
topic is encouraged to consult this source. The logical point of departure is the definition of a group.

Definition 2.2.1 (Group). A group is an ordered pair (G, *) where Gisasetand * : GxG— Gisa
binary operation on G that satisfies the following group axioms:

(i) = is associative,i.e. (axb)*xc=ax (bx*c)forall a,b,ceG;

(ii) There exists an e € G, called the identity on G, suchthatase=es*a=aforallac G;

(iii) For each a € G there exists an element a~! € G, called the inverse of a, such that a* a™! =

alxa=e.
A group is said to be Abelian if in addition to the above
(iv) the group is commutative,i.e.ifa*b=bx*aforalla,beG.

Finally a group is called finite is the set G is finite. Generally G is informally called a group if the
operation * is understood from the context and the operation * is omitted, writing a * b just as
ab. O

The identity element is unique since if e and e’ are identities, then e = ee’ = ¢’ by applying (ii) twice.
The inverse of an element a € G is also unique. To see this, assume b and c are both inverses of a.
Then ¢ = ce = c(ab) = (ca)b = eb = b, by virtue of the group axioms. Define the order of a group
|G| as the number of elements in the underlying set, which may be infinite. The order of an element
a € G is the smallest natural number 7 such that a” = e is the identity on G. If no such r exists, the
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order of a is infinite. Finally a subset H < G of G is called a subgroup of (G, %) if (H, %) is also a group
and is denoted H < G. In particular this means that the operation * restricted to H x H has an image
in H, i.e. H is closed under multiplication. There is a proposition that makes it easier to verify when
a subset is a subgroup.

Proposition 2.2.1 (Subgroup Criterion). Let H € G be a subset of a group G. Then H < G if and only if

(1) H# @, and
(2) Ya,be H,ab™' € H.

Proof. If H< G then e€ Hso H # ¢ and also b~! € H and therefore ab™! € H by the group axioms.
Conversely, suppose that H satisfies (1) and (2). First note that the associativity of the operation is
directly inherited from G. Now pick a x € H (which exists by (1)) and apply (2) using a = b = x to find
xx~! = ee H. Then apply (2) using a = e and b = x to find that ex~! = x~! € H. Finally pick x, y € H.
By what was just proved, y~! € H and apply (2) to a = x and b = y~! to obtain that x(y~")"! = xy € H,
so H is closed under multiplication. |

Subgroups can be defined in terms of a generating set, a subset of a group. Suppose S c G is a subset
of Gandlet S7!:={s71:s€e S}. Then the subgroup generated by S, denoted (S), is defined as the set
of finitely many products of elements from Su S™!. Clearly e € (S), since e is by definition the empty
product. Furthermore, if s, ¢ € (S), then also st™le(S) and by Proposition 2.2.1 (S) < G. In fact, it is
the smallest subgroup containing S. To see this, let Sc H < G. Then S~! ¢ H by group axiom (iii),
andSUS'c H implies (S) c H, since H must be closed under the multiplication.

It is natural to consider maps between groups next, in particular maps that respect the group oper-
ations. Such maps are referred to as group homomorphisms and isomorphisms, and are defined as
follows:

Definition 2.2.2 (Homomorphism, isomorphism of groups). Let (Gy, *) and (G2,¢) be two groups. A
map [ : Gy — G is called a homomorphism if it satisfies f(a * b) = f(a)o f(b) for all a,b € G;. Ifin
addition f is a bijection, then it is called a isomorphism. When there exists an isomorphism between
G; and G, the groups are called isomorphic, denoted G; = Gs. a

The kernel of a homomorphism f : G; — G, is defined as Ker(f) := {x € G; : f(x) = e»}, where e, is the
identity on Gy, and the range is defined as Rge(f) := {f(g) : g € G1}. The following proposition states
useful properties of homomorphisms.

Proposition 2.2.2. Let f : Gi — G2 be a homomorphism. Also let e; and e, denote the identity ele-
ments in G, and G, respectively. Then

(1) f isinjective & Ker(f) ={e1};

@) fle) =ey;

3) figH=f(g ' forallge Gy;

(4) Ker(f) <Gy,

(5) Rge(f) <= Go.

Proof.

(1) For a,be Gy: f(a) = f(b) & f@ 'f(b)=e < fla'b)=e < a'beKer(f). Soif fis
injective then f(a) = f(b) implies a = b and therefore a~'b = e; can be the only element in
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Ker(f). Conversely if Ker(f) = {e;} then a = b and by the stated relation it follows that f(a) =
f(b)=>a=b,i.e. fisinjective.

(2) f(e1)=f(e1e1) = f(e1)f(e1),so f(er) =eo.
@) ex=fle)=f(g7'®=flgf(g),s0 f( ' =flg™h.
(4) Clearly Ker(f) < G; by definition and Ker(f) # @ by (2). Let a, b € Ker(f), i.e. f(a) = f(b) = e».

Then f(ab™) = f(@) f(b™") = f(a) f(b)"! = eze;' = e, making use of (3). So ab™! € Ker(f). By
Proposition 2.2.1 then Ker(f) < G;.

(5) Clearly Rge(f) < G, by definition and Ker(f) # @ by (2). Let a,b € Rge(f), i.e. there exists
x,y € Gy such that f(x) = aand f(y) = b. Then b™! = f(»)"! = f(y™!) by 3) and ab™! =
fOf™H = fxy™ so since xy~! € G this shows that ab~' € Rge(f). By Proposition 2.2.1
then Rge(f) < Go. ]

Cayley’s Theorem is an important characterization of finite groups in terms of subgroups of the per-
mutation group. The permutation group (or symmetric group) S, is the group of all bijections of a
set of n elements to itself with composition as its operation, and therefore has n! elements.

Theorem 2.2.3 (Cayley’s Theorem). Let G be a finite group. Then G is isomorphic with a subgroup of
Sy, wheren =|G|.

Proof. Consider the left multiplication Ag : G — G given by Ag(a) = ga for all a € G. This mapping
is, for any g, a bijection from G to itself, since ga = x has one and only one solution in G, namely
a=g 'x. Thatis to say, (Ag) ™! = Ag-1. Therefore Ag € Sy, with n=|G|. Nowlet K = {1z : g€ G} c Sy,
and consider the mapping T : G — K given by g — 1. Now T is a homomorphism, since AgoAy(a) =
Ag(ha) = g(ha) = (gh)a = Agp(a). Furthermore T is injective, because if Ag = 1), then ga = ha for all
a € G and thus g = h. By construction T is surjective onto K and hence G = K. ]

An important result from this theorem and its proof is that left (and right) multiplications are bijec-
tions, a result that is useful in many settings. Next the concept of cosets, normal subgroups and quo-
tient groups are presented and connected with the notion of homomorphisms and isomorphisms.

Definition 2.2.3 (cosets). Let H < G. Then for any g € Gthe sets gH ={gh: he H} and Hg = {hg:
h € H} are called a left coset and right coset of H in G respectively. Any element (in particular g) of
a coset is called a representative of the coset. Denote G/H (G\ H) the set of all different left (right)
cosets of Hin G. O

The left (right) cosets of H in G are the equivalence classes of the equivalence relation a= bifa ‘b e
H (ab™! € H) for all a,b € G. The fact that this is an equivalence relation follows from the group
properties of H. Therefore the sets aH and bH (similarly for Ha and Hb) are equal if a = b and
otherwise disjoint but of equal size due to Cayley’s Theorem, stating that the left multiplication with
g is a bijection from H to gH. The size of G is related to the size of H by Lagrange’s Theorem

Theorem 2.2.4 (Lagrange’s Theorem). Let H<G. Then |G| = |G/H||H]|.
Proof. Every coset of H in G is disjoint and of equal number of elements |H| (since eH = H has | H|

elements). Every element g € G is in one and only one coset g H and therefore G is the disjoint union
of all different cosets from which the result follows. |

Corollary. The order of a subgroup of a finite group divides the order of that group. |
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In general aH and Ha are different sets, unless H is a normal subgroup.

Definition 2.2.4 (Normal subgroup). Let H < G. Then H is called a normal subgroup if gH = Hg for
all g € G. Equivalently, H is normal if gHg ™' := {ghg~' : h € H} = H for all g € G. Normal subgroups
are denoted H <G. O

From the definition it is clear that each subgroup of an Abellian group is normal, however in regular
(even finite) groups most subgroups need not be normal. Normal subgroups are important because
of the following theorems.

Theorem 2.2.5. Let N < G. Then the following are equivalent:

(1) there exists a homomorphism f : G — G' withKer(f) = N;
2) N<G;
(3) G/ N is a group with the operation defined by aN - bN := abN;

Proof. (1) = (2): For all h € Ker(f) = N and g € G it follows that

fghg™H=f@efigHh=rfefg " =¢

and therefore ghg~! € Ker(f). This implies gNg~! < N. Since left and right multiplication are bijec-
tions, so is conjugation, i.e. the map Tg: N — gNg~! given by Te(n) = gng~! for n € N is a bijection.
Therefore |gNg™!| = |N| and since gNg~! € N this implies gNg~! = N.

(2) = (3): The first thing is checking that the operation is well-defined. That is, if aN = a’N and
bN = b'N it must hold that (ab)N = (a’b')N. From the assumptions it follows that @’ = an; and
b’ = bn, for some ny,n, € N. Then

a'b'N = anybnyN = a(bb~"Yny bnyN = ab(b~' n1b)ny N = abN,

since b~!n1 b € N by normality of N, making the operation well-defined. The group axioms are inher-
ited from G. For any a, b, c € G and identity e € G it follows that the three group axioms are satisfied:
1): aN(bNcN)=aN(bcN) = a(bc)N = (ab)cN = (abN)cN = (aNbN)(cN);
(ii): eNaN =eaN =aN = aeN =aNeN, so eN = N is the identity in G/ N;
(iii): a 'NaN=a laN=N=aa 'N=eN=aNa !N, soa 1N isthe inverse of aN in G/N.

(3)=> (1): Let f: G— G/Nbedefined by g— gN forall g € G. Then f(ab) = abN = aNbN = f(a) f (b)
for all a, b € G, showing that f is a homomorphism. Its kernel is then

Ker(f)={geG:f(g)=eN}={geG:gN=eN}={geG:geN}=N,

and therefore f is an explicit construction of a homomorphism from G to G/ N with kernel N. |

In the case that G/ N is a group it is called the quotient group. Strictly speaking it is a group of which
each element is a coset. But since all cosets are disjoint, each coset is uniquely identified by a repre-
sentative. Therefore the group G/N can be viewed as a (non-unique) group of representatives in G
of the different cosets. The final result presented here is the isomorphism theorem, which connects
the kernel and the range of a homomorphism.

Theorem 2.2.6 (Isomorphism Theorem). Let f : G — G’ be a homomorphism with N := Ker(f). Then
G/N = Rge(f) by the isomorphism ¢ : G/ N — Rge(f) defined by gN — f(g).
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Proof. G/Ker(f) is a group by Theorem 2.2.5 and Rge(f) is a group by Proposition 2.2.2. ¢ is well-
defined, in the sense that the image of a coset gIN does not depend on its representative g. To see
this, take a, b € G. Then

f@=fb) & f@fb)=¢ o fla'b)=¢ © a'beN  beaN & aN=bN,

so each representative of a coset has the same image. Because f(a) = f(b) if and only if aN = bN,
it is also clear that each different coset in G/ N is mapped to a different point in Rge(f), making ¢ a
bijection. It remains to show that ¢ is a homomorphism, a property that it inherits from f:

@(aNbN) = @(abN) = f(ab) = f(a) f(b) = p(aN)@p(bN),

making ¢ an isomorphism between G/N and Rge(f). |

So far, most of the theory discussed has been focused on the left (or right) regular action of a group G
on itself or on a subgroup H < G. This action was used to define left (or right) cosets and it has been
discussed that the left (or right) cosets of H in G are equivalence classes and therefore partition the
group G. Whenever gH = Hg for all g the subgroup H was defined to be normal. Now our focus is
turned to the conjugation action of G on itself, defined by the map g — hgh™! for some fixed h € G.
This action gives rise to the following definitions.

Definition 2.2.5 (Conjugacy classes). Let G be a group. Then the conjugacy classes of G are the sets
og(g:=1{h gh‘1 :h e G} for all g € G. It contains all elements that commute with g. Any element (in
particular g) is called a representative of o(g). O

Again, the conjugation classes are equivalence classes of the equivalence relation g = hif hgh™! = g.
Hence the conjugation classes are disjoint subsets of G and can uniquely be identified by a represen-
tative. Next the normalizer and centralizer of sets are defined.

Definition 2.2.6 (Normalizer and centralizer). Let S € G be a subset of a group G. Then the nor-
malizer is defined as Ng(S) := {g € G: gSg~! = S} and the centralizer is defined as Cg(S) := {g€ G:
gsg =5, VseSh O

The next proposition states some subgroup inclusions about the normalizer and centralizer.

Proposition 2.2.7. Let H< G andS<G. Then

1. Ng(S) =G, Cs(S) = G and Cg(8) < Ng(S).
2. HaNg(H).

Proof. (1) First observe that e € Ng(S) and e € Cg(S) since all elements commute with the iden-
tity. For a,b € Ng(S) then it follows that (ab™')S(ab™")"! = ab™'Sba™! = aSa ' = S, so ab™! €
Ng(S). By Proposition 2.2.1 then Ng(S) < G. Similarly for a, b € Cg(S), ab tsba ! = asa™' = s for
all se Sso ab™! € C;(H) and again by the proposition C;(S) = G. From the definition it is clear
that Cg(S) € Ng(S), and since both are subgroups of G then Cg(S) = Ng(S). But gCq(S) g‘l =Cg(S)
for all g € Ng(S). To see this pick any g € Ng(S) and h € Cg(S). Then by definition of Ng(S) it fol-
lows that for all s € S there exists a t € S such that gtg~! = s, and therefore (ghg')s(ghg™)~! =
ghg'sgh gl =ghth g7l = gtg! =sforall se S, so ghg™! € Cg(S) for all h € Cg(S) and all
g € Ng(S). The conclusion Cg(S) < Ng(S) follows.

(2) Since H < G, H is a group. Furthermore H € Ng(H) since gHg ™! = H forall g€ H. So H < Ng(H).
But gHg ! = H for all g € Ng(H) by definition so H < Ng(H). ]
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Finally the definition of group algebra is given, which connects the concept of an algebra to the
concept of a group. It generates a vector space over a finite group that inherits the bilinear form (the
group product) from the group, making it an associative algebra with unit.

Definition 2.2.7 (Group algebra). Let G ={gj, ..., g,} be a finite group. The group algebra C[G] is then
defined as C[G] :={c181 + - + ¢ &n : ¢; € C for all i}, where the bilinear product is inherited from G
by letting g;g; = gk in CIG] if g;gj = gk in G with its linear extension. d

2.3. REPRESENTATION THEORY OF FINITE GROUPS

This section provides the reader with basic notions of representation theory of finite groups, contin-
ues with the most important theorems and concludes with a section on characters. This section is by
no means a complete review, but aims to introduce the necessary concepts for this thesis to a reader
that is unfamiliar with the subject. Throughout this section a group G is considered to be finite and
representations are assumed to be on finite-dimensional vector spaces over the complex numbers
C, unless explicitly stated otherwise. Some results may be presented in a more general way, but for
the purpose of its application in this thesis, the attention is restricted to finite-dimensional vector
spaces over C. The contents of this section are roughly based on [25, 26]

2.3.1. DEFINITIONS AND GENERAL FRAMEWORK
The natural point of departure is the definition of a formal representation.

Definition 2.3.1 (representation). A representation of a group G is a pair (V, R) where V is a vector
space and R: G — GL(V) = Aut(V) is a group homomorphism, i.e. R(g)R(h) = R(gh) forall g,h e G.
If in addition the space V is equipped with an inner product and R(g) is a unitary operator for all
g € G with respect to the inner product on V, then the representation (V, R) is said to be a unitary
representation. If R is injective, then the representation is said to be faithful. |

The space V is said to carry the representation of G. Each g € G defines a linear operator on V that
can act on an element v € V. When there is no confusion about the homomorphism R, an operator
R(g) is usually denoted as just g, i.e. R(g)v = gv, and V is referred to as the representation of G.
For any representation (V, R) of G, it holds that R(e) = I where e is the identity in G and I is the
identity on V by Proposition 2.2.2. Furthermore, since g € G has a unique inverse g~! € G, so does
R(g)in L(V): I=R(e)=R(gg™!) =R(g 'g) = R(g)R(g™!) = R(g"HR(g). Therefore R(g™1) = R(g) "
Finally (V, R) is a unitary representation of G if and only if R(g_l) = R(g)_1 = R(g)Jr for all g € G by
Proposition 2.1.3.

Each group has a trivial representation on every vector space V, corresponding to the homomor-
phism that maps each element of G to the identity I on V. Each group G also has a (left) regular
representation: V = C[G] and R : G — L(C[G]) defined by R(g)(X; cigi) = X.; ci(ggi), where ¢; € C
and g, g; € G. The action of R(g) is thus fully determined by the left regular action (or left multiplica-
tion) Ag: h— ghonG.

Any representation (V, Ry) of G has a dual representation (V*, Ry+) on the dual space V*. Note that
since dual vectors are represented by row vectors, the representation acts via matrix multiplication
from the right. By Riesz representation theorem (Theorem 2.1.2), there is a unique one-to-one cor-
respondence between elements v € V and v’ € V* via the inner product on V. The relation between
the two representations is that they respect the natural paring of Riesz representation theorem. That
is for any u" € V* and v € V, it is required that

(u,vy =u'v=(u' Ry~ (@) (Ry(9)v) = (Rv+ (@ 1, Ry (), (2.13)
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for all g € G. This then defines Ry« (g) Ry (g) = I or equivalently Ry+(g) := Ry(g)’1 = Rv(g’l).

Our next definition regards subrepresentations and defines the term irreducible representation.

Definition 2.3.2 (subrepresentation, irreducible representation). Let (V, R) be a representation of a
group G. Then a subrepresentation of G is a subspace W < V which is invariant under the operators
R(g), for all g € G, meaning that R(g)w € W forall we W, ge G. W =0 and W =V are always
subrepresentations. The representation V is said to be irreducible (sometimes called simple) if these
are the only subrepresentations of V. O

Note that any one-dimensional representation is automatically irreducible. It is also natural to con-
sider mappings between representations of a single group. Again of particular interest are the map-
pings that preserve the action of g € G. The next definition makes this notion precise.

Definition 2.3.3 (Homomorphism of representations). Let V}, V, be two representations of a group
G. Then a homomorphism of representations (also called intertwining operator or G-linear map)
¢ : Vi — V5 is a linear map such that ¢(gv) = g¢(v) for all g € G and v € V. One says that ¢ is an
isomorphism of representation if in addition to being a homomorphism of representation it is also
an isomorphism of vector spaces, i.e. if ¢ is a linear bijection between the vector spaces V; and V5.
If such an isomorphism exists, V1 and V> are said to be equivalent representations (sometimes also
called isomorphic representations), denoted V; = V5. O

More explicitly, if the representations are (1, R;) and (V2, Ry), then a map ¢ : V; — V, is a homomor-
phism of representations if ¢R;(g) = R2(g)¢ for all g € G. In other words, the diagram of Figure 2.1
commutes for any g € G.

1% ¢ Vs
Ri(g) l l R>(8)
141 V,

Figure 2.1: Commutative diagram for a homomorphism of representations ¢.

Similarly to group homomorphisms, the kernel and range of a homomorphism of representations
are subrepresentations.

Proposition 2.3.1. Let V, and V, be representations of a group G and ¢ : Vi — Vo be a homomorphism
of representations. Then Ker(¢) is a subrepresentation of V1 and Rge(¢p) is a subrepresentation of V.

Proof. Let v € Ker(¢p) and g € G, then ¢(gv) = gp(v) = 0. So gv € Ker(¢p). Therefore Ker(¢p) is a
subrepresentation of V;. Similarly, let v € V;. Then also gv € V; and hence ¢(v), p(gv) € Rge(¢h). Now
g (v) = ¢p(gv) € Rge(¢), making Rge(¢) a subrepresentation of V5. ]

Our next definition extends the direct sum of vector spaces and defines the direct sum of represen-
tations.

Definition 2.3.4 (direct sum and tensor product representations). Let (Vi, R;) and (V», R;) be two
representations of a group G. Then V) @ V, has the structure of a representation, defined by (R; &
R)(g) := R1(g) ® R2(g) for all g € G. Similarly V; ® V; is a representation via the identification (R; ®
Ry)(8) :=R1(g)®Ry(g) forall geG. O
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Definition 2.3.5 (indecomposable). A nonzero representation V # 0 is said to be indecomposable if
it is not isomorphic to a direct sum of two nonzero representations. a

It is clear that any irreducible representation is indecomposable. On the other hand, it is not imme-
diately clear that indecomposable representations are irreducible. In fact, it is an important theorem
that this holds for finite group representations. For general representations of associative algebras,
this does not hold. For an example of an indecomposable and reducible representation of an asso-
ciative algebra, see [26]. When indecomposable also implies irreducible, the representation is called
completely reducible, as formalized in the following definition:

Definition 2.3.6 (completely reducible representation). A representation V is said to be completely
reducible (also called semisimple) if it is the direct sum of irreducible representations. O

The important result, stated in the next section, is then that every representation of a finite group is
completely reducible. That means that knowing all the (inequivalent) irreducible representations of
agroup, provides all the information there is on any representation of that group. Typical problems in
representation theory therefore include classifying the irreducible representations of a given group
(which may be very hard to do) or at least finding the irreducible subrepresentations of a particular
representation.

2.3.2. RESULTS FOR FINITE GROUP REPRESENTATIONS

This section provides some essential results for finite dimensional representations of finite groups.
The first theorem is an important characterization of group representations. It says that every group
representation is completely reducible. Equivalently, every indecomposable representation of a group
is irreducible. In order to prove this theorem, a small lemma is first required.

Lemma 2.3.2 (Finite-dimensional group representation can be chosen unitary). Let (V, R) be a finite-
dimensional group representation. Then there exists an inner product on V such that R(g) is unitary
forallgeG.

Proof. Let (-,-) be an arbitrary inner product on V. For x, y € V define the inner product

1
— Y (R(g)x,R(8)y). (2.14)

X, )=
Y6 &

Then for all & € G and x, y € V it follows that
1 1
(R()x,R(Wy), = — Y (RIDR(x,RIMR(QY) = — Y. (R(hg)x,R(hg)y)

Gl f Gl get

1
alreT Y (R@x,R@y) =(x,y),,
aeG

(2.15)

where in the last step the change of variables a = hg is used by Cayley’s Theorem, Theorem 2.2.3. By
Proposition 2.1.3 then R(h) is unitary with respect to the inner product (:,-) . [ ]

Theorem 2.3.3 (Maschke’s Theorem). Every finite dimensional representation (over C) of a finite di-
mensional group is completely reducible.

Proof. Let G be a finite group and (V, R) be its n-dimensional group representation. By Lemma 2.3.2,
V can be equipped with an inner product such that R is unitary. If V is irreducible, the statement
trivially holds. Therefore suppose W c V is a proper subrepresentation of G (of dimension 0 < m <
n),ie. R(g)we W forall we W and all g € G. Then W+ is also a subrepresentation (of dimension
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n—m),sinceforallge G, xe Wand ye W+ one has
(x,R(2)y) = (R x,y) = (R(g Hx,y) = 0. (2.16)

The subrepresentations W and W+ need not be irreducible at this point, but since their dimensions
are strictly smaller than 7, the above procedure can be repeated on W and W+ to eventually de-
compose V into the direct sum of irreducible representations. The procedure ends after finite steps
since each time the dimension strictly reduces and a sub-representation of dimension 1 is always
irreducible.

Corollary. Let (V,R) be a finite-dimensional, nonzero representation of a finite group G. Then (V, R)
decomposes uniquely (up to isomorphisms and ordering) as

k k k k

V=P (C"eV)=PV' and R=@P(I,eR)=DR", 2.17)
i=1 i=1 i=1 i=1

where the set {(V;,R;) : i = 1,...,k} contains mutually inequivalent, nonzero, irreducible representa-
tions occurring with multiplicity n; in the decomposition of (V,R) and I,, is the identity on a n;-
dimensional vector space.

Proof. See Proposition 1.8 of [25]. [ |

Note that the Maschke’s Theorem (Theorem 2.3.3) is false over R and therefore it is crucial that the
representation is over C. The uniqueness of the above decomposition makes use of Schur’s Lemma,
one of the most fundamental results from representation theory. It is applicable to many different
problems. Here Schur’s Lemma is presented in a general form. In later chapters, a particular form
suitable for the thesis is presented.

Theorem 2.3.4 (Schur’s Lemma). Let V) and V, be representations of a group G and letp: V1 — V> be
a nonzero homomorphism of representations (intertwining operator). Then
(1) if V1 isirreducible, ¢ is injective;

(2) if V, is irreducible, ¢ is surjective.
Thus, if both Vi and V, are irreducible, then ¢ is an isomorphism.
Proof.

(1) Ker(¢p) is a subrepresentation of V7 by Proposition 2.3.1. Since ¢ # 0, Ker(¢) # V1. So if V; is
irreducible, then Ker(¢) = 0 is the only possible subrepresentation and if Ker(¢) = 0 then ¢ is
injective. To see this, take v, w € V; such that ¢(v) = ¢p(w), then 0 = p(v) — p(w) = (v — w), so
v—w € Ker(¢). Since Ker(¢p) =0, v—w=0and so v=w.

(2) Rge(¢) is a subrepresentation of V> by Proposition 2.3.1. Since ¢ # 0, Rge(¢p) # 0. So if V5 is
irreducible, then Rge(¢p) = V4 is the only possible subrepresentation and thus ¢ is surjective.
|

Corollary. LetV be a finite dimensional, irreducible representation of a group G and¢:V — V be a
homomorphism of representations. Then ¢ = AI for some A € C, where I is the identityon V.

Proof. Let A be an eigenvalue of ¢ (possibly 0), which exists since C is algebraically closed. Then
¢ — AIis ahomomorphism of representations (because every operator commutes with the identity)
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that is not a bijection, since the eigenvector belonging to eigenvalue A is in Ker[¢) — AI]. By Schur’s
Lemma then ¢ — AT = 0, proving the result. |

Corollary. Let V) and V, be finite-dimensional, irreducible representations of a group G, and ¢ : V; —
Vo be a homomorphism of representations. Then all homomorphisms of representations between V)
and V; are of the form A¢, for some nonzero A € C\{0}. That is,

Dim(Hom(V1, V2)g) := Dim({¢ : V; Vsl oVgeGh L V=,
1mi(riom , = Dim : — = - .

1, V2)G 1 2p8 =8P Vg 0 fVZW
Proof. By Schur’s Lemma, if V; and V> are irreducuble, then ¢ must be an isomorphism of repre-
sentations or ¢ = 0. So if V} Z V5 then the only homomorphism of representations is ¢ = 0 so
then Dim(Hom(V, V2)) = 0. On the other hand, if V7 £ V, then all homomorphisms of represen-
tations must in fact be isomorphisms of representations, and at least one exists since V; = V5. Let
¢1,¢2 : V1 — V5 be isomorphisms of representations. Then ¢, 0(/)51 : V1 — V1 is an isomorphism of
representations from V; to itself. By the above corollary then ¢ o ¢b; 1= A1, so that ¢»; = A¢h,, where
A#£0. |

Corollary. Let(V,R) be a nonzero, irreducible representation of an Abelian group G. ThenDim(V) = 1.

Proof. For any g € G, R(g) : V — V is an homomorphism of representations, since for g,h € G and
vevV
R(g)R(h)v=R(gh)v=R(hg)v=R(hR(g v, (2.18)

making use of the commutativity of G in the second equality. Then by the above corollary R(g) = Ag1.
Hence every subspace of V is a subrepresentation. But since V is irreducible, 0 and V are the only
subrepresentations. Because V # 0 it must be that Dim(V) = 1. |

Finally, the projection formula onto the trivial subrepresentations that occur in the decomposition
of any representation into irreducible ones is given. This projection formula is simple, elegant and
a powerful tool to classify the trivial representations contained in the decomposition of any repre-
sentation. It is a building block for character theory (discussed in the next subsection), although the
proofs are omitted for brevity. This projection formula can be generalized to a projection onto the all
copies of any specific irreducible subrepresentation contained in the decomposition of an arbitrary
representation. For details, see [25].

Let (V, R) be a representation of G and define VG.={veV: R(g)v = v, Vg € G} to be the subspace
of V on which G acts trivially. Note that VS need not be irreducible, in fact V& = Vf;" " is the direct
sum of ny, trivial irreducible representations, where n;, is the number of occurrences of the trivial
representation in the representation V. The following lemma gives a projection of V onto V.

Lemma 2.3.5 (Projection onto trivial subrepresentations). Let (V, R) be any representation of a group
G and let VC denote the subspace on which G acts trivially. Define the map ¢ : V — V by

1
=— ) R(g). 2.19
¢ Gl & (8 (2.19)

Then ¢ is a homomorphism of representations and moreover ¢ is the orthogonal projection of V onto
Ve,

Proof. To show that ¢ is a homomorphism of representations, consider

1 1 1
$R(h) = — > R(gR(h) =— Y R(gh)=— > R(hk)=R(h)¢, (2.20)

IGl geG Gl geG Gl keG
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where the change of variables k = h™! gh is used since conjugation is a group isomorphism from G
to itself. Now consider an arbitrary w € V and h € G, and let v = ¢p(w). Then

R(hv = € Y R(WR(Qw= € R(hg)w = € Y Rw=v, 2.21)
|Gl geG |Gl geG |G keG

so v € V. Therefore Rge(¢p) < VC. Next, consider any v € V¢. Then

1 1
=— Y R@v=— =, 2.22
e G2 Qv Gz (2.22)

by definition of VC. Therefore ¢? = ¢. The projection is orthogonal with respect to any inner product
on V in which the representation (V, R) is unitary (which always exists by Lemma 2.3.2), since

1 1
T R(o)t = — R(g = — 2 R(h) = o. [ ]
(P |G| geG (g) |G| geG (g ) |G| heG ") (l)

2.3.3. CHARACTER THEORY

Character theory is an essential tool for classifying the representations of finite groups. It provides a
simple and straightforward way to determine if a representation is irreducible or whether it is equiv-
alent to some other representation. Furthermore it has a nice structure with respect to direct sums
and tensor products, meaning that it is enough to study the characters of irreducible representations.
A character is a function from the group G to the complex numbers, defined as follows:

Definition 2.3.7 (Character). Let (V, R) be a finite-dimensional representation of a finite group. Then
the character is a function yy : G — C defined by g — Tr[R(g)]. O

A first observation that can be made about characters is that yy (e) = Tr[I] = Dim(V), since R(e) = I
for the identity element e € G. The following proposition shows that the character has nice structure
with respect to direct sums and tensor products.

Proposition 2.3.6. Let (V, Ry) and (W, Ry) be finite, unitary group representations. Then

Xvew =XV +Xw, Xvew =Xviw and Yv-=Xy. (2.23)

Proof. By direct computation,
xvew (g) =Tr[Ry(g) ® Rw(g)] = Tr[Ry (g)] + Tr[Rw (g)] = xv () + xw(g),
xvew (g) =Tr[Ry(g) ® Rw(g)] = Tr[Ry ()] Tr[Rw ()] = xv (&) xw(g),
xv+(g) =Tr[Ry+(g)] = Tr[Rv(g™H] = Tr[Rv ()] = Tr[Rv (8)1* = 1} (g),

forallgeG. |
As a consequence, the character of any representation is determined by the character of the irre-

ducible representations into which it can be decomposed. Furthermore note that from the proper-
ties of R and the cyclic property of the trace it follows that

xv(hgh™) =Tr[R(hgh™")] = Tr[R(h)R(ZR(W) '] =Tr[R(h) ' R(h)R(] =TrR(g) = xv ().

This means that the character is constant on the conjugacy classes of G. Such functions are called
class functions. Let us denote the set of all class function on G as Fj,5(G,C). Now one can define an
inner product on the space Fa55(G,C) as follows
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Definition 2.3.8 (character inner product). Let G be a finite group, (V, R) be a finite-dimensional
representation of G and Fj,45(G, C) be the space of class function on G. Then for a, f € Fa55(G,C)
the character inner product is defined by

1
(a,f)=— ) a(@*B(g). O
Gl g6

Now that the required definitions are given, the main result of character theory is summarized in
a single theorem. A number of different corollaries is directly stated. For a proof or more detailed
explanation, the reader may refer to [25].

Theorem 2.3.7. Let G be a finite group. Then the characters of the (non-isomorphic) irreducible rep-
resentations of G form an orthonormal basis of F1ass(G, C) with respect to the character inner product.

Corollary. The following statements are all directly a result from the above theorem. Let G be a finite
group and (V, R) be a finite-dimensional representation of G, with decomposition V = 691.‘:1 V;Bni into
all mutually inequivalent irreducible representations (possibly with multiplicity n; = 0).

(1) The number of irreducible representations of G, is equal to the number of conjugacy classes of G.

(2) Any representation V is determined by its character, since yy = Z;‘Zl n;xv,, where all yv, are
linearly independent.

(3) The multiplicities n; in the decomposition of V are related to the character by n; = (xv,xv;)-

Therefore (xv,xv) =X*_ n;.

(4) Also by the above, a representation W of G is irreducible if and only if (yw, yw) = 1.

(5) Application to the regular representation, i.e. the representation on the space C[G] identified
with the left regular action of G on itself Ag : h — gh, yields

k
Y (Dim(Vy)? = Gl.
i=1

Proof. See Sections 2.2 and 2.4 of [25]. [ |

The above results are very powerful tools to analyze representations, proof irreducibility or deter-
mine multiplicities. In the following lemma, characters are used to computed the multiplicity of the
trivial subrepresentation in a particular situation. However, as stated here, the lemma does more
than that, namely explicitly giving a method to find a trivial subrepresentation. The details are given
below.

Lemma 2.3.8. Let (V,Ry) be a unitary, irreducible representation with character yv and let {v;} be
an orthonormal basis for V. Then the trivial representation is a subrepresentation of (V ® V*, Rygy+)
with multiplicity one and it is spanned by the vector

Yvievl. (2.24)
i

Proof. Since (V,R) is irreducible, its character has inner product 1. Therefore

1

1 1
1=(Qvav)=— 2 xv@ v@=— Y av@xv(@=— Y xvev:(8) = Avev:x1),

Gl geG Gl geG Gl geG

where y; is the character of the trivial subrepresentation, therefore satisfying y;(g) =1 forall ge G.
The subspace is found using the isomorphism a : L(V) — V® V* given by v; v:.L —V;® I/;r and its
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inverse (see subsection 2.1.4 for details). Then

Ryev+(g) (Z Vi ® vj) =Y (Rv(g)vi) & (V] Ry+(g))
i

i

=Y (Rv(g)v) @ (v]Ry (&)
1
=a|Y Rv(g)v; v,TRv(g)*)
i

=a|Ry(g)

¥ o0]
i

=qa Zviv:.r)
1
ZZU,'QDU;L,
1

Rv(g)T)

for all g € G, showing that indeed the claimed vector is invariant under the action of G. ]

Corollary. Forareal, orthogonal representation (V, R) of a group G with decomposition V = EB;C:1 Vi@ni

into mutually inequivalent irreducible representations, one has

k
Y nf= Qv av) = Qvev, x1) - (2.25)
i=1

Denote V;_ the s-th copy of the space V; (s = 1,...,n;) and denote {v}is} 1 j=1,..,Dim(V;)} an orthonor-

mal basis of V;_ that respect the isomorphisms between equivalent spaces (meaning that v;i‘) — v;.ls')
under the isomorphism between V;_ and Vi, that commutes with the representation). Then write

n;
P i, evi)

s,8'=1

k
VveV=6p

i=1

. (2.26)

Applying Lemma 2.3.8 to each term, using that Vi = V; , are equivalent, one finds the trivial subrepre-
sentations of (V ® V, R®?) as

Dim(V;) i
Y vPeu T, ss=1.,m,Vi=1,.,k (2.27)
j=1

These are precisely the Zle n? =(xvev,X1) trivial subrepresentations that are present.

2.4. BRIEF INTRODUCTION INTO QUANTUM MECHANICS

Quantum mechanics is currently the most accurate and complete description of the world available,
but still it remains difficult to fully grasp the philosophical implications of the theory. This section
is restricted to a concise treatment of the most essential concepts of quantum mechanics, focusing
primarily on its postulates without considering the interpretation of the theory or any practical ex-
amples. For a more detailed introduction, the reader may consult standard textbooks in the topic
(e.g. [27]). The approach taken here is rather formal and mathematical in order to set up powerful
tools and notation that is commonly used in quantum information and computation. The contents
of this section is roughly based on refs [21, 27, 28].
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2.4.1. THE POSTULATES OF QUANTUM MECHANICS

Quantum mechanics is a mathematical framework developed to describe the physical theory of
(quantum mechanical) systems. The postulates form a basis for this framework and are motivated
by a century of experiments. It forms the connection between the full mathematical framework and
the real physical world. The postulates can be formulated as follows:

1. With each isolated physical system a complex Hilbert space # is associated, known as the state
space of the system. The system is then fully described by a state vector ¢ € ‘H with unit length

Iyl =1.

2. The evolution of closed quantum systems is described by a unitary transformation U € U (H).
If a system evolves from state v to state @' between times #; and #, its evolution is described
by the unitary transformation ¥’ = Uy, where U only depends on ¢; and f,, but not on 1 and
Y.

3. Quantum measurements are described by a collection {M,,,} of measurement operators. These
operators are linear operators on the state space of the system being measured. The subscript
m refers to a (real valued) measurement outcome. The collection of measurement operators
must satisfy Y°,,, M, My, = I, with I the identity. If a system is in state v € H immediately before
the measurement then the probability of obtaining the outcome m is given by

P(m) = (M, M) = (y, M' My) (2.28)

and the post-measurement state is given by

Mypy
= . (2.29)
Y= e
The requirement on the measurement operators above ensure that the outcome probabilities

sum to one:

Y Pim) =Y (w, M"My) =, O M Myy) =y, Iy) = |lylI* = 1.

4. The state space of a composite physical system is the tensor product of the state spaces of
the component systems. In particular, if the state spaces of system A and B are {5 and Hp
respectively, the state space of the composite system is H = Ha ® Hp.

The first postulate simply states that the state space of any physical system is a complex Hilbert
space, but it does not tell us anything about what Hilbert space is associated with a particular phys-
ical system nor what the state vector of a that system in a specific state is. These things are de-
termined by the laws of physics. The normalization condition ||| = 1 ensures that measurement
outcome probabilities sum to one. Similarly, the second postulate does not give any information
on which unitary transformation describes real world quantum transformations. Interestingly, on
qubit systems, all unitary operators are valid real world transformations. The second postulate can
be formulated in an equivalent and more refined way, which may be more familiar to the reader:

2’. The time evolution of the state ¥ of a closed quantum system is described by the Schrodinger
equation,
oy

ih— = H 2.
ih=" = Hy, 2.30)

where i is the imaginary unit, 7 a physical constant (Planck’s constant) and where H € Herm ()
is a hermitian operator on the state space of 1 known as the systems Hamiltonian. Therefore
the systems state, if known at some initial time #y, is determined for all times ¢ if the Hamilto-
nian is known.
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The equivalence between the two postulates (especially in the case of unbounded Hamiltonians)
is governed by Stone’s theorem. It provides a one-to-one correspondence between strongly con-
tinuous one-parameter (typically identified as time #) unitary groups and the hermitian operators
on the Hilbert space. Its construction rests on the spectral theorem for hermitian operators. The
solution of (2.30) can easily be verified to be w(t;) = exp (—i H(t; — ty)/h) wo. Now the operator
U = exp(-iH(t; — tp)/h) is defined by the function of normal operators via the spectral theorem.
Stone’s theorem basically says that any unitary operator U can be written in the form U = exp(i H)
for some hermitian operator H and conversely that any hermitian operator H defines a unitary op-
erator by the definition U := exp(i H). Now the problem has translated into finding the hermitian
operator H, the Hamiltonian of a system, that correctly describes its time evolution.

The second postulate describes the evolution of closed systems, but does not tell us anything about
what happens upon interaction with an other system, say an observer. In practice, experimentalists
perform measurements on quantum systems. The third postulate governs the act of measurement of
a quantum system, and is by far the most widely debated postulate of all. The debate is mostly about
its interpretation and philosophical implication, and not about its correctness. For an excellent dis-
cussion on the interpretation of quantum mechanics and its postulates, the reader may consult [29].

The final postulate seems innocent, but why should the tensor product describe the composition of
state space? The tensor product encapsulates the principles of superposition and entanglement in
quantum mechanics. The superposition principle follows already from the first postulate: if u, v € H
are valid quantum states, then so is au + bv for all a, b € C such that lal? + |b|? = 1. This follows from
the fact that # is a linear vector space. Consider two different systems A and B with state spaces Ha
and #g. Thenifsystem A is in state u € Ha and system B is in state v € /{g, the state of the composite

system may be viewed as

Z] Applying the superposition principle to different states of this form

yields the state space H ® Hpg. This gives a motivation for the postulate, but is no derivation since
the superposition principle is not taken as a postulate in itself.

2.4.2. THE DIRAC NOTATION

The Dirac notation is frequently used in all fields of quantum mechanics and quantum information.
It is a powerful way to represent states, linear operators and functionals in a finite or infinite dimen-
sional Hilbert space. Its justification makes use of Riesz’s representation theorem (Theorem 2.1.2).
Dirac proposed to chop the brackets of the inner product into two pieces. Consider (u, v) with
u,v € H. This consists of the so called ‘bra’ part (u| and the ‘ket’ part |v). Here |v) is then viewed
as the vector v in the Hilbert space, i.e. |v) € H. A linear operator A € L(#) can operate on a ket,
denoted |w) = A|v). The bra part {u| can be seen as a linear functional on #, i.e. {u| € H*, since
(u| : H — C can be uniquely defined as (u|v) := (u, v) by Riesz’s representation theorem. This is so
natural, that from here on out in this thesis, the inner product will be written as (u|v). Invoking the
Riesz’s representation theorem, the linear functional (| can be uniquely identified with an element
|u) € H and vice versa with each element |u) € H a linear functional (u| can be identified. In other
words, (Ju)t = (ul. Depending on the context, a state is written as |u) or just u and a linear func-
tional as (u| or u'. Finally note that (a lunt = (ul a*, for any a € C, where a* denotes the complex
conjugate of a, which follows from the conjugate symmetry of the inner product.

Using the isomorphism between £(H) = H ® H*, a linear operator A € L(#) can be represented as
Z,-,j Ajjliy®{jl, where {|i)}; is an orthonormal basis of /{ and A;; = (i| (A|})). Itis customary in Dirac
notation to omit the tensor symbol, such that |7) ® (j| = i) (j| and |i) ® |j) = |i)|j) = |i, j) (similarly
for bras). Another important observation is that Alu)T V) = (Aulv) = (W AT vy = (u| (AT |v)) for all
u, v € ‘H, giving rise to the definition (u| At := (A|w)T. Fora general linear operator A, the notation
(u|Alvy is ambiguous, but generally understood to mean (u| (A|v)). However if A is hermitian, then
(Alun)t = (v| A. Therefore, one can write (1| A|v) without ambiguity.
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Explicitly in the finite dimensional case, an element |u) € H = C" and its dual (u| € H* can be iden-
tified as (with respect to some orthonormal basis {x;}]_,)
up
Uz
* * *
|u) = and (ul=(uy uy - uyp),

where u? is the complex conjugate of u;. The tensor product is then the outer product between
vectors and Kronecker product between matrices. In general the tensor product of a m x n matrix A
and a p x g matrix B is a mp x nq matrix defined as

auB alnB
AeB=| : . |, (2.31)

amB - ampB

which also holds in the special case of vectors where m, n, p or g may be one.

2.5. ESSENTIAL TOOLS FOR QUANTUM INFORMATION

This section is devoted to the discussion of the tools required in quantum information. This section
is divided into several subsections, each discussing a single topic. In this section, and the rest of this
thesis, Dirac notation is used. The contents of this section are based on refs [21, 27, 28].

2.5.1. THE DENSITY OPERATOR

The density operator is a powerful tool to describe classical ensembles of quantum states. Suppose
that a classical ensemble of states are given {p; |w;)}, each state |y;) occurring with probability p; €
[0,1], such that }_; p; = 1. Then the density operator corresponding to this ensemble is defined as

o= pilwi)wil. (2.32)
i

Note that p is not an element of H, but can rather be viewed as an element of L(#). It turns out that
all four postulates of quantum mechanics can be formulated in the density operator language. Then
L(H) is viewed as a Hilbert space in its own right, and quantum operations are linear maps from that
Hilbert space onto itself that map density operators to density operators. This is made precise later.
First the formal definition of a density operator is given. A density operator is a positive semidefinite
operator operator, denoted p > 0, with Tr[p] = 1. In particular this means that all the eigenvalues of
p are contained in the interval [0, 1].

Definition 2.5.1 (Density operator). A density operator is a linear operator p € Pos(#H) < L(#) such
that Tr[p] = 1. The space of density operators is denoted D(H). O

Note that the same density operator can be obtained from different ensembles. Two different en-
sembles {p; |y;)} and {g;|¢;)} produce the same density matrix if and only if

Vaildi) = Zuij\/ﬁlwl%
1
where u;; is the (i, j)-th entry of a unitary matrix U € U (H).

All postulates of quantum mechanics can equivalently be written in terms of density operator lan-
guage. Postulate 1 then just says that density operator p € D(H) is a valid quantum state. The
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evolution of a density operator is still governed by a unitary evolution mapping p — UpU, where
U € U(H). Alternatively, the Schrodinger equation for the explicit time evolution can be formulated
for density operators as

.. 0p

zhE:[H,p]:Hp—pH, (2.33)
where H is again the system Hamiltonian. This equation is known as the Liouville-Von Neumann
equation and is equivalent to the Schrodinger equation. In quantum information this description
is hardly ever used and states are just evolved by applying some unitary operation U (related to the
Hamiltonian H by Stone’s theorem, see subsection 2.4.1). Measurements, as formulated in the third
postulate, are also easily described in the density operator language. Suppose {M,,} is a collection of
measurement operators, then the probability to obtain outcome m on the mixed state p is given by

P(m) =Y P(mli)p; =Y pi Tt[M}, My l¥3) (i) = TIMJ, My p) (2.34)
i i

and the post-measurement state is then given by
P = MmpM, jn
" VR

The fourth postulate carries over in a straightforward way and pag € D(Ha ® Hp) is a valid density
operator on the state space of a composite system A and B. Completely analogous to the state vector
description, systems A and B are said to be entangled if pag can not be written as pag = pa ® pp for
some pa € D(Ha) and pg € D(Hp). A state of the form pa ® pg is called a product state or separable
state.

(2.35)

One of the most powerful applications of the density operator, aside from describing classical en-
sembles over quantum states, is that it provides a descriptive tool for subsystems of a composite
system. A subsystem is described by the reduced density operator, obtained by tracing out (taking
the partial trace over) the rest of the system.

Definition 2.5.2 (Partial trace). Suppose p € D(Ha ®7g) is a density operator of a composite system
A and B and that {|i)a};, {li)g}; are orthonormal bases of 75 and Hp respectively, such that p =
Yijkt Qij1D) (A ® |k) (l|g in the tensor product basis for aijr €C. Then the partial trace of p over
system B is defined as

pa=Trgp =) ajjkli)(jla®Trllk) lIgl =) (Zaijkk) 12) (jla (2.36)
ijkl ij \k
and pap is called the reduced density operator of system A. O

Interestingly enough, any density operator can be viewed as the reduced density operator of a pure
state of a composite system. Suppose pa is given, with its spectral decomposition pa = Y; A; |v;) (v;l.
Then introducing a reference system R with a state space of the same dimension as system A and
orthonormal basis {|i) (i|r}, the desired pure state is then simply

IW)AR = ) VAilvda®IDR. (2.37)
i
To verify this statement, let us compute
TR W) (WlaR = 3/ Aidj v (jl A Trli) (g
ij
=2 A v (vl 8 (2.38)
ij

=) Ailvid(vila = pa.
i
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The state | W) aR is referred to as the purification of pa.

Definition 2.5.3 (Purification). Let pp € D(#Ha) be density operator. Then a pure state |¥V) € Ha®HR
is called a purification of p 4 if Trg |'¥) (¥| = pa, where HR is an arbitrary (not necessarily physical)
reference space. a

2.5.2. PROJECTIVE MEASUREMENTS AND POVM’S
The most general form of a measurement is a collection of operators M, € L(H) such that

S MMy =1.
m

The probability of obtaining outcome m on a general state p is then P(m) = Tr[MI,LMm p] and the
post-measurement state is the normalized state

MmPMIn

\/ Te[M, My p)

as discussed in the previous section. In the special case that each M,, in a measurement collec-
tion is an orthogonal projector onto mutually disjoint subspaces, then the collection is said to be a
projective measurement or Von Neumann measurement.

Pm=

Definition 2.5.4 (Projective measurement). A measurement collection {P,,} is called a projective
measurement or Von Neumann measurement if it satisfies the following conditions:

(1 sz =Py and Py, = P;r,, (orthogonal projection);
(i) PmPy =0mnPm for all m, n (projecting onto mutually disjoint subspaces);

(iii) Y, Pm = I (completeness of measurement collection). a

The probability of observing outcome m can then be simplified to P(m) = Tr[ P, p].

Often one is only interested in outcome probability and not in the post-measurement state. In that
case a measurement collection can be simplified by setting E,;, = Mjan. Then Y ,, E;, = I and
P(m) = Tr[E;,pl. As discussed in subsection 2.1.2, E;, = 0 for all m. The collection {Ej,} is called a
POVM.

Definition 2.5.5 (POVM). A collection {E,,} is called a POVM (Positive Operator-Value Measure) if it
satisfies E;; =0 forall mand Y, E;;, = 1. O

Note that a projective measurement is also a POVM, since E,;, = P,Tn P,, = P,,, with the additional
advantage that the post-measurement state can also be found. One very important feature of POVM
measurements is that one can optimize over them using semidefinite programming to find the POVM
element that maximizes the outcome of a certain measurement. This can for example be used to find
the measurement that maximizes the probability of distinguishing two quantum states.

2.5.3. QUANTUM CHANNELS

A quantum channel is a linear map that sends quantum states (density operators) to quantum states,
possibly on a different state space. Two special cases were already encountered in the previous,
namely the unitary evolution and the measurement. Both can be viewed as a quantum channel, but
here a quantum channel will be defined to map density operators to density operators with certainty,
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which excludes measurements from the definition. However, the power of a quantum channel is
that it can also describe the evolution of an open system, i.e. a system of interest that is coupled to
some environment system. Therefore a quantum channel is much more general than just unitary
evolution.

Before giving the formal definition of a quantum channel, some notions need introduction. Quan-
tum channels are a subset of the linear operators between two spaces of linear operators on a Hilbert
space. That is, a quantum channel is a linear map & : L(Ha) — L(Hg) with some additional condi-
tions. Let us denote the space of all linear operators £ : L(Hp) — L(Hg) as T (Ha, Hg). Again T (H)
is then understood to mean the linear maps from L£(#) to itself. Of course, there is nothing special
here, since L(H) can just be viewed as a Hilbert space in itself (with the Hilbert-Schmidt inner prod-
uct). Then T (Ha,Hg) = LIL(Hp), L(HB)). This means that all properties discussed in section 2.1
can be applied to elements of 7 (H).

In the context of quantum information, an element £ € T (Ha,Hg) is referred to as a linear su-
peroperator (or simply superoperator). To distinguish superoperators £ € 7 (H) from operators in
A€ L(H), the notation £ : A— E£(A) is used when the superoperator £ is applied to an element of its
domain. This is in contrast with the linear operator A, for which the notation A: x — Ax is used for
x € H. That is, brackets shall be used whenever a superoperator is applied and brackets are omitted
whenever a linear operator is applied to an element of the underlying Hilbert space. Furthermore,
the composition of superoperators shall be made explicit with the o symbol, whereas the composi-
tion of operators is just regarded as the regular (matrix) product, with any symbol omitted.

Next, some properties that superoperators may posses are defined.

Definition 2.5.6 (Positive, completely positive, trace-preserving and unital maps). A linear superop-
erator £ € T (Ha,Hp) is said to be

(a) positive if £(P) € Pos(Hp) for all P € Pos(Ha);
(b) completely positive if £ ® I3 € T(Ha ® Hc,Hp ® Hc) is positive for any complex Hilbert

space Hc;
(c) trace-preserving if Tr[€(A)] = Tr[A] for all A€ L(Ha);
(d) unital ifE(IE(HA)) = IE(HB)' .

These properties can now be used to formally define a quantum channel.

Definition 2.5.7 (Quantum channel). A quantum channel is a linear map € € T (Ha, Hg), satisfying

(i) &€ is completely positive, and

(i) € istrace-preserving.

For this reason, quantum channels are also commonly referred to as CPTP (Completely Positive Trace
Preserving) maps. Let us denote the space of of quantum channels as S(Ha, Hg) €7 (Ha, Hg). O

In some text, quantum channels are defined to be trace-decreasing, completely positive, linear map
between L(Ha) and L(Hpg). Trace-decreasing means Tr[E(A)] < Tr[A] for all A€ L(Ha). This allows
the incorporations of measurements in the framework of quantum channels. Then 0 < Tr[E(p)] < 1
for all p € D(H) and Tr[E(p)] is associated with the probability that the channel £ acted on initial
state p. In this thesis however, measurements are treated separately, and a quantum channel occurs
with certainty, i.e. Tr[E(p)] = Tr[p] = 1.
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Precisely the conditions of trace-preserving and complete positivity assure that if a quantum channel
£ is applied to a density operator p € D(H), then £(p) € D(H) is also a density operator. Clearly by
the trace-preserving property Tr[€(p)] = Tr[p] = 1. But at first it may seem unclear why positivity is
not enough. This is because p may be part of a larger composite system pag € D(Ha ® Hpg). Then
the map £ ® I must also be a valid density state. See Example 2.5.1 for a positive map that is not
completely positive.

Example 2.5.1. The transpose T : £(C?) — L(C?) given by A— AT is a positive operator, i.e. if A>0
then also T(A) = AT > 0, because Det[A — AI] = Det[A— AI1T = Det[AT — AI] so A and AT have the
same eigenvalues. However, the superoperator T® I € 7 (C?>®C?) is not positive. To see this, suppose
it acts on p = |y) (|, where |y) = %(|00> +111)). Then p = 1(100) (00| +100) (11| +[11) (00| +|11) (11|)
and so

og:=(T®I)(p)= %(IOO) (00| +[10) <01|+101) (10| + [11) (11]), (2.39)

which is not a positive operator since it has an eigenvalue —% corresponding to the eigenstate |¢) =

\/% (/10) —|01)). Thus o is not a valid quantum state. O
First let us characterize the set of quantum channels in the following way.

Proposition 2.5.1 (The set of quantum channels is convex). The set of quantum channels S(Ha, Hg)
is a convex set.

Proof. Let&;,E € S(Ha, Hp) be two quantum channels and let a1, @2 = 0 such that @; + a2 = 1. Then
E=a1& + ax&, is completely positive, since for all P € Ha ® Hc

(E@D)(P)=a1(E10D)(P)+ay(E @ T)(P) (2.40)

is positive by linearity and the fact that £; and &, are CP. Here 7 is the identity on the auxiliary Hilbert
space Hc. Furthermore, € is trace-preserving, since for all A€ Ha

Tr[E(A)] = a1 Tr[E1 (A)] + a2 Tr[E2 (A)] = (ay + ag) Tr[A] = Tr[A], (2.41)
by the trace-preserving property of £; and &. Hence S(Ha, Hp) is a convex set. [ ]
A quantum channel £ € S(Ha, ®---®Ha,, Hp, ®---® Hp,) is said to be a product channel if £ =
&18---0&, forsome £; € S(Ha,, Hp,) forall i = 1,..., n. Aproduct channel represents the independent
application of channel £; on a state in D(H ;) mapping it into a valid state in D(#Hp,). At the end of

this section, it is shown that any tensor product of quantum channels is in fact a quantum channel
itself. The proof makes use of some concepts that are introduced below.

Here a property of the adjoint of a quantum channel is presented in a small proposition, that will
be used at a later stage in this thesis. The adjoint of a channel is uniquely defined by (6‘1T (A)|B) =
(Al&1(B)) for all A, B e L(H).

Proposition 2.5.2 (The adjoint of a quantum channel is CPU). Let& € T (H). Then

(1) & is completely positive (CP) if and only if € is completely positive, and
(2) & is trace-preserving (TP) if and only if €' is unital (U).

Hence £ is a quantum channel if and only if €' is completely positive and unital (CPU).

Proof. (1) The superoperator £ is positive if and only if £(P) = 0 for all P = 0. This is equivalent to
(EP)|Q) = (PIET(Q)) = 0 for all PQ = 0. But this is then equivalent to £7(Q) = 0 for all Q = 0 and
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therefore equivalent to £' being positive. Then £ ® Z, L(Hg) 18 positive for any reference Hilbert space
Hg if and only if (€ ® Tp )" = €T ® I (34, is positive by the above. Hence £ is CP if and only if £
is CP.

(2) Let A€ L(H). Suppose & is TP. Then

(I1A) = Tr[A] = TrIE(A)] = (TIEA) = €T (D1 A), (2.42)

so that (I—ET(I)|A) = 0 for all A€ L(H). Therefore then £7(I) = I, that is, £ is unital. Conversely,
suppose £ is unital. Then for any A € £L(H),

Tr[E(A)] = (TIE(A) = (€T (D] A) = (1| A) = Tr[A], (2.43)

so & is trace-preserving (TP). ]

Next some forms in which superoperators are encountered are discussed. There exists several dif-
ferent forms and their use depend on the application. There are four common forms in which a
superoperator can be presented. To facilitate the discussion of these representation, first a simple
operation called vectorization is introduced.

Definition 2.5.8 (Vectorization). Let ‘H be a Hilbert space with orthonormal basis {|i)}. Then the
vectorization operation is a linear map n: L(H) — H ® H defined (with respect to a chosen basis) by
n: i) (jl— li)|j). Itis called vectorization because it can be thought of as the column stacking of the
matrix representation of a linear operator, forming a vector in H ® H. O

Returning to the discussion of representations of superoperators, the natural representation is dis-
cussed first. The superoperator £ € T (Ha, Hg) maps linear operators from L£(Ha) to L(Hg). The
idea of the natural representation is to pick a basis for Ha and Hg, and column stack the matrix
representations of linear operators in L(Ha) and L(Hg) as to make them resemble ordinary col-
umn vectors. Then a linear superoperator £ € T (Ha,Hg) can be given a matrix representation with
respect to the chosen bases. This is made precise in the following definition

Definition 2.5.9 (Natural representation of superoperators). Let Ha and Hpg be two Hilbert spaces
with orthonormal bases {|e;)} and {| f;)} respectively. Let £ € T (Ha,Hp) be a linear superoperator,
mapping L(Hp) into £L(Hg). Then the natural representation of the superoperator £ is the matrix
representation of size (Dim(#Ha))? x (Dim(#g))? defined by its action on the basis elements |e;) (e il

as
Dim(Hg)

Eleneih=">  aijrlfiy{fil. (2.44)

k,l=1

The complex numbers «; ji; form the matrix representation of £ in the given basis. In terms of the
vectorization operation 7, this equation can be written as

K(Emna(A) =ng(£(A), (2.45)
for some A€ L(Ha), where K: T (Ha, Hg) — L(Ha ® Ha, Hp ® Hp), given by

Dim(Ha) Dim(H ) Dim(Hg)
K:E—~ Y neElenejhmaleneh= Y Y aijrlfolfi el ejl, (2.46)
i,j=1 ij=1  kl=1
is the mapping that maps a superoperator to its natural representation. O

The natural representation K is a bijection and £(A) can be obtained by

EA) =ng' (KEMAA).
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It has some desirable operational properties. First, it respects the product (composition). That is, if
E1€T (Ha, Hp) and & € T (Hp, Hc) then K(E20&1) = K(E2)K(E1). In particular if all spaces are the
same, i.e. K:T (H) — L(H ® H), then (K,H ® H) is a representation in the strict sense of representa-
tion theory, since in addition to K(&; 0 &) = K(&2)K (1), the identity is also mapped to the identity
by K. Furthermore it respects the adjoint. That is K(€) = K(£T), where the adjoint of a superop-
erator is uniquely defined by (£(A)|B) = (AI€ T(B)) for all A, B € L(H). Finally, it also respects the
tensor product: K(€; ® &) = K(&1) ® K(E2). However, there is no property on K(€) that characterizes
if £ is a completely positive or trace-preserving channel. This makes it hard in this representation
to distinguish arbitrary superoperators from quantum channels. For a continued discussion on this
representation, see section 3.6, where a specific basis is chosen.

The next way a superoperator can be presented is known as its Choi form (also called Choi-Jamiolkowski

representation). This is done via the Choi map, defined as follows.

Definition 2.5.10 (Choi form of superoperators). Let Ha and Hpg be two Hilbert spaces with or-
thonormal bases {|e;)} and {| f;)} respectively. Let £ € T (Ha, Hg) be a linear superoperator, mapping
L(Hp) into L(Hp). Then the Choi representation J(€) (or Choi operator) of £ is defined by the map-
ping J: T (Ha, He) = L(H ® Ha):

Dim(Ha)
E—JE) = ) Elenlejh®le) (ejl=(ESIp) () (P, (2.47)
i,j=1
where |¢) = Z?:irfl(HA) le;) le;) = n(Ip) is the unnormalized maximally entangled state over Ha ® Ha,

Za is the identity superoperator on L(# ) and I is the identity operator on H . a

The Choi map J is also a bijection and £(A) can be retrieved by
EA) =Tra[J(E)UIg ® AT)],

where AT is the transpose of A with respect to the basis |e;). This can be verified by direct computa-
tion

E(A) =Tra[J(E)Ug ® AT)] = Tra

Dim(Ha)
( Y Elentejhe |e,-><ej|) (Ig® AT
i,j=1

Dim(Hp) Dim(Hp)

= Y Elen(eiDTr[ledejlAT]= Y. Elenejejl AT les) (2.48)
i,j=1 i,j=1
Dim(Ha)

=l X <ei|A|ej>|ei><ej|)=£(A).

ij=1

The Choi form does not have the property of respecting the product (composition). In particular
for &1 € T (Ha,Hp) and & € T (Hg,Hc) the Choi forms live in completely different spaces: J(£1) €
LHB®HA), J(E) € LHc®Hp) and J(E20&1) € L(Hc ® Ha). The benefit is that in the Choi repre-
sentation one can easily verify if a superoperator £ is completely positive and/or trace-preserving by
checking simple properties of J(£). This is made precise in Theorem 2.5.5. The Choi form can also
be used to evaluate inner products and this is shown in the following proposition.

Proposition 2.5.3 (Choi form evaluation of inner products). Let& € T (Ha,Hg) be a linear superop-
erator. Then for all Ae L(Hp) and B € L(Hp), the following holds

(B,E(A)) =Tr [B*E(A)] —Tr [ 1E)B AN, (2.49)
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Proof. By direct computation, it follows that

Tr [B*E(A)] —Tr [BTTrA UE g e AT)]] = Tr [(BT ® 1)) J(E) g ® AT)]
(2.50)
—Tr [1(5)(13 e AT)(B'® IA)] =T [](5)(13T ® AT)] ,

by the cyclic property of the trace. ]

Finally there are two different forms of presenting a superoperator that are mostly convenient in op-
erational use. They provide an explicit way to apply the superoperator to a density operator in its do-
main and compute the resulting operator. One is the Kraus form. Let £ € T (Ha, Hg), then there ex-
ists an indexed set of operators A;, B; € L(Ha, Hg) such that £(X) =Y ; A,-XB; forall X € L(Hp). This
is called the Krauss form. The sets {A;} and {B;} are called the Krauss operators of £. These are how-
ever not uniquely defined for any £. Closely related is the Stinespring form, where £ € T (Ha, Hg)
is represented by two Stinespring operators A,B € L(Ha, Hg ® Hc) as E(X) = Tryy. [AXBT] for all
X € L(Ha)- Here H is some arbitrary Hilbert space.

Two theorems are presented characterizing the representations discussed. The first related all dis-
cussed forms and the second characterizes quantum channels in the different representations.

Theorem 2.5.4 (Equivalence of superoperator forms). Let Ha and Hg be complex Hilbert spaces
and let {A;}ier, {Bi}ie; € L(Ha,HB) be indexed sets (with index set I) of linear operators. Finally let
E € T (Ha, Hp) be a linear superoperator. Then the following statements are equivalent:

(1) K(E) =Y i1 A; ®BiT (natural representation);
@ JE) =Yiern(A)®nB)' (Choi form);
(3) E(X) =Y ;e1 A;XB] forall X € L(Hp) (Kraus form);

(4) For Hc = Span{e;}ies, define A=Y ;c;Aj®e; and B=Y ;c;B; ®e;. Then £(X) = Tryy. [AXB"
(Stinespring form).

Proof. See Proposition 2.20 of [21]. |

Theorem 2.5.5. Let Ha and Hg be complex Hilbert spaces and let £ € T (Ha, Hg) be a linear super-
operator. Then the following statements are equivalent:

(1) &€ is a quantum channel, i.e. it is completely positive (CP) and trace-preserving (TP);
(2) J(&) e Pos(Hp ® Ha) (equivalent to CP) and Try, J(E) = Iy, (equivalent to TP);

(3) There exists a single indexed set {Aj}ie; € L(Ha, Hp) such that E(X) =Y jer A,-XA:.r forall X €
L(Ha) (equivalent to CP) and ) ;cy A“;A,- = Iy, (equivalent to TP)

(4) There exists a complex Hilbert space Hc and an isometry U € L(Ha, Hg ® Hc) (.e. utu= Iy,)
such that £(X) = Try  [UXU'] forall X € L(Hp).

Proof. See Theorems 2.22 and 2.26 of [21]. [ |

Now that the Choi form of a quantum channel is introduced and characterized by the above theorem,
it can be applied to prove that the tensor product of quantum channels is also a quantum channel.
Here the proof is constricted to channels mapping into the same space for notational purposes, but
it can easily be generalized to arbitrary channels.

Proposition 2.5.6 (Tensor product of CPTP maps is CPTP). Let&y,...,E, € S(H) be a finite number of
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quantum channels (CPTP maps). Then& = £ ®---®&,, is also a quantum channel (on the space H®").

Proof. Tt suffices to this for n = 2, since it then holds for arbitrarily large, but finite n by repeated
application. By Theorem 2.5.5 £ = &1 ® &, is completely positive if and only if /(£) = 0. Let |i) denote
an orthonormal basis for . Then

Dim(H)
JE®E)= Y (E1@&)IDIk (I8l k) (I
i,j,k,1=1
Dim(H)
= Y &b yhe&ukdneld (lelk
i,j,k,I=1
Dim(H) (2.51)
=P Y &Uiheld(jle&k ek | P!
i,j,k,1=1
Dim(H) Dim(H)
:p( Y, aapgneliyile| Y. &k Inelkyll )PT
i,j=1 k,i=1
=PUE)®J(E))PY,

where P is the permutation of basis in ®* that swaps the second and third copy of the Hilbert space,
defined by
Dim(H)
P= Z (D) 1EX 1Y 1) <2l LRI KL (2.52)
ijok,1=1
Now since J(€;) and J(&£,) are positive semi-definite by Theorem 2.5.5, so is J(£1) ® J(&2). And since
similarity transforms (and in particular permutations) leave the eigenvalues invariant, J(£; ® &) is
also positive. Then again by Theorem 2.5.5, £; ® &, is completely positive. To show that £ ® &, is also

trace preserving, let X € £L(H ® H) and decompose it as X = Z?;n;cﬁ)l Xkt 1) 1) <kl<l|. Then

Dim(H)

T @ &)X = ), xijr TrlE (1) (kD) @ E2(17) ()]
i,j,k,1=1
Dim(H)
= Y X T (18 DI Te[E2 (1) <ID]
i,j,k,1=1
Dim(H)
= Y X Telld) kI Tx(] ) <11]
i,j,k,1=1
Dim(H)
= Y xijr Telld) 1) kI (U] = Tr[X],
i,j,k,1=1

(2.53)

Showing also that £; ® &, is trace-preserving. Therefore £; ® &> is CPTP (i.e. a quantum channel). B

A quantum channel £ € S(H), analogous to the definition for linear operators, is unitary if £ o £ =
£o0&T = T, where T is the identity superoperator on £(#). If there exists a unitary operator U €
U(H) such that a quantum channel has a Kraus form £(A) = UAUT, then it is unitary, since (' o
EA) = UTwauhu = A=ZA) for any A € L(H). In particular superoperator &£ (X) € 7 (H) with
Kraus form £(A) = UAU" for some U e U (H) is a (unitary) quantum channel by Theorem 2.5.5. Using
Theorem 2.5.4 it has natural representation K(£) = U® U” and Choi representation J(£) = n(U) ®
n(U)'. So it is clear that, with every U € U (#) a unitary superoperator can be associated, defined
by A— UAU'. This operation is commonly referred to as conjugation. The symbol U shall also be
used to identify the corresponding superoperator and the context will make clear whether U means
the unitary operator or unitary superoperator. To make it clear from context which is meant, the
superoperator is still applied with brackets and composition is still indicated with the o symbol. As
an example, let U,V € U4(H) and p € D(H), then (Uo V) (p) = U(VpVH =UVpVTUT.
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2.5.4. METRICS IN INFORMATION THEORY

This section addresses the questions ‘how close are two quantum states?’ and ‘how close are two
quantum channels?. This section discusses some of the most common ways that these questions
are addressed. However, it is by no means clear what the best answer is to these question. The un-
derlying problem at heart is that typical distance measures like norms and induced metrics are not
experimentally accessible, due to the inherent fact that measurements only provide partial informa-
tion on a system. As a result, in the theoretical analysis of quantum information, typical distance
measures like norms on the state space are used. On the other hand experiments and experimental
protocols typically make statements about the fidelity between states, a quantity related to the mea-
surable overlap between two quantum states. First a discussion is given about distinguishing two
quantum states and next about the distinguishing quantum channels.

Suppose two quantum states are given, p and o. Then naturally the question arises how close those
two states are. In particular it is useful if this notion of ‘distance’ between two quantum states is a
metric, such that it satisfies the natural axioms that are usually identified with distances. Therefore it
seems natural to build distance metric from a norm on the space £(#). One frequently used metric
based on this idea is the trace distance, which is build on the Schatten 1-norm on L£(#).

Definition 2.5.11 (Trace distrance). The trace distrance is a function D : D(H) x D(H) — [0,1] given
by D(p,0) := %Ilp -0l = % Tr|p—ol, where | -||; is the Schatten 1-norm (or Trace norm) on £L(H). O

The factor % is only introduced such that the distance between two quantum states is between 0 and
1. This follows from the triangle inequality, since D(p,0) = %Ilp A = %(Ilplll +|loll1) = 1, since
lpllh = X;l1Ail = X; A; = Tr[p] = 1, by positivity of p and the requirement that it has trace 1. A trace
distance one is attained for example if p and o are pure states that are orthogonal (or more generally
if they are convex combinations of pure states from orthogonal subspaces of H).

The trace distance is unitarily invariant, i.e. D(UpU',UcoU") = D(p,0) for all U € U (H). To see this,
decompose p—0 =) ; A;P;. Then D(p,0) = %Zi |A;]. Using the decomposition then U(p —0)U" =
Y A;UPU'. Now UPU" is also an orthogonal projection, since

wru'? =uprpu'upru' =upPPU' =UPU'
and (UPUN' = UPU?. So in fact, U(p-o0) Ut = Y A;UPUt isits spectral decomposition and

DWpU",UsU" =Y |Ail = D(p,0).
i

In the theorem below the trace distance is characterized more intuitively. The theorem states that the
trace distance between two density matrices is exactly the maximum probability of distinguishing
the two states by any POVM measurement. Unfortunately, this does not provide an experimental
way to measure the trace distance between two quantum states.

Theorem 2.5.7. Let p,0 € D(H). Then D(p,0) = Jnax. Tr[M(p — 0)], where the maximization is over
<M=

all positive semi-definite operators M, such that I — M is also positive semi-definite.

Proof. See Theorem 9.1 of [28]. [ |

Finally, the trace distance is a useful measure on the set of density matrices since any CPTP quantum
channel is contractive with respect to this measure (this is not the case for a distance based on any
Schatten p-norm; see [30] for an excellent discussion on contractivity of superoperators). That is,
after applying the channel to both states, their trace distance has not increased.
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Theorem 2.5.8. Let & be a CPTP map and p,0 € D(H). Then D(E(p),E(0)) < D(p, o).

Proof. See theorem 9.2 of [28] or Theorem 3.1 of [30]. |

As discussed in the introduction of this section, there is no experimental procedure to access the
trace distance. Therefore the fidelity is introduced, a quantity that is directly measurable. The fidelity
quantifies the overlap between two states, i.e. the angle between the purifications of two density
operators. First, the general definition is given.

Definition 2.5.12 (Fidelity). Given two density matrices p,o € D(H), the fidelity between the states

is defined as
F(p,0):=Tr\/Vpoyp=|vpVal,. O

At first, this definition seems of little use. It is not even obvious that it is symmetric in its inputs.
However, as will be shown in a moment, the fidelity has many properties that make it useful as a
distance measure. This definition simplifies in the case that p is pure. Then

F(ly) (pl,0) =Tr/lyy (wloly) (wl = /yloly).
If in addition, o is also pure, then F(|w) (Y|, ) (P]) = \/(wld) (lw) = |(w|p)|. Here it already ap-

pears that the fidelity is cosine of the angle between the states ¢ and w. Equivalently it can be in-
terpreted as the square root of the probability of getting the outcome 1 associated with the mea-
surement Q = |¢) on the system v (or vice versa). These concepts are fundamental to the statistical
interpretation of the theory of quantum mechanics. In light of this probabilistic interpretation, the
quantity was originally defined as F'(p,0) = F? (p,0), i.e. as the square of the current (most fre-
quently) used definition. This then has a direct statistical interpretation, but loses the geometrical
interpretation of an angle. Unfortunately, both quantities are still in use and both are referred to as
the fidelity.

The fidelity also takes values between 0 and 1, which follows from Holder’s inequality (Theorem 2.1.10):

0= F(p,0 = ||voval, < |val,|val,= ¢Z_Ai(\/ﬁ)2\/2_h(\/3)2 = ﬁh(p)ﬁh(o) =1,

due to the fact that 0 < 1;(p) <1 and )} ; A;(p) = 1 for all density matrices p € D(H). In contrast to the
trace distance however, F(p, p) = 1. Therefore. the fidelity is not a metric. The fidelity can be turned
into a metric via A(p,0) := % arccos F(p, 0), although this is a rarely used metric.

Now the discussion is turned to the useful properties of the fidelity. It is also, just like the trace dis-
tance, unitarily invariant. This is the case since \/UpU' = U,/pU T, which follows from the spectral

decomposition of p and the fact that UPU" is also an orthogonal projection:

FWUpU',UoU") =Tr\/UpUUsUU/pU" = Tr\/U o /pUT

=Tr[U\/poy/pU'l =Tr\//po/p = F(p,0).

(2.54)

An important characterization of the fidelity similar to Theorem 2.5.7 is given by Uhlmann’s theorem.

Theorem 2.5.9 (Ulmann’s theorem). Suppose p,o € D(H). Then

F(p,0) = [{wlp) ],

max
{lw),|pyeHeH}

where the maximization is over all purifications |y) of p and |$) of o into H @ H.
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Proof. See Theorem 9.4 of [28]. [ |

From this theorem it is immediately clear that the fidelity is in fact symmetric. Also, it is related
to the angle between the purifications. Similarly to the trace distance, the fidelity increases after
application of a CPTP map. This is called the monotonicity of the fidelity.

Theorem 2.5.10. Let £ be a CPTP map and p,0 € D(H). Then F(E(p),E(0) = F(p,0).

Proof. See Theorem 9.6 of [28]. ]

It seems like the trace distance and the fidelity satisfy similar properties that make it useful as a dis-
tance measure. As already discussed, the fidelity is of more experimental value. Unfortunately, it
turns out to be really that to use the fidelity in proofs or use it to rigorously bound certain quantities.
This is why in theoretical proofs, the trace distance is typically used. A natural question in this con-
text then is how the two are related. This answer is provided in general by the Fuchs-Van de Graaf
inequalities.

Theorem 2.5.11 (Fuchs-Van de Graaf inequalities). Let p,o € D(H) be two density matrices. Then

1-F(p,0)=<D(p,0) = \/I—F(p,a)z. (2.55)

Proof. See Theorem 3.33 of [21]. |

Unfortunately, the relationship is nonlinear. This causes great difficulty in converting trace distance
bounds into fidelity bounds.

Now the question is addressed how close two quantum channels £, and &, are. Again, there are
norm based distances and fidelity based distances, with the similar trade-offs in theoretical rigidity
and experimental accessibility. One frequently used norm is the pg-induced norm for p = g =1,
following the trace norm on the space of density matrices. This is often referred to as the induced
trace norm on superoperators, and it should be noted that it is in fact not a Schatten 1-norm.

Definition 2.5.13 (Induced trace norm on superoperators). Let £ € 7 (H) be any superoperator.
Then the induced trace norm on 7 () is the norm induced by the trace norm on £(#), defined
by

1€ :=1€Ih-1= sup {IEAIL: Al <1} O
AeL(H)

The induced trace norm distance between two channels £1,&, € T (H) is then [|€; — & |1 (apparently
without a factor %). This distance measure inherits some useful properties from the trace norm, but
not all. It may seem like, just as in the case of the trace norm, it might have the physical interpretation
of maximum discrimination between two channels. However, this turns out not to be the case (see
[21] for amore elaborate discussion). The reason for this is that in general, one can prepare a state p €
D(Ha ®Hp) and let the two channels £; ® 7 and & ® 7 act on the state and then perform an optimal
measurement (on Ha ® Hp) that discriminates between the output states (£, ® 7) (p) and (£, ® Z)(p).
The point is that entanglement between the system of interest A and an auxiliary system B can help
discriminate between the channels. In principle the dimension of g can be unbounded, but it can
be shown that Dim(#g) > Dim(#a) yields no further improvement in channel discrimination. In
order to have a useful norm that has this interpretation, the diamond norm was introduced.
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Definition 2.5.14. Let £ € T (H) be a superoperator. Then the diamond norm is defined by
1€1le:=1E LI, (2.56)

where 7 is the identity channel on L(H). d

This definition does turn out to satisfy this maximum discrimination property. Many other possible
norms exists, but these are most commonly encountered in current literature.

The discussion is resumed with some fidelity related distance measures between superoperators.
Again, there is even a wider range of possible quantities and only the few most commonly encoun-
tered are presented here. The most used is the so called average gate fidelity. It is defined as the
fidelity between the output of two channels squared, averaged over all input states.

Definition 2.5.15 (Average gate fidelity). Let &;,& € S(H) be two quantum channels. Then the av-
erage gate fidelity between &£; and &; is defined as

F(&1,8) = f F(E (), Ew))? dy, (2.57)
fweH:llylz2=1}

where with some abuse of notation & (¥) is understood to mean E(|y) (w|) and where dy is_ the
normalized Haar measure on the set of normalized pure states {¢/ € H : |w|l» = 1}. Furthermore F(E)
is understood to mean F(£,7), where Z € S(H) is the identity channel. O

First note that the average is only over pure states, which is sufficient since the set of density oper-
ators is convex, with pure states as its boundary. Also note that in this definition, as is common in
literature (see [8] for example), the fidelity squared is used. Similar to the state fidelity, the evaluation
simplifies is one of the channels is unitary, say £, =U. Then F(& (y),U (v)) = FUto &1, Z(y)) and so
F(&,U) = FU' 0 &). Now for any channel &, F(£) is explicitly evaluated as

F(E) = f FEW), I)? dy = WlE@W)Iy) dy. (2.58)
{weH:llyl=1} {yeH:lyl2=1}

It has the interpretation of the average overlap between |y) (y| and E(|y) (w]), averaged over pure
states. The average gate fidelity is also unitarily invariant in the following sense.

Proposition 2.5.12 (Average gate fidelity is unitarily invariant). Let& € S(H) and U e U(H). Then

FE =FU o&Eon. (2.59)
Proof.

TD(UTOSOU):f WU e Eo )W) y)y dy
tyeH:lyll2=1}

f WIUE (U 1) wiU) Uy dy (2.60)
{yeH:llyl2=1}

(PIE (1) (pl) Iy dop = F(E),

f{(l)GHZ\IwIIz:l}

using the change of variables ¢ = U’y and the fact that the Haar measure is unitarily invariant ( dy =
dep). [ ]



PRELIMINARIES TO BENCHMARKING
PROTOCOLS

This chapter provides a summary of more specialized prerequisite concepts directly related to random-
ized benchmarking protocols and introduces some of the important notation and definitions used
throughout the rest of the thesis. Some topics in subsequent sections are connected and build upon
each other. The goal is provide the reader with all the tools available in literature to understand the
description and proof of randomized benchmarking type protocols. None of the topics covered here are
new results, but most of them are outside the scope of main textbooks in the fields. The presentation of
the topics is tailored to their application to benchmarking protocols.
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3.1. CONCENTRATION INEQUALITIES IN STATISTICS

This section briefly discusses upper bounds for the probability that the empirical average of N in-
dependent and identically distributed random variables (denoted X) deviates from its expectation
value (denoted ) by a certain amount € > 0. The results are due to Hoeffding [19]. The first bound
only depends on N and ¢, and in particular is independent of the variance.

Theorem 3.1.1 (Hoeffding’s first inequality). Let X,..., Xy be N independent and identically dis-
tributed random variables with a < X; < b almost surely, where a < b, and with the expectation value

satisfying £ [ %

= . Furthermore denote the empirical average X = L YN AL Then fore >0

P[&—m ze] < 272N, 3.1)

Proof. See [19]. [ ]

The second inequality also depends on the variance (denoted o) of the distribution and is generally

more stringent than the first. However, it requires a bound on 0.

Theorem 3.1.2 (Hoeffding’s second inequality). Let X1, ..., Xy be N independent and identically dis-

tributed random variables with a < X; < b almost surely, where a < b, with the expectation value

Xi Xi

satisfying k| £ a] = u and with the variance satisfying V [m] = g2. Furthermore denote the empiri-

cal averageX = LN AL Then foro<e<1

2 N

g~ +e

ol ) 1 \oZ5( o? \oon )
— > < —_—
[I ,ul_e] - (l—e) 02+€) ) 3.2)

Proof. See [19]. |

3.2. TELESCOPING SERIES

In this section, the telescoping series for an associative algebra is presented [16]. Let us begin with
the definition of an associative algebra.

Definition 3.2.1 (Associative algebra). An associative algebra is a vector space A over C equipped
with a bilinear map A x A — A, (a,b) — ab (the product) such that (ab)c = a(bc) for all a,b,c€ A
(associativity). If there exists a unit 1 € A such that 1a = al = a for all a € A, then A is an associative
algebra with unit. o

For an element a € A of an algebra it is customary to denote a™, m € N, as the m-fold product of the
elements a and define a° = 1, where 1 is the unit. The telescoping series for an associative algebra
with unit is given below.

Lemma 3.2.1 (Telescoping Series). Let A be an associative algebra with unit. Then for a,b € A and
meN,,

m . .
am-p"=Y a" I (a-bp . (3.3)
j=1
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Proof. By direct computation, it follows that

. . m . . . . m71 . . m . .
a™ Na-pp Tt =Y @I @Y = Y ™I =Y a" b
1 j=1 Jj=0 j=1

=a™"’-a’b" =a™ - b". [ ]

™5

J

3.3. SCHUR’S LEMMA IN ALTERNATE FORM

Here a restatement of Schur’s Lemma (Theorem 2.3.4) is given. It is equivalent to the theorem pre-
sented in the previous chapter, but is of a form that is more applicable to randomized benchmarking.
First, a lemma is presented that characterizes homomorphisms of representations.

Lemma 3.3.1. Let (V,R) be a finite-dimensional unitary representation (over C) of a finite group G,
and letp: V — V be a linear map. Then ¢ is a homomorphism of representations if and only if it is of

the form

1
¢=1G Y R(®AR(®' (3.4)

geG

for some A € L(V). Note that this form need not be unique.

Proof. First suppose ¢ is a homomorphism of representations. Then ¢R(g) = R(g)¢, or equivalently
¢ =R(g)pR(g)" for all g € G. Hence

1

- - R(2)pR(g)",
¢ |G|Z¢> |G|Z (&)PR(g)

geG

which is of the above form with A = ¢. Conversely define for some A € £(V) the map ¢ as in (3.4).
Then for any h € G it follows that

®R(h) =Y R(ARQ'R(h) =Y R§ARE 'W =Y RMARK™) =R, 35)
geG geG keG

where the change of variables k = h™! g is used by Cayley’s Theorem, Theorem 2.2.3. Therefore ¢ is a
homomorphism of representations. |

Using Lemma 3.3.1 together with Lemma 2.3.2 and Machke’s theorem (Theorem 2.3.3) a restatement
of Schur’s lemma (Theorem 2.3.4) is presented for finite-dimensional, unitary representations of a
finite group G [31, 32].

Theorem 3.3.2 (Schur’s Lemma, twirl form). LetG be a finite group and let (H, R) be a finite-dimensional,
unitary representation of G on the Hilbert space H with decomposition

P p
’H=G§1’Hf"" and R:G?R;B"i
1= 1=

into irreducible and mutually inequivalent representations (H;, R;) which occur with multiplicity n;.
Let B={v;,li =1,..,Dim(H), k=1,...,n;, 1 =1,..,Dim(H;)} be an orthonormal basis of H such that
for fixed i and k, the subset B; x = {v; k1l = 1,..,Dim(#;)} is an orthonormal basis of the subspace
carrying the k-th copy of the i -th representation. Define the operators

Dim(H;)

Pijr = ), VikiWip ',
=1
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which in case that k = k' are orthogonal projectors on k-th copy of the space H; and otherwise are
isomorphisms between the k-th copy and k'-th copy of H; (for fixed i). Then for any A€ L(H),

1 P nj
= ZR(g)AMg)*:Z( > ek,k/P,-,k,k/). 3.6)
Gl geG i=1\k,k'=1
where
1 . pimH
= —— Tr[AP], = ——— LAVT ).
Skk = Dy TAPLeR = Bim ey jiZ:I (wj, Avy,)

For notational convenience, define the n; x n; matrix&; := [fk,k’] e fori=1,...,p.

Proof. First note that by Maschke’s Theorem, the representation permits the stated decomposition
into irreducible and mutually inequivalent representations. The left-hand-side of (3.6) is a homo-
morphism of representations by Lemma 3.3.1 and in fact all homomorphisms of representations are
of this form. Now each space H; carries (possibly multiple copies of) irreducible and mutually in-
equivalent representations, meaning that there does not exist an isomorphism between any pair of
spaces H;, H; that is a homomorphism of representations, whenever i # i’. By Schur’s Lemma then,
the only homomorphism of representations between any pair of different spaces #; is the trivial map
¢ = 0. This is expressed on the right-hand-side by fact that the resulting operator is block diagonal
with respect to the spaces H;, since it is the sum of isomorphisms only between (possibly different)
copies of the i-th subspace #;. Between two copies k and k' of a single space #; there exists isomor-
phisms, which in case k = k' must be of the form ¢ = & ¢ P; i,k by Schur’s Lemma and in case k # k’
may be chosen in the form { i P; i 1. Note that P; i i is just the projector onto the k-th copy of H;
and is therefore the identity when restricted to this subspace. This proves the validity of (3.6).

In order to compute & i p» DOte that
PiwwPl. . =6,.6.:P, ¢
LK b R K'Y i kK

Now multiply (3.6) from the right with PiT L and take the trace,

1 P n;j
Tr EZR(g)AR(g)TPiTjCJE, =Tr Z( Y &wPirk Pfkk‘
g<G i=1\k,k'=1
1 T N P n
G Tr[R@ AP (R@T|=Tr| Y Y CeudupdiP i
g€G i=1kk'=1

! f T l-Ye ) 3.7)
ﬁgEGTr[R(g) R APT . | —kz::lfk,k,Tr[Pak’k,]

1 &
= Y 1[AP] | = ¥ ¢ o8 Dim(Hy)
|G| 4cG i,k,k =

T T A
Tr[AP] o | = ¢4 o Dim(Ha),

from which ¢},  is easily computed. In the second line it was used that PZT T P; 1  isahomomor-
phism of representations, i.e. Psz E,R(g) = R(g)PinC i forallgeG. [ |

3.4. THE PAULI MATRICES AND THE PAULI GROUP

The Pauli matrices and the Pauli group form a fundamental set of operators in quantum information
and in particular in benchmarking protocols. In order to even understand the Clifford group, one
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needs to first understand the Pauli group. In this thesis, both groups are limited to their respective
multi-qubit cases, but work has been done [17] in generalizing this to arbitrary qudit systems.

The Pauli matrices are special in several ways. They are both unitary and hermitian, having eigen-
values +1 only. Furthermore, the Pauli matrices either commute or anti-commute. The multi-qubit
Pauli group can be thought of as defined by their commutation relations. Here, the definition is just
given in terms of their matrix representation.

Definition 3.4.1 (Set Pauli matrices). The single-qubit Pauli matrices, elements of £(C?) are defined

by
1 0 0 1 0 —i 1 0
S S S R (A
Denote P, = {X,Y, Z, I} as the set of single-qubit Pauli matrices. Let H = C?" be the state space of a
g-qubit system. Then the set of g-qubit Pauli matrices P, < L(H) are defined as Ps:=1,X,Y, VASER

Furthermore denote Py := Py\{I ®4} as all non-identity Pauli matrices. Finally, define Q, = Z‘qu

q . . .
and Q; =272 P; as the same set of matrices, scaled by a factor -L_ This scaling serves the purpose

V24’
of being normalized in the Hilbert-Schmidt norm. For notational convenience, the subscript g is
dropped when it is clear from the context. O

In the Liouville representation (see section 3.6), the normalized Pauli matrices form an operator basis
of L(H) so therefore it is convenient that they are orthonormal (with respect to the Hilbert-Schmidt
inner product). For that reason, the sets Q and Q* have been introduced. In summary of this nota-
tion, P means regular Pauli matrices, Q means normalized counterpart and a superscript * is used
to indicate the non-identity Pauli matrices from their respective sets. From here on out, the sub-
script g will be dropped to indicate that it concerns the set of (normalized) g-qubit Pauli matrices.
For the set of (normalized) single-qubit Pauli’s, the notation P; or Q; will be used to emphasize
this. In the single-qubit case, all Pauli elements commute with themselves and with the identity, and
anti-commute with the other two. This is easily verified by direct matrix multiplication. The com-
mutation properties of the multi-qubit Pauli matrices are more difficult. Two lemma’s regarding the
commutation properties are presented.

Lemma 3.4.1 (Non-identity Pauli’s commute with precisely half of all Pauli’s). Let o € P*. Then o
commutes with precisely half of the elements of P and anti-commutes with the other half.

Proof. Write 0 = ®;.7:1 o and choose a k such that o # I. Let 7 € P and write it as 7, = ®;7:1 Tj,
such that 7; can be any element of P, for j # k, but fix 7. = v. Now either 7; (thatis, v = I) commutes
or anti-commutes with ¢. If it commutes with o, then so does 7, for v = 0} and 7, will anti-commute
with o for v € 791* \{ok}, and vice versa. This follows from the single-qubit commutation relations.
Therefore, half of all elements 7 € P commute with ¢ and half anti-commute. [ |

Now that it is clear that half of the elements commute and the other half anti-commutes with every
non-identity Pauli, one can ask the question if for each pair of different non-identity Pauli’s, there ex-
ists a third that commutes with the one and anti-commutes with the other. The next lemma answers
this question in the positive.

Lemma 3.4.2. Forallt,T € P*, such thatt # , there exists ac € P* such that

orot=-1 and otol =1%. 3.9

Proof. The proof is by induction on g. For g = 1, simply take o = 7, since any element of P, com-
mutes only with itself and anti-commutes with all others from the set. Suppose, as the induction
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hypothesis, that for all 7,7 € 73;, T #1, there existsa o € P; such that oto' = -t and of0' = 7, for a
certain q. To proof that is then also holds for g + 1, pick a 7,7 € P}, such that 7 # 7 and write them
asT=T14®7) and T = T,®7;, where 74,74 € Py (including the identity) and 71,7, € P1. There are five
cases to distinguish:

1) 74,74 € P; and 74 # 74. Then by the induction hypothesis there exists a 04, € Py that anti-
commutes T4 and commutes 4. But then ¢ := 04 ® I anti-commutes with 7 and commutes
with 7.

2) 14,14 € 73; and 74 = 4. Then 7, # 7;. Note that either 71 or 7; may be the identity. By
Lemma 3.4.1 there exists Uz; € P; that commutes with 7 = 7 and a o,€ 73; that anti-commutes
with 7 =7. Nowift); #Tand 7; # I, then o = a; ® 7 satisfies the commutation properties of
(3.9). If #; = I, then pick any o € P \{71} so that 0 = 0, ® 0 satisfies condition (3.9). Finally

q
if 71 = I, then pick any o € P;'\{f1} so that o = o, ® 0 satisfies condition (3.9).

q
3) 14€ P; and 7, = I. Then by Lemma 3.4.1, there exists an o, € 77; that anti-commutes with 7 4.
Since 7, = I, 04 also commutes with 7 4. Thus 0 = 04 ® I satisfies (3.9).

4) 75€ 79; and 74 = I. Then 71 # I. By Lemma 3.4.1 there exists 0:’, € 73;; that commutes with

7 and a 0, € P; that anti-commutes with 7. Since 7 = I, both will commute with 7. Now if
t1 =11 # I, then pick any o1 € P/\{71} so that o = 0,801 satisfies (3.9). If 71 = I pick any
o1 € Py \{r1} sothato = U; ® 0 satisfies (3.9). Finally if 7 € P} \{r1}, then o = a; ® T satisfies
(3.9).

5) Tq=74=1.Thent,7; € P with7 #7;. Theno=I®1%; € P;+1 satisfies (3.9) for T and 7.

*

In all cases, an explicit o € 79; +1 Was constructed such that (3.9) was satisfied for arbitrary 7,7 € P g+1
completing the induction. |

The set P does not form a group under matrix multiplication, since XZ = —iY ¢ P;. To remedy this
situation, one needs to add all multiples of i"0, n = 1,2,3,4, 0 € P of the Pauli’s to the set. This closes
the set under multiplication. The group is therefore defined as follows.

Definition 3.4.2 (Multi-qubit Pauli Group). The multi-qubit Pauli group fq is defined as

making it a group under matrix multiplication. d

Note that P, contains exactly one representative from the quotient group 557 /U(1) and are there-

fore isomorphic. However, to think of 5q =P4/U(1) as a group is not useful, since it disregards the
commutation relations between the Pauli elements.

3.5. THE CLIFFORD GROUP

The Clifford group has first arisen in quantum information in the context of stabilizer codes and fault
tolerant quantum computing [33, 34]. In this context, the group was (implicitly) defined by the set
of generators {H;, S;, CNOT;}, where H; and S; are the gates H and S on qubit i and identity on the
rest, whereas CNOT;; is a CNOT gate between qubit i and j with the identity on all others. These
gates are explicitly given as

1 (1 1 1 0
H=— ; S= .3 CNOT = 3.11
ﬁ( ) ( z) @10

(=il
o o = O
— o O O
O = O O
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Even in this definition, it was realized that there was some connection between the Clifford group
and the normalizer of the Pauli group in the unitary group. However, the normalizer is of infinite
size, since the centralizer of the Pauli group in the unitary group is the set {¢1: 8 € [0,27)}. Later,
the Clifford group was then defined as the normalizer of the Pauli group in the unitary group, divided
out to global phase, and each coset is given a representative with zero global phase [17, 18]. This is
formalized in the definition below, that will be used in this thesis.

Definition 3.5.1 (Clifford group). The (complex) Clifford group on g-qubits is defined by
Cq=1UeURN UaU" e P, forallo e Py} /U, (3.12)

where U/(d) denotes the unitary group of d x d unitary matrices over C. Again the subscript g is
dropped when clear from the context. O

The global phase may be ignored since U and e®U conjugate a Pauli in the same way, and it is

convenient to do so since it makes the Clifford group a finite group. This definition is slightly different

that the generating definition above. To see this, note that (H. S)3 = al, with a = 1—\;; = et . Therefore

the set generated by the Hadamard (H), phase (S) and CNOT gates is actually the set UleO a“Cq,
therefore containing 8 times as many elements. In [17] it was shown that H, S and CNOT form
a necessary and sufficient generating set for the Clifford group up to global phase for any g-qubit
system (in fact they generalize it to arbitrary qudit systems), and they provide a constructive proof,
showing how to decompose any Clifford into the product of its generators (up to global phase). That
is to say

Next it is of interest what the size of the Clifford group is, following Definition 3.5.1. From this def-
inition, it is not even clear that it is finite. However, the discussion above about the generators of C
made it clear that the group is finite, since it is finitely generated and each element has finite order
(H?2=8*=1, and CNOT? = I, ® I, = I). Clifford elements are defined to be unitary matrices that
send Pauli matrices to Pauli matrices under conjugation. Conjugation must preserve the structure of
the group P. Take two elements O,TE P and CeC. Then o — CoCt and 7 — CzC'. But the product
is then respected under conjugation, since

o1 — CotC' = (Coch(crCh. (3.14)

In particular, the identity Pauli I must be mapped to itself, since I — CICT = CC" = I. Finally, by
linearity, if it is defined where o is sent under conjugation, then so is i" ¢, for n =1,2,3. So, conjuga-
tion preserves the group structure and in particular preserves commutation and anti-commutation
relations in . Let us consider the single-qubit Clifford group C;. Taking all previous considerations
into account, it is enough to know where X and Z are sent under conjugation by a Clifford element
C € C;. This is because then the images of i X and i Z are also determined and P; = ({X, Z,iX,iZ}).
Because group structure is preserved, it is then determined where every Pauli is sent. This uniquely
defined the Clifford element C € C, since global phase is divided out. In conclusion, there are 6 pos-
sible elements that X can be sent to under conjugation by C € C;: +X,+Y,+Z. Now X can not be
sent to Y for example, since then X2 = I must be sent to (i Y)? = —I under conjugation by C, which
can not be done. Since X and Z anti-commute, so must their images under conjugation. Therefore
Z can not be sent to +CXCT, leaving only 4 options remaining. Hence, |C;| =6-4 = 24.

This reasoning can be generalized to C, yielding the following result [18].

Theorem 3.5.1 (Size of the Clifford group). LetCy be the q-qubit Clifford group defined as in Defini-
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tion 3.5.1. Then
q . . ) q | ) q )
ICql = [] 24/ —1)47 =292 [ (47 —1) =27 *24 [ [ 4J = 229734 (3.15)
j=1 j=1 j=1

Proof. As discussed in the text above, conjugation respects the group structure, since for any o, 7 € P
one has 07 — Co1CT = (CoCh)(CtCh). This is a restriction to all possible bijections on fq. Denote
Xje 5‘, as the element with all identities and a X on qubit j. Explicitly, X; := 1°U-NeXxe1®@-7 and
define Z; similarly. It is sufficient to know where all X; and Z; are sent under conjugation by C € C,
to uniquely identify C, since 7_76, =X}, Zj,iX;,iZ 1}7:1>' Of course, knowing where X; is sent, also
means knowing where i X is sent. Again X; can not be sent to io, for any o € P, since then X]2 =1
must be sent to (io)? = —1I, which can not be done. Finally, X j can not be sent to I, since I commutes
with everything and X; does not commute with Z;. Also, I is already being sent to I and conjugation
is a bijection from P to itself. Thus, Xq4 can be sent to precisely every element of +P;. There are thus
| + P;I =2(49 - 1) possibilities. Now Z4 can only go to elements that anti-commute with the image

of X4. By Lemma 3.4.1, X; commutes with exactly half of the elements of P (including the identity)
2P,

and anti-commutes with the other half. Therefore, there are = 49 elements in +P; where Z,
can be sent to that anti-commute with the image of X,,. Let H, :={C € Cq: CX,C' = X,, CZ,C" =
Z4} = C4 be the subgroup that leaves X; and Z; invariant. Then H, is isomorphic to C4-1 (by just
‘forgetting’ about the final qubit) and H, has precisely 2(47 — 1) - 49 cosets in C4. By Theorem 2.2.4
and |Hy| = |C4-1] it then follows that |Cy4| = 2(49 - 1)49|C,41|, yielding the conclusion. [ ]

Evaluating the above result, already yields |C,| = 11520 and |Cs| = 92897280. The size of the Clifford
group grows rapidly in the number of qubits, as |C4| = 206",

The Clifford group is a very important group in quantum information theory. Two important re-
sults will be given that serve to illustrate the importance of the Clifford group. The first is the fact
that Clifford elements can be efficiently simulated on a classical computer. This is known as the
Gottesman-Knill theorem [35] and is stated as follows.

Theorem 3.5.2 (Gottesman-Knill Theorem). A quantum circuit consisting only of the following ele-
ments can be simulated efficiently on a classical computer:

1. preparation of qubits in the computational basis;

2. quantum gates from the Clifford group C;

3. measurements of qubits in the computational basis;
4.

classical control based on measurement outcomes.

Proof. See [35]. |

For a more recent discussion of why this is so, the reader may refer to [17]. The main idea is that the
set P, (as a group via multiplication modulo global phase, which is then generated by X;, Z;) is iso-
morphic to a 2g-dimensional vector space V over Z, via the identification Z — (0,1) and X — (1,0).
Since Clifford elements send Pauli’s to Pauli’s, they can be represented as permutations over this vec-
tor space V. Applying Clifford gates then just amounts to keeping track of where the basis vectors
of V (corresponding to the generators X;, Z;) are sent (up to global phase). This is referred to as the
sympletic representation of the Clifford group [17, 36]. This then requires only O(2q) recourses, in-
stead of the O(29) required for the direct matrix multiplication. As a consequence of this sympletic
representation, it is also computationally efficient to sample uniformly from the Clifford group, even
though it is exponentially large is size. Also see [8] for an excellent discussion on this.
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The second result is that, although the Clifford group is not sufficient for universal quantum com-
puting, it is ‘as close as it can get’. This will be made precise below. Universal quantum computing
means that every possible quantum algorithm can be implemented from gates of the group to arbi-
trary precision (up to global phase). More precisely one says that a gate set W is a universal gate set
if for all € > 0 and all U € U/(29), there exists a unitary operation V € (W) such that |U — eV | < ¢
for some global phase ¢ (in some norm that need specification). Ideally, the gate set W is small and
consists of elements easily implemented in the lab. Furthermore one hopes that the operation V can
be decomposed into products of elements from W efficiently (in time on a classical computer as well
as in the number of gates in the decomposition for experimental application). Several gate sets that
satisfy these properties are known, and the most important one is the set W = {H;, T;, CNOTj;} [23],
where T; is the T-gate on qubit i, defined by
1 0
T= i
4

0 e (3.16)

Since T? = S, it is clear to see that (C U; {T;}) = (W). In [23] it is shown that this set W is universal, but
it does not provide a means of compiling any unitary into the product of elements from W. This is
provided by the Solovay-Kitaev theorem [37]. It states that any element V € (W) that approximates
the target unitary U to arbitrary precision € > 0 can be found in O(log,.(¢71)) for some fixed constant
¢ both in time and in number of gates. The proof is constructive and therefore provides an explicit
way of doing the desired compilation. In a sense this means that “adding T to the Clifford group”
results in an efficient, discrete universal gate set. This is what was meant by the statement that the
Clifford group is ‘almost’ universal. This result can in fact be generalized to the following: For any
gate R € UERH\C,, the gate set Wg = {H;, S;, CNOT;}, R;} is a universal, discrete gate set [38]. How-
ever, this proof is very complicated and non-constructive, providing no means to decompose (let
alone decompose efficiently). Therefore in practice R = T is always chosen.

3.6. THE LIOUVILLE REPRESENTATION

In this section a particular form of the natural representation of quantum channels (see subsec-
tion 2.5.3), known as the Liouville representation, (Pauli) transfer matrix representation of affine
representation, will be presented [15, 16] and some notation for it will be introduced. For simplicity
of notation this section is restricted to quantum channels £ € S(#), i.e. CPTP linear maps from L(H)
into itself, but can be extended without any problem to CPTP maps from L£(Ha) to L(Hg). For a
g-qubit system, the underlying Hilbert space is of dimension d = 29. After introduction of the repre-
sentation, it is applied to the Clifford group. This section contains some important results regarding
the Liouville representation of the Clifford group and it is the foundation of most benchmarking pro-
tocols.

3.6.1. DEFINITION OF THE LIOUVILLE REPRESENTATION

Recall that the natural representation consists of picking a basis {E; : i = 0, v, d? =1} of L(H) that
is orthonormal with respect to the Hilbert-Schmidt inner product (E;|E;) = Tr[E;rE il=46;jand a
mapping n: L(H) — H ® H defined by E; — |e;), where {|e;)} is the an orthonormal basis of H ® . A
quantum channel £ € §(H) then has the natural matrix representation in L(H ® H) via K : T (H) —
L(H ® H) defined by

a*-1 a*-1
E—KE) = Y (EIEENNEMEN = Y (EJIEE)) e (eil. 3.17)
i,j=0 1,j=0

This is all very similar to the matrix representation of linear operators on a Hilbert space. For that
situation, the Dirac notation was introduced as a convenient way to represent vectors and matrices.
The exact same thing can be done for the natural representation of quantum channels. Let us identify
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|- : L(H) — H ® H with the map 7, then |E;)) = |e;). Also define (E;| = |E;nT. Any operator A€ L(H)
can be expanded in the basis {E;} as A =} ; (E;|A) |E;)). Note that in this notation ((A|B)) = (A|B) =
Tr[ATB] for A,B € L(H). Therefore the natural representation (3.17) can be expressed using this
notation as

da’-1

E:=KE&) =) IEEMNE, (3.18)

i=0
where the boldface is used to distinguish the matrix representation from the actual abstract channel.
As discussed in subsection 2.5.3, this representation will respect the action of vectorization (by the
definition above), the product (composition), the adjoint and the tensor product. In equation form
this becomes the following. For £1,&, € T (H), A, B,Q € L(H)

1E20E1(A)) =& 1E1(A)) =E61 | AY,

€20 E1(A®B)) =E20E|A®B)) =€ ®& |A)) |B) =E2|A) @& |B)),

€T =& T1AY

Tr[Q&1 (A)] = (QIE1 (A)) = LQI& A,
where | A)) |B)) is understood to mean |A)) ® | B)). Note that the final expression is again ambiguous,
inherited from the Dirac notation, since & is not necessarily hermitian. Typically (Q|&;|A)) is un-
derstood to mean (Q| (€1 |A)»). When confusion may arise, the notation (QI|&;(A)) = (QIE1(A)) is

preferred, where the last inner product is just the Hilbert-Schmidt inner product. In case that & is
hermitian, i. e. if (€1 (A)|B) = (A|€1(B)) for all A, B € L(H), then there is no ambiguity in this notation.

(3.19)

In the previous section, the orthonormal basis of £(#) for the natural representation was implicitly
chosen as the canonical basis, the basis identified with the outer product of the canonical basis of
‘H. A priori there is however no reason to choose that basis, and in the Liouville representation, a
different basis is chosen, namely the normalized Pauli basis. The normalized Pauli basis is defined
as follows.

Definition 3.6.1 (Normalized Pauli basis). Let H be a Hilbert space of dimension d = 29. Then the
normalized Pauli basis is an orthonormal basis of £(#) with respect to the Hilbert-Schmidt inner
product, and is defined as Q := {oo} U Q;, where

o0 =—=12"= 1,
\/la vd (3.20)
Q; = ﬁ{fz,X, Y, Z}*N\ {0}
In this definition I, is the n x n identity matrix and X, Y, Z are the Pauli matrices, given by
S S i A |
For notational convenience, the subscript ¢ is dropped when clear from the context. |

There are 49 = 229 = d? basis elements, which can easily be shown to be complete and mutually
orthonormal. At this point, there is nothing special about oy compared to the elements of Q7 ; this is
at the moment just a notation that is already being set up for later purposes. However do note that
0y is proportional to the identity and the only element of the basis with non-vanishing trace. In fact

(ool A = AL for any A€ L(H), such that (oolp) = Tjg] = L forall p e D(H).

Next, two basic properties of the Liouville representation will be discussed for trace preserving and
positive channels. The first property is that if the channel is trace preserving then the top row of the
Liouville matrix satisfies £y = 8o . The second proposition establishes that if the channel is positive,
then the entries of the Liouville matrix are real and between -1 and 1.
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Proposition 3.6.1. Let £ € T (H) be a superoperator and denote d = Dim(H). Then the following
statements hold for the corresponding Liouville matrix £ :

(1) & istrace preserving if and only if € = 6o forall j =0,..., a’-1;
(2) If€ is positive, then € ;j € R;
(3) If€ is completely positive and trace preserving, then -1 <€;; <1 foralli, j=0,..., d’-1.

Proof. (1). Let us start by computing the top row of €.

LE(O’Q)] _ Trié(oo)] _ TrlE(D]

500=((Uo|5|00>>=Tr[\/E Va PR

(3.21)
1 Tr[E(T)] . 2
Eoi=Uopl€ltyH =Tr[—=E(1)] = , VreQ*(j=1,..d —-1).
v va va !
Now if £ is trace preserving, then £y = @ = % =land&; = %\/g” = Tr—\/%] =0forallte Q* or

j=1,..,d*—1. On the other hand, if £; = 8o}, then Tr[€(d¢)] = Vd = Tr[o,] and Tr[£(7)] = 0 = Tr[7]
forall 7 € Q* or j = 1,..,d%> — 1. Since Q is a basis for £(#), one can express any A € L(H) as A =
Z;iial ajo;. Then

d’*-1 d*-1 d*-1 d*-1
Tr[E(A)] =Tr 5(2 aja,-) =) a;TrlEw@Nl= ) a;Trlojl=Tr| ) ajo;|=Tr[Al],
j=0 j=0 j=0 j=0

so & is trace preserving.

(2). If £ is positive, then it maps hermitian operators to hermitian operators. To see this, write
A= A" € Herm(#) and use the spectral theorem to decompose it as A =) ; A;P;. Then (£ At =
Y JL;‘ EPNt = Y i AiE(P;) = E(A), since A; € R because of the fact that A is hermitian and £ (P;) €
Pos(#) c Herm(#) by positivity of £. In particular, this means that (£(0))" = £(0) forall o € Q, since
o =o' Therefore it follows that

(alElTN* = (IE@N* = (Em)o) =TrE (M) o] = Tl ()] = TrloTE @) = «alElTY,

meaning that £;; = (ol&|T)) € R.

(3). By Proposition 2.5.3, one has that 5,-]- = {o|&)T) = TrlJ(E) (o ® tT)]. Since & is CPTP, Theo-
rem 2.5.5 implies that J(£) = 0 and Tr[J(£)] = d. Furthermore -0y ® 0y <0 ® T <5y ®0y. Equiva-
lently, 0g ® 09 + 0 ® 17 = 0. By Proposition 2.1.5, for any two positive semi-definite matrices A, B > 0
it holds that (A|B) = 0. Using this it follows that

TrJ(E)(og®0p+a 1) = J(E)og®0g+0 T ) =0

This is equivalent to
1
+Tr[J(E) (0 @1 )] < TrJ(E) (09 ® 00)] = Tr[](S)E] =1,

yielding the result. u

Item (1) of the above proposition is sometimes written slightly differently. Suppose £ is a trace pre-
serving map. Now defining the vector a(€) with entries [a(E)]; = (T|€|0¢), the Liouville represen-

tation of £ can be written as
1 0

al&) &y

where &, is referred to as the unital block. This directly follows from item (1) of the proposition.
Often in the analysis of benchmarking protocols, the quantity la(&)]1? is encountered, where || - ||

£= , (3.22)
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denotes the Euclidean norm (2-norm). This quantity, known as the nonunitality of a superoperator
&, then equals (assuming & is positive, so that the entries of a(£) are real)

la@I* =Y xI€loon?. (3.23)
TeQ*

Finally a simple lemma is presented that is frequently used in the analysis of benchmarking proto-
cols.

Lemma 3.6.2. Let&,E €T (H) be any superoperator and Ay, Ay, By, By € L(H). Then

(A1 ® A21€1 ® E2| By ® Bo)) = (A11€11B1)) (A2|E2|Bo)). 3.29)

Proof.

(A1 ® Az|Ey ® E3|By ® By)) = Tr[(A; ® A2)((£1 ® E2) (B ® By))]
=Tr[(A; ® A2)(&1(B1) ® £2(B2))]
=Tr[(A1£1(B1)) ® (A2E2(B2))]
=Tr[A;£1(B1)] Tr[A2E2(B2)]
= (A1l&11B1) {A2|E21By)). u

3.6.2. THE LIOUVILLE REPRESENTATION OF THE CLIFFORD GROUP

In this section, the Liouville representation of the Clifford group is discussed. The first result is to
decompose this representation into irreducible ones. Next, something is said about tensor powers
of the Liouville representation. These notions are building blocks for benchmarking protocols over
the Clifford group.

Theorem 3.6.3 (Liouville representation of the Clifford Group). Let C < U(H) be the Clifford group,
acting on the d-dimensional Hilbert space H, with d = 29 and Q be the normalized Pauli matrices.
Let V =Spanf{|o)):0 € Q} and R :U — L(V) given by U — U. Then (V, R) is indeed a representation in
the sense of Definition 2.3.1 and V = Vig & V,g; is its decomposition into irreducible and inequivalent
representations, where Viq := Span{|oo))} and Vagj = Vlj =Spanf{lo)):0 € Q*}.

Proof. (V,R) is a formal representation, since R(I) = I is in fact the identity on V and R(AB) =
AB = R(A)R(B) for A,B € C. To see that Viq is a subrepresentation, note that all Cliffords leave
|oo)) invariant, since Clog)) = |C(go))) = |CooCt)y = I\/LHCICT» = I\/La)) =|oo) for all C € C. Because
Dim(Vjq) = 1 it must be irreducible.

By Maschke’s theorem V,4; is also a subrepresentation. The main effort of this proof is showing that
it is irreducible. First, let us note that P < C, since for all 0,7 € P one has oro’ = 1, because
Pauli’s either commute or anti-commute. Moreover this means that the Liouville representation of
any o € P, 0, is diagonal in the normalized Pauli basis Q (that is o |7)) = +|7)) for all o € P and all
T € Q), with entries +1. As a result, the representations commute! That is for all o,J € P it holds that
06 =60.

Now suppose W < V,q; is an irreducible subrepresentation and let Py, denote the orthogonal projec-
tion onto W. Then CPy = Py C for all C € C. So in particular Py commutes with every element of
P* :={o:0 € P* c(C} and therefore must also be diagonal in the same basis Q*. Lemma 3.4.2 shows
that for all 7,7 € Q™ satisfying 7 # 7, there exists an ¢ € P* such that g |7)) = —|7)) and o' |T)) = |T)).
Therefore the set P* of 47 — 1 = d? — 1 Liouville operators is a complete set of commuting operators
on V,qj, meaning if ones specifies an eigenvalue (+1) for each operator in P* this uniquely defines a
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simultaneous eigenvector |7)) € Q*. Therefore Q* is the only basis that simultaneously diagonalizes
all elements of P*. Since Py commutes with all elements of P*, it is diagonal in the basis Q*. As a
consequence of this result, the space W must be of the form W = Span S for some subset S < Q*. To
illustrate this, suppose that a linear combination of elements |v)) = a|7)) + B|T)), with 7,7 € Q" and
a,P € Cisin W. Then there exists a 0 € P* < C such that |[v')) =o' |v)) = a|1)) — B|T)) is also in W.
Since Span{|vy), |v')} = Span{|t)), |£))}, W must be of the claimed form.

By the definition of the Clifford group as the normalizers of the Pauli group in the unitary group, one
hasforall T € Q* and all C € C that C|1)) = |7)) for some 7 € Q*. Moving C over to the other side yields
I = CT 13, showing that for all 7 there exists an Clifford element C'eCand af € Q* that sends a
basis function 7 to T under conjugation. Therefore V,4; = W is irreducible. Finally since Dim (V,qj) =
|Q*| =49-1>1=Dim(Vyq) for all ¢ = 1,2,..., the two representations are inequivalent. |

In the analysis of various benchmarking protocols, higher tensor powers of the Liouville representa-
tions are encountered. In general however, it is not easy to find the irreducible subrepresentations
of a representation ¢®" given the irreducible subrepresentations of ¢, even for the simplest case of
n = 2. The study of tensor power representations of the Clifford group has been done very recently,
and is connected to the concept of unitary ¢-designs [39, 40]. Only recently, the full characterization
of the tensor-2 Liouville representation has been found [41]. The full result is not quoted here, but
some intermediate results along the way are presented. First of all, Lemma 2.3.8 can be applied to
find the trivial subrepresentations of the tensor-2 Liouville representation. Since the Liouville rep-
resentation decomposes into two inequivalent irreducible subrepresentations, there are two trivial
subrepresentations present in the tensor-2 Liouville representations.

Proposition 3.6.4 (Trivial subreps of Liouville tensor-2). Let (V, R) be the Liouville representation of
the Clifford group C (i.e. ¢(C) =C for C € C) on the space V = Span{|o)) : 0 € Q}. Then the tensor-2
Liouville representation R®? has two trivial subrepresentations (on V ® V) spanned by

lop® ooy and ) lo®o), (3.25)
geQ*

respectively.

Proof. In Theorem 3.6.3 it was shown that V decomposes into irreducible representations as V =
Vid ® Vagj, where Vig = Span{|oo))} and V,q; = Span{|o)) : 0 € Q*}. The task is now to find the trivial
subspaces of

VeV =(Vq®Vig)® (Vig ® Vagj) ® (Vagj ® Vid) ® (Vagj ® Vagj)-

The first space in this decomposition is of dimension 1, so therefore
Viq ® Vig = Span{|og ® o))}

is a trivial subrepresentation of R®2. The second and third spaces are equivalent to Vagj via the
identification 0 — g9 ® 0 and o — 0 ® 0 respectively. Since V,q;j is irreducible and of dimension
greater than one, it does not contribute any trivial subrepresentations. Now the subrepresentation
on (Vaqj® Vag;) is reducible, and it is not easy to find all of its irreducible subrepresentations. However,
there is one and only one trivial subrepresentation present and it is easily found using Lemma 2.3.8,
using the fact that (V, R) is a real-valued representation (Proposition 3.6.1) so that V* = V, yielding
the second trivial subrepresentation

Span{ ) |0®0)} < Vagj ® Vagj-
oeQ*

It can also be seen that these are all trivial subrepresentation by considering the character inner
product (yvev, x1) = (xv,xv) =X;ni =1*+1*=2, [ ]
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Furthermore there has been work done in finding the value of the character inner product () gez, ¥ ps2),
which provides information on the decomposition of V®2 by Theorem 2.3.7.

Lemma 3.6.5. Let (V,R) be the Liouville representation of the q-qubit Clifford group C. Then

15, ifg=1,
(XRre2, XRe2) =429, ifg=2, (3.26)
30, ifg=3.
Proof. See [39]. |

The full characterization of the Liouville tensor-2 representation (V& V, R®2) has been carried out in
[41] for all qubit systems. The single-qubit results are quoted as needed.

3.7. DEPOLARIZING CHANNEL

In this section the depolarizing channel is defined and some of its most basic properties are dis-
cussed. A depolarizing channel is a particular CPTP quantum channel that only depends on a single
parameter. It is defined as follows.

Definition 3.7.1 (Depolarizing channel). A depolarizing channel © € S(#) is a quantum channel,
characterized by a single parameter f € [ ﬁ, 1], defined by

1
G)f(X):z fX+(1—f)Tr[X]E, (3.27)
for all X € L(H), where I € L(H) is the identity on H and d is the dimension of . a

It is easily verified that this channel is trace preserving (for any f). The restriction f € [—ﬁ, 1] is
to ensure the complete positivity of the channel. Usually, quantum channels are applied to density
operators p € D(H), satisfying Tr[p] = 1. The first lemma states that the m-fold composition of a
depolarizing channel is also a depolarizing channel, and it gives its depolarizing parameter.

Lemma 3.7.1 (m-fold composition of depolarizing channel is depolarizing). Ler®¢ be adepolarizing
channel and m e N.. Then for any p € D(H)

O4L107(p) =0 m(p). (3.28)

Proof. The proofis by induction to m. For m = 1 the statement is trivial. Suppose that O’s“:1® =05k
for some integer k. Then

(0Eer) =0/ (0ki010) =0/ (0:(0)

I I
=0 (fkp+ (l—f’“)a) :fk@f(p)+(1—fk)@f(3)

I I I (3.29)
=M+ =N+ a-Ho= o ffa-pra-rh) S
d d d
I
— fk+1p + (1 _fk+1)3 = ®fk+1 (p)’
using the fact that O (é) = é. This proves the lemma by induction to m. u

The second lemma relates the depolarizing parameter to the average gate fidelity.
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Lemma3.7.2. Let®y € S(H) be a depolarizing channel. Then F(© A=rf+ %, where d is the dimen-
sion of H.

Proof.

FOp) = f W10,y whly) dy
{yeH:lyl2=1}

I
f f ) ply) + 1 - )wl=ly) dy
weH:lyla=1} d

- (f+1%f)fm/eﬂz|wu2:n dw:f+l%f' "

Finally, the Liouville representation of a depolarizing channel is given.

Lemma 3.7.3. Let© be a depolarizing channel. Then is has Liouville representation

O =looN ool +f Y, lTH(l. (3.30)

T€EOq

Proof. Let us pick an arbitrary p € D(#). Then in Louiville representation

lo) =1oo) Koolp) + Y [TH (Tlp) 3.31)

TEG’q
so that
Orlp» =loo) Kool + f Y [T (Tlp)

T€EOg
=loonooled + flN — flooh Koolp)
== Ploonoolp) + flp)
_1=f
= |T

(3.32)

I+ fo» =107(0)),

using the fact that |og)) {oolp)) = \/LE loo) = Ié», proving the claim. [ |

3.8. TWIRLING OVER THE CLIFFORD GROUP

In this section, twirling over a quantum channel is introduced. The definition is given for general,
finite subgroups of the unitary group. It can easily be extended to infinite groups such as ¢/(d). For a
complete discussion of twirling, the reader may refer to [31, 42, 43]. The twirl of a quantum channel
is defined as follows

Definition 3.8.1 (Twirl over a finite group). Let G be a finite-dimensional subgroup of U/ (), the
group of unitary operators on H under composition, (that is G < U(H) < GL(H) < L(H)) and let
A € S(H) be a quantum channel. Then the twirl over G is a map T : S(H) — S(H) given by

1

Te(A(p):=— Y gAg'pgg’ (3.33)
Gl ge6

for all p € D(H). When no confusion can arise, the notation A7 = Tg(A) is adopted for notational
clarity. Identifying with each U € /() the unitary superoperator U € S(H) given by U : X — UXU",
the definition can equivalently by written as

1

To(N):=— Y goAog'. (3.34)

Gl &%
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This second form is usually more convenient since it omits the use of an argument and is notationally
more clear. a

As a first result, it is shown that twirling over a group leaves the average gate fidelity invariant [23].

Lemma 3.8.1 | (Twirliilg leaves average gate fidelity invariant). Let A € S(H) and G <U(H) be a finite
group. Then F(A) = F(A7).

Proof.
— 1
F(A7) :f dw(wlﬁ Y gng v wigig' )
geG
1
== | dywigag i) wigg'y
Gl éet
1
=— Y | dp@IAIP) pDIg) (3.35)
Gl ¢t
1
-1y f dg (PIA(P) (D))
Gl ¢t
1 — —
G gZG (M) =F(A)

where in the third line the change of variables |¢) = g |y) is used together with the fact that the Haar
measure on the state space is unitarily invariant (dy = d(Uy) for any unitary U). u

The main result, on which randomized benchmarking is based, shows that To(A) = © I: for some
fel- #, 1] that depends on the channel A. By Lemma 3.8.1 and Lemma 3.7.2 then, FA) = ?(G)f) =

f+ l%f, where d is the dimension of the underlying Hilbert space . Hence, if an experimental
procedure exists to twirl over the Clifford group and obtain a value for f, the associated depolarizing
channel, then the average gate fidelity of the average error map A associated with the Clifford group
can be computed.

The proof given below makes use of the Liouville representation. The statement is then represen-
tation theoretical, and the proof follows by applying Schur’s Lemma. In order to do so, the irre-
ducible representations of the Liouville representation is needed. Alternative proofs exist, usually
constructed on the concept of a unitary 2-design. In order not to obscure the result, this route is
avoided here, but first some historical context will be given. In [23] it was first shown that the twirl
over the unitary group U (#H) produces a depolarizing channel, with the same average gate fidelity.
That is, it shows that

Ty(A) ::f dUUoAoU" =0y, (3.36)

where the integral is over the uniform Haar measure on ¢/ (), and furthermore that F( Ty (N) = F(A)
(the proof of this goes identical to the proof of Lemma 3.8.1). Then [5] showed that this provides a
scalable protocol to estimate the average gate fidelity of A%"$, the Haar-averaged error map over the
unitaries. Drawbacks at the time were the fact that decomposition of a unitary was not known to be
efficient in the number of 1- and 2-qubit gates, as well as sampling uniformly according to the Haar
measure and inverting. Then [43] was the first to generally proof that the Clifford group is a unitary
2-design, which is defined to be a group G < /() such that

1

Ty (A) =f dUUoAoU" = G

Y goAog'=TsA). 3.37)
geG
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Alternative, but equivalent definitions for a unitary 2-design exist, as well as generalizations to uni-
tary f-designs. A good summary of this is given in [42, 43]. Since uniform sampling and inverting
in the Clifford group can be efficiently done by using the sympletic representation, it was realized
that this provides a fully scalable benchmarking procedure. Finally [7, 8] was the first to provide an
explicit protocol together with a full analysis, expanding to the case of gate and time dependent error
channels which deviate only a little from the average A.

As discussed above, the underlying theorem of randomized benchmarking (T¢ (A) = © ) was histori-
cally worked out it different steps and using different proving techniques, neither of which depended
on representation theory. Here, a more direct approach is taken based on [31]. In order to do so, the
irreducible subrepresentation of the Liouville representation of the Clifford group are needed.

Finally all the lemma’s have been discussed in order to prove the main result.

Theorem 3.8.2 (Twirl of a quantum channel over C is depolarizing). Let A € S(H) be a quantum
channel and C be the Clifford group over the Hilbert space 1. Then the twirl of A overC is a depolariz-
ing channel,

1
Y ConoC' =0y (3.38)

Ar=—
ICI ceC

for some f depending on A.

Proof. The idea of the proof is to write this in Liouville representation and characterize the irre-
ducible subrepresentations such that Schur’s Lemma in the form of Theorem 3.3.2 can be applied to
obtain the result. In Liouville representation, (3.38) becomes

1

Ar=—— Y CAC' =|oo)(ool+f Y. ItH(rl=0©5. (3.39)
|C67| CeCy TEQ;

Let V = Span{lo)) : 0 € Q} and R: C — L(V) given by C — C. Then (V,R) is a representation and
decomposes into irreducible and inequivalent representations as V = Vig® V,4j, where Viq = Span{oo}
and V,4; = Span Q* by Theorem 3.6.3. By Schur’s Lemma (Theorem 3.3.2) then

1

Ar Y. CAC' = &g Py, +EagiPry = Eialoo (ool +Eagp Y T, (3.40)

|Cq| CeCy TeQ,*]

where &g = Tr[Aloo) {ooll = €oolA(og)) =1, since A is trace preserving and oy = \/LE’ and where
$adj = ZTGQZ (TIA(@)) =: f(A) is some parameter depending on A. Therefore the conclusion that
A7 =0y follows.







REVIEW OF BENCHMARKING PROTOCOLS

This chapter reviews three benchmarking protocols that I have studied in the course of this thesis.
These protocols have been developed over the last ten years and are now important experimental tools
for estimating gate errors independent of state preparation and measurement errors in an efficient and
scalable manner. Most of this chapter closely follows important literature on the protocols, but slight
modifications and different nuances have been made. The purpose of this chapter is twofold. Firstly
it shows the protocols we have studied in order to understand the statistical analyses of randomized
benchmarking that have been performed previously. Secondly it sets a foundation to build on, provid-
ing the necessary understanding for the statistical analysis of unitarity randomized benchmarking in
the next chapter.
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4.1. INTRODUCTION

This chapter reviews some of the current literature on randomized benchmarking protocols. In par-
ticular it aims to set up a framework for the statistical analysis of the unitarity randomized bench-
marking protocol in chapter 5. In order to do so, the standard randomized benchmarking protocol
is reviewed first in section 4.2. This section provides a complete description of the protocol as well
as a proof of why the protocol works, under the assumption of a gate and time independent error
model. This model can be extended using gate and time dependent perturbations, as is done in [8].
The assumption of gate and time independence may not be very realistic, but it is made here since
it is a required assumption in the thorough analysis of the number of random sequences needed to
perform the protocol [16]. Furthermore, the analysis is restricted to the Clifford group, even though
the proof shows that it works for any finite subgroup of the unitary group, that is a unitary 2-design
[8]. The restriction to the Clifford group is again done since the statistical analysis of [16] is specific
to the Clifford group only. The results of this analysis are briefly summarized.

The goal of this thesis, as stated in chapter 1, is to perform similar statistical analysis for protocols
related to randomized benchmarking. Interleaved randomized benchmarking, as discussed in sec-
tion 4.3, is such a related protocol. The review in this section is based on the original proposal of
[8, 44] and provides a description of the protocol as well as a proof of how it works. Furthermore
the section reviews how various other authors improved upon the original proposition of this proto-
col [45, 46], summarizing for the first time an optimal estimation procedure for this protocol in one
place. Finally it is argued that the statistical analysis of randomized benchmarking as done in [16]
can be directly applied to the interleaved randomized benchmarking protocol.

In the last section, section 4.4, the unitarity randomized benchmarking protocol is reviewed. This
section is based on [13], although some slight modifications are proposed here. The goal of this sec-
tion is to introduce the reader to the protocol and give a proof of why it works as claimed. Extra
emphasis is put on two different implementations of the protocol, which differ both in scalability
in the number of qubits as well as in their statistical analysis. Finally a first order concentration
inequality is applied to put a preliminary bound on the number of sequences needed in this proto-
col. Throughout the section and the rest of this thesis, the presentation of the unitarity randomized
benchmarking protocol is done under the assumption of gate and time independent errors. The pro-
tocol is also presented using the Clifford group. The reasons for this is that our statistical analysis,
similar to that of [16], is carried out under these assumptions. In contrast to randomized bench-
marking however, the unitarity randomized benchmarking protocol has never been analyzed for the
more general gate and/or time dependent error model yet.

4.2. RANDOMIZED BENCHMARKING

In this section, the randomized benchmarking (RB) protocol on the Clifford group is presented under
the assumption of gate and time independent errors. The analysis follows closely the original paper
[8], but here the analysis is restricted to gate and time independent errors. The paper also treats the
gate and time dependent error scenario by perturbation around the average. Furthermore it should
be noted that the randomized benchmarking protocol works in general for any finite subgroup of the
unitary group that is a unitary 2-design. Both the restriction to gate/time independent errors and the
restriction to the Clifford group are done in order to apply and build on the variance analysis result
of [16].

In the error model used here, it is assumed that instead of perfectly implementing a Clifford gate
C € C, the noisy counterpart C = Ao C is implemented. Here C represents the noisy implementa-
tion of C and A is an unknown CPTP map characterizing the error. Randomized benchmarking is a
scalable protocol that characterizes the error channel A by a single figure of merit: the average gate
fidelity of A with the identity map F(A). The algorithm consists of choosing N sequences of m inde-
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pendent and uniformly distributed gates from the Clifford group and computing the average survival
probability of the sequences of fixed length m. This is then repeated for various m and the measured
average fidelity as a function of m is fitted to a suitable model to yield an estimate for the average
gate fidelity the error map with the identity. The RB protocol [7, 8] is fully stated in Algorithm 1.

The two main benefits of this protocol are its robustness against state preparation and measurement
errors (SPAM) and its scalability. Robustness against SPAM means that the single figure of merit
F(A) obtained from the protocol does not depend in any way on the quality of state preparation
or the measurements required in the protocol. Scalability means that the amount of state prepara-
tions, gates, measurements and classical computation time needed to perform the algorithm scales
polynomially in the number of qubits g comprising the system under investigation. In particular,
this means that the uniform sampling can be done in polynomial time O(g*) (on a classical ma-
chine), even though the size of the Clifford group scales exponentially in g (Theorem 3.5.1). Further-
more, any Clifford gate C € C can be decomposed into a sequence of O(g?) one- and two-qubit gates
(generators of C) in time O(qz) [8]. Finally, the number of sequences N needed in the averaging is
asymptotically independent of the sequence length m and the number of qubits g, even though the
number of possible sequences scales exponentially in both. The scaling of N and sharp bounds on
this number needed in case of some finite number m and q is discussed in more detail at the end of
this section.

Data: Let C, be the Clifford group on a d-dimensional Hilbert space , with d = 29 for q
qubits. Assume the error model C = Ao C for all C € C4, where A € S(H).
Input: Fix the integers N, M and K and choose a non-trivial POVM element E.
Output: An estimate of the average gate fidelity F(A).
1 form=1,...,Mdo
2 fori=1,..,Ndo

3 Sample a random sequence C;,, ..., C;,, of m gates independently and uniformly
drawn from Cy;

4 Compose the sequence S, = AoC;, ., oAoC;, ---0AoC;, where C;,,,, is chosen such
that S;,, =Z is the identity in the error free case (A = 1);

5 Prepare g qubits in state p, aiming to maximize Tr[pE];

6 Measure the survival probability p; = Tr[ES;, (p)] to high precision by performing
the measurement {E, I — E} a total of K times;

7 end

8 Compute the average sequence fidelity p,, = % Zﬁ\i 1 Pim

9 end

=

o Fitp,, to the model Ay f™ + By, where Ay and By are constants and f is related to the average
single gate fidelity F(A) = f + l%f.

Algorithm 1: Outline of the randomized benchmarking protocol.

4.2.1. SUMMARY OF THE PROTOCOL

Here a brief overview of the protocol is given, supplementing the description in Algorithm 1. As
stated previously, the protocol description is phrased under the assumption of a gate and time in-
dependent error model. This means that C = Co A is the noisy implementation of C, for all C € C,
where A € S(H) is a CPTP map. The goal of the protocol is to obtain an estimate of F(A), the average
gate fidelity of A to the identity channel. The protocol consists of drawing N sequences of length m
of Clifford gates uniformly at random. A final gate is then appended such that the overall sequence
is the identity operator in the ideal case. In particular, the noisy implementation of such a sequence
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is given by
Sim = A0 Ciyy 0 A0 Gy 00 Ao Gy, 4.1)

where iy = (i1,..., i) an m-tuple of the indices and where C;, ., = (C;, 0---C,-1)T is the inverse of
the noise-free sequence. The index i runs over the different number of sequences and its subscript
denotes the position in the sequence. In the rest of this section, the subscript iy, is understood to
indicate a particular sequence of length m, where the inverse gate C;,, ., is uniquely determined by
the string. For each string, the survival probability is measured, which is defined as

Pim = (ElSi, (0)) = Tr[ES;,, ()], (4.2)

where p € D(H) is the density operator incorporating state preparation errors and 0 < E < [ is a
POVM element describing the performed measurement including the measurement errors. Which
states and measurements should be aimed for is discussed in the next subsection. Sampling N ran-
dom strings S;,, and averaging the quantity p;,, yields an estimate of the average over all possible
strings. The empirical average is then computed as

1
Pm=7 E Pin» (4.3)

where the sum is understood to be over the N drawn sequences here. Finally several values for p,,
are obtained for various m and fitted to a model of the form

A()fm + By, (4.4)

where Ay and By are constants that depend on p, E and A and where f = f(A) is the RB decay
parameter, depending on A only. This parameter is directly related to the average gate fidelity by

f

_ 1—
Fh=f+—=. (4.5)

4.2.2. DERIVATION OF THE FIT MODEL

It is not immediately clear from the protocol that this works and delivers the desired result. The
reason this protocol works essentially comes down to why the expectation value

1
Elpiy,] := e %Pim

over all possible sequences S;,, is of the form of the fit model (4.4). This in turn depends heavily on
Theorem 3.8.2, stating that the twirl of the error map A over the Clifford group C yields a depolarizing
channel ©f, where f depends on A. It is then merely a technical task to show that applying random
sequences of Clifford gates and averaging over the survival probability (see Algorithm 1) is effectively
twirling over the Clifford group, such that the average gate fidelity of the error channel can be com-
puted from the depolarizing parameter of the twirled error channel. All these steps are made precise
in the following, based on [8].

First it is shown that the exact averaging over all possible sequences S;,, of length m is effectively an
m-fold composition of twirls over C. In order to do so, the string

Sin =A0Cj,,,0A0C;, 0---0AN0Cy, (4.6)
is rewritten in an alternative form. Firstlet D;, = C;, and then define for j = 2,...,m + 1 the gates D,-j

recursively by C;; = D;; o DlTH, explicitly yielding

Dj;=Cj0---0C;y =0l Ciy,  j=1,.,m+1. 4.7)
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This allows S;, to be rewritten in the form
Sim :AOCim+1 voCim O.HOAOCiI
— i T T
—AODimOAODimoDimﬂ°"'°Dl-1A°Di1r (4.8)
= Ao (OF, D] onoDy)

using Dj,,,, = O™4'C;; = T is the identity by definition of C;

ime1- Averaging over all possible se-
quences of length m yields

1
Smi=—==) Si
m |C|m§' im
1

— t
_W- AO(O'SZl [DiXOAODiS])
Im

(4.9)
= AO

QQ@I%%[DZvoDiS])

= Ao (Of2,0y)
=A0@fm.

Note that summing over each i; runs over every Clifford gate in C once and only once in D; , which is
why the second line of the above equation holds. This is so because C forms a group and therefore for
any C € C it holds that CC := {CG|G € C} = C. Furthermore because each string has the same weight
in the averaging (the average is uniform), the summation can be done over each i; independently,
which justifies the third line. The next line is justified by Theorem 3.8.2 and the last equality is due
to Lemma 3.7.1.

By linearity of the trace and of each quantum channel, averaging pj,, over all strings is equivalent to
applying the average string S,;,. Explicitly,

[le]

IC

I Zslm) (P =Tr[ESm(p)], (4.10)

= ZTr[ESIm(pn Tr[EIClmZSlm(p) =Tr[E (

where p € D(H) describes the state preparation process and POVM element 0 < E < I describes the
measurement {E, I — E}. Plugging (4.10) into (4.9) yields

m m I m
Elpiy] = Tr[E(A0© pm)(p)] = THLEA ()] f™ + (1 - f )Tr[EA(E)]:AOf + By, 4.11)

where Ay = Tr[EA(p — 4)] and By = Tr[EA(4)], using linearity. The state preparation and measure-
ment errors, encoded by p and POVM element E, as well as the final error gate A accounting for the
error in C;,,,,, are absorbed into the constants Ay and By. In the absence of state preparation and
measurement errors one typically has p = E = |y) (y/| for some pure state . In particular, in order
yield the best fit, the experimenter should aim to maximize the constant Ay, therefore preparing a
state that maximizes Tr[EA(p)], which under the assumption that F is large (i.e. A is close to the
identity channel) in practice means just maximizing Tr[Ep]. However, it should be emphasized that
any p and any E work in this protocol. This means that the protocol is completely robust against
state preparation and measurement errors.

To summarize, averaging the survival probability p;,, over all possible sequences of length m yields
the value expectation value E[p;,, ], which satisfies the exponential relation E[p;,,] = Ao f™ + By as a
function of the sequence length m, where Ay and By are unknown constants (independent of m).
Thus with several estimates p,, of E[p;,] for different m, a fitting procedure can be used to extract
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Table 4.1: The linear relationship between the average gate fidelity F, infidelity r, randomized
benchmarking decay parameter f and yog of a quantum channel £ € S(H) with d = Dim(H).

Source: [45]

F r f X00

T _ (d-1)f+1 dyoo+1

F=- 1-r —da d+1

r=| 1-F - Ela-p 24 (1= x00)

_ dF-1 d d?xo0—1

=1 = - =

d+1)F-1 (d*-1)f+1
XYoo = ( +{; l_d:i-lr dzf R

an estimate of the depolarizing parameter f (along with Ay and By), which now fully describes the
CPTP channel ©¢.

The average fidelity of the error channel A can then be computed as a function of the depolarizing
parameter (also called the RB decay parameter) f = f(A) by

— — — 1-
F(A)=F(AT)=F(G)f)=f+Tf. (4.12)

The first equality follows from Lemma 3.8.1, which states that twirling over the Clifford group leaves
the average gate fidelity invariant. The second equality uses the fact that Ay = @7 (Theorem 3.8.2).
The third equality is done by direct computation in Lemma 3.7.2. This shows that f(A) and F(A) in
essence capture the same information, and the quantities can be related by the above linear equa-
tion. Sometimes the infidelity r := 1 - F is used in literature, as well as a quantity yqo, to characterize
the channel A. g is the (0,0)-th entry of the y-matrix representation of a quantum channel, which
is a d? x d? complex matrix that fully specifies the channel £ [23]. All these quantities can be related
to each other by linear equations involving only the dimension d. The relations between all these
quantities are summarized in Table 4.1.

4.2.3. FIRST ORDER BOUND ON THE NUMBER OF SEQUENCES REQUIRED

This subsection focuses on the parameter N of the protocol, the number of sequences needed to ob-
tain a good estimate p,, of E[pj,,]. This number may possibly depend on m. In view of the scalability
of the protocol, it is clearly infeasible to average over all sequences, since the number of sequences
scales exponentially as |C|" = 2mO@) (see Theorem 3.5.1). However instead of averaging over all
possible sequences of length m, the average is taken over N strings of length m of gates C;, that
are independently and uniformly at random drawn from C. Because of independent and uniform
sampling, S, is then uniformly sampled from all possible strings. Therefore p,, is an unbiased es-
timator of E[p;,]. So pi, can be regarded as an independent and identically distributed random
variables with an estimator p,, of the expectation value E[pj,,]. pi,, is a bounded random variable,
with a < p;, < b for some a < b (here a=0and b =1, since 0 < E < I) for all strings S;_,. This allows
for the use of a concentration inequality, that quantifies the probability that p,,, deviates from E[p;,,, |
relative to b — a by by less than € > 0 as a function of N. Hoeffding’s first inequality Theorem 3.1.1,
which does not require any more information on the distribution of p;,, except for its boundedness,
is such a concentration inequality and it claims that

B~ Elpin]
PH b—a

> e] <2 2N, (4.13)
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Suppose that a priori the relative interval size € is set and the above probability is to be upper bounded
by 6 for some small § > 0. Then the number of sequences needed N can be bounded by solving
§=2¢72N¢ for N, yielding

In(%)
2e2
a number that is independent of g and m. In principle given a specified confidence interval on p,,
(which is specified by € and §, perhaps depending to b — a), the number of sequences N needed can
be computed using the above procedure.

(4.14)

The confidence interval of the RB decay parameter f ultimately depends on the confidence interval
around each p,,, on the fitting procedure, on the number of data points M and on the value of Ay.
As noted earlier, maximizing Ay yields the easiest fit. This stochastic approach assumes that p;_, can
be measured to arbitrary precision. In practice this is done by performing K single-shot repetitions
of preparing p, performing the fixed string of gates S;,, and measuring {E, I — E}, and counting the
number of outcomes Kr associated with E. Then pj, = % is estimated according the third postulate
of quantum mechanics (subsection 2.4.1). Experimentally it is easy to do a large number K of single
shot repetitions, since this does not require any compilation or pre-processing time. A bound on K
that is experimentally feasible depends on the physical implementation of the qubits.

This result, as first obtained in [8], looks promising, since it is definitely scalable in both g and m.
However, the number of sequences needed for a reasonable confidence interval is still relatively
large. For example 99% confidence interval (6 = 0.01) of size € = 0.01 required at a total of N = 26492
sequences, which is still a lot experimentally. In an attempt to bring this number down even further
for the sake of experimental feasibility, a second order concentration inequality can be used. The-
orem 3.1.2 provides a bound that may provide a tighter concentration inequality, provided that one
knows the variance V[pj,, ] of the distribution from which pj;,, is sampled. This is precisely the route
that [16] followed, proving a bound on V[p;_] which brings down the number of sequences N. The
following subsection explains this in more detail.

4.2.4. VARIANCE ANALYSIS

In this section it is outlined how a better bound on the number of sequences N needed to obtain a
certain confidence interval, can be obtained. As discussed above, the desire is to apply Hoeffding’s
second inequality (Theorem 3.1.2), which requires a bound on the variance V[p;_]. This is done in
[16]. Here only the V[pj, ] is expressed in terms of twirls of A and the result of [16] is stated. The
derivation is difficult and long and therefore omitted here. The goal of this section is twofold: sum-
marizing current literature on the number of sequences needed and outlining the general idea of
why this analysis is performed, since this thesis is about performing the variance analysis for a pro-
tocol similar to randomized benchmarking (this protocol is described in section 4.4 and full variance
analysis is done in chapter 5).

In order to simplify the analysis and to prepare for the later use of the notation, some of the key
equations from the previous sections are restated in Liouville representation. A random sequence of
Clifford gates of length m, analogous to (4.8), is written in Liouville representation (see section 3.6
for details) as

m+1

Si, = l_[ AC,‘S =AC;,,, ,AC;, ---AC;,
= (4.15)
=A HID‘;SADL'X = A(Dj.mADim) o (D}lADil).
s=

Note that the product is defined from right to left in accordance with the composition from right to
left. The survival probability of such a sequence is then written as p;, = (E|S;,, |p) and its expecta-
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tion value (4.11) is written as
1 1
Elpi,] = KEIA(To (M) ")) = KEIA® pm|p)) = KEIAlp — E))fm + (EIA] E»' (4.16)

where T¢(A) = ﬁ Y ceC cfAC=0 I; by Theorem 3.8.2 written in Liouville representation (see (3.39)).
Recall that in the Liouville representation, a depolarizing channel is represented as

=looW ool +f Y 1Tl (4.17)
T€Q*

Now let us express the variance V[p;, ] = E[ pizm] —E[ pim]2 in this notation. Using the identity

(EIE|p)? = (E®*|E®2|p®%Y)

for any E, p and £ (Lemma 3.6.2), and the mixed-product property of the tensor product, the expec-
tation value of pizm becomes

[plm |C|m Z<<E®2 S®2|p®2>> (<E®2|A®2(Té2) (A®2))m|p®2», (4.18)
where
T (€)= — Y ([CH®"EC®", VneN, (4.19)
|C| ceC

under the assumption that the quantum channel £ is of the appropriate dimension such that the
definition makes sense. Note that T = Tél), but

®2
Y (CHP2EC™ = TP (E°) # (To(€)®* = Ly ciec| .
|C| ceC |C| ceC

Similarly then
Elpi,,)* = CEIA(Te (M) ™| p)* = KE®*|A®2 (T (A)®2) ™ p)). (4.20)

Therefore, the variance can be written as

VIpi, ] = (E2IA2 (T2 D) = [(Te () *4)™ ) 12

mo (4.21)
= Y (BT W)™ (TP (%) - Te (W) (T () *2)° 1p®2),
s=1

where |E)) := AY|E)) absorbs the final error channel into E as a measurement error and where the
telescoping lemma, Lemma 3.2.1, is used in the second line. A single error map can be absorbed in E
E remains a valid POVM element, given that E is and that A is CPTP. To see that this is the case, note
that AT is a completely positive and unital channel by Proposition 2.5.2. Therefore E = AT(E) = 0 by
the complete positivity of AT and the fact that E = 0. Similarly I - E = AT (1) = AT(E) = ATU-E) =0 by
unitality (and CP) of AT and the fact that I— E > 0, showing that E is a POVM element. The application
of the telescoping lemma is only for the ease of the analysis of the expression. Note that the variance,
just as the expectation value, of p;,, still depends on m.

In [16], a thorough study of the quantity V([p;_,] is done in order to provide sharp bounds for it such
that Theorem 3.1.2 can be applied to obtain a sharp bounds on the number N of random sequences
needed (as a function of m and other a priori known parameters). The variance V[pj,] and the
bound depend on the state preparation and measurement errors as well, and therefore prescribe
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some ideal state preparation and measurement that minimizes the variance bound. In the reference,
the protocol is formulated to aim for the following state and measurement operator

p:é(I+P) and E:%(I+P), 4.22)

where P € P* is some non-identity multi-qubit Pauli operator and d = 29 is the dimension of the
system under investigation. Under this assumption, the variance can be bounded in the following
way [16]

1-u™

1-u

d+1
d-1

1d>=-2 [1-f2M)\ , (dij [1-f™ dn [1-f>m
+Z(d—1)2[1—f2 ])r +(d—1 1-f +d—1[1—f2

where r = r(A) is the infidelity of A, f = f(A) is de decay parameter (see Table 4.1 for their respective
relations to F(A)) and where u = u(A) is the unitarity of A, which is defined as

Vipi, ] = (2

]) r, (4.23)

ING 1 +
(S(W/) (y| - E)) ] = mTl‘[gugu]. (4.24)

d
Lt(g) = ﬂf dl[/Tr

See section 4.4 on details of the unitarity. Finally, the terms 1 and 7} are complicated terms (see [16])
that solely depend on the state preparation error and measurement errors. The point is that in case
1 =f) = 0, which corresponds to the case of ideal state preparation and measurements, the variance
is bounded by a term proportional to 2 and in case of small SPAM a small term linear in r is added.
This ensures that in the limit of small r (that is, good gates) the variance is small, yielding significant
improvement in the bound on N.

This bound also depends on the unitarity u, but there are some simplifications that can be made in
the single-qubit case. The first is that d = 2 and (by definition) ) = 0. Furthermore, the dependence
on u can be eliminated, yielding [16]

. (13, 7
V[pi,,] = min ?mr +2nmr,zr+n . (4.25)

As an example, [16] states that in the absence of SPAM errors (n = 0) and in the limit of large m
(the minimum above is attained in the m-independent term), with an a priori estimate r < 10™* and
confidence parameters = € = 0.01, the number of sequences required is N = 221. In contract, if a
less sharp bound on r is assumed, say r < 1072, the same other parameters yield N = 4035, but this
is still a large improvement over [8] which has the earlier computed N = 26492.

4.3. INTERLEAVED RANDOMIZED BENCHMARKING

The interleaved randomized benchmarking protocol is a natural and simple extension of the stan-
dard randomized benchmarking protocol discussed in the previous section. It was first proposed by
[44]. The goal of this protocol is to benchmark an individual gate in the gate set. Again here the anal-
ysis is here restricted to the Clifford group, but any unitary 2-design that is a finite subgroup of the
unitary group satisfies. Randomized benchmarking provides a single figure of merit (the average gate
fidelity) of the error gate associated with the entire Clifford group. This fixed error map associated
with the entire group can also be viewed as the average error gate, averaged over the group. Typically
it is assumed that the variation of the error maps over the gates in the group is small. This is the
perturbation analysis that was performed in [8] on the original protocol. The interleaved extension
intends to quantify how much worse a particular single gate is compared to the average.

First some notation is set. Let C € C be an ideal fixed Clifford element, which one wishes to bench-
mark. The noisy implementation is then C = A¢ o C. Suppose that each element C; € C has a noisy

implementation C; = A; o C; and let A = ﬁ Z‘,-C:ll A; be the average noise map associated with C.




72 4. REVIEW OF BENCHMARKING PROTOCOLS

The interleaved randomized benchmarking protocol provides information on how much the average
gate fidelity of A¢ differs from that of A. How this is done is outlined in Algorithm 2. There are basi-
cally three main steps involved. In the first step, standard randomized benchmarking is performed.
This yields an estimate of F(A). In the second step, perform the interleaved step, a modification of
randomized benchmarking. After each randomly drawn channel C;, perform the fixed channel C
that is under investigation. Then, after m random gates interleaved with m times the gate C, the
global inverse gate C;, ., is performed, that is an inverse of the entire previous string. The modi-
fication is illustrated in Figure 4.1. This interleaved step is described by lines 2-11 in Algorithm 2.
This step effectively yields an estimate of F(C" o AcoCo A). The third and final step is to bound
F(A¢) = F(CT o AcoC) based on the obtained estimates of F(CTo A¢oCoA) and F(A). This step is an
analytical post-processing step.

Data: Let C, be the Clifford group on a d-dimensional Hilbert space H, with d = 29 for g
qubits. Assume the error model C = A; o C for all C; € C, where A; € S(H). Let
A= ﬁ Z'llﬂ A;. Fix a specific C € C that is to be benchmarked and denote A¢ its error
map.
Input: Fix the integers N, M and K and choose a non-trivial POVM element E.
Output: An estimate of the average gate fidelity F(A).
1 Perform the standard randomized benchmarking protocol of Algorithm 1 to obtain an
estimate of F(A);
form=1,..,Mdo
3 fori=1,..,Ndo

[\

4 Sample a random sequence C;,, ..., C;,, of m gates independently and uniformly
drawn from C;

5 Compose Vi, = A;,,,°Ci,,,©AcoCoA;, 0C;, o0---0AcoCA; oC;, where C;,,,, is
chosen such that V5, =7 is the identity in the error free case;

6 Prepare g qubits in state p, aiming to maximize Tr[pE];

7 Measure the survival probability p;,, = Tr[EVj, ()] to high precision by performing
the measurement {E, [ — E} a total of K times;

8 end

9 Compute the average sequence fidelity P, ny = % Zﬁ.\i 1 Pim)

10 end

11 Fit Py,  to the model Ay f™ + By, where Ay and By are constants and f = f(CJr oAcoCoA)is
the randomized benchmarking decay parameter associate with the composite map
Cto AcoCoA;

12 Use Theorem 4.3.1 to obtain a lower bound on F(A¢) = F(Ct o Aco Q) using F(A) and
F(CToAcoCoA) fromstep 1 and 2-11.

Algorithm 2: Outline of the interleaved randomized benchmarking protocol.

It is clear that this is a small modification of the randomized benchmarking protocol. Much of the
analysis of that protocol directly carries over here. Only two things need some clarification. First it
is shown that the interleaved step indeed provides an estimate of F(CtoAcoCoA), and second a
discussion is given on how to do the post-processing step. A random interleaved string of length m
can be represented as

Vig = Nipy ©Ciyyy 0 (O52) [AcoCo A 0 Cy ). (4.26)

m

This string can be rewritten in a similar way as is done in the analysis of randomized benchmarking
by recursively defining D;, = C;;, Dj; o DI. ° ct=¢; ;- This yields the explicit definition
i-

Dj; = Ciyo (0L} [CoCy). (4.27)
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(a)
) Te

(b)
) Te

Figure 4.1: Illustration of the modification of randomized benchmarking (a) to interleaved ran-
domized benchmarking (b). The target gate C is interleaved with random gates C; chosen uni-
formly at random from C. A final gate C;;,1 is performed to make the total sequence the iden-
tity (in the ideal case). Source: [44].

Note that by definition of C;,,, it follows that D;,,, =Z. The interleaved string can then be repre-
sented as

Vin = Aigy 0 (O22, [ D] oCloAcoCony 0Dy ). (4.28)

One can recognize that this is equivalent to the randomized benchmarking string S;,, of (4.8) with A
replaced by CT o Ao Co A;,. Therefore averaging over all possible strings i yields

1
Vin = WZV““ =Aj,,,, o (Q;’;ch(cT oACoCoA)), (4.29)

Im

neglecting here the deviation of each A;, from the mean error channel A (which is assumed to be
small) only for the randomly chosen Cliffords C;, (which may include our special gate C), but not
for the interleaved Clifford C. Effectively this means that each A;, was replaced with A in the above
equation. See [8, 44] for details on how to take into account these deviations. The analysis continues
in a one-to-one correspondence as in the standard randomized benchmarking protocol, yielding a
depolarizing parameter f(C'o AcoCoA), from which the average gate fidelity can be obtained.

The last step is a problem of estimating F(Ac) in terms of the measured quantities. The original
proposal of the protocol [44] provided two separate bounds

d-1 (1_ f(c*oACocoA))Jr 2(d?-1)(1 - f(A)) L HI-TMVaz-1

Ac) < , 4.30

T =g o FE 7@ 30
d-1 f(CToAcoCoA) f(c*oACoCoA)‘)

Ac) < 2- - f(A NI 4.31

rine = e )+ F) e @31)

Note that r, f and F are all linearly related to each other using the conversion equations of Table 4.1.
The first bound (4.30) is generally applicable but very loose, except in the limit F(A) — 1. The second
bound (4.31) used the a priori assumption that ﬁ(Ac) >2F(A) -1, an assumption that can not be
verified. Initially, this reduced the power of the protocol. These problems with the original bounds
were also noted by various authors [45, 46], who improved on the result. To do so, the problem has
been stated in a slightly more general way. The question is asked how can one bound F(&)) given
F(&) and F(& 0 &). Identifying &, = CtoAcoCand & = A, together with the fact that FlAe) =
F(C" o A¢ o C) by the unitarity invariance of the average gate fidelity (Proposition 2.5.12), the current
problem is retrieved. First an improved bound was proved by [46], which stated the same problem in
terms of yoo. In a subsequent paper [45] this problem was completely solved, generalizing the result
of [46] and proving that the bound saturates for certain channels. This shows the optimality of the
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bound. The result is stated below, also in terms of ygo. Note that yoo can always be converted to F by
using the linear relations of Table 4.1.

Theorem 4.3.1. Let &, & € S(H) be two quantum channels. Then

|00 (€10 E2) = x00(ED) x00(E2) — (1 = x00(E1)) (1 = x00(E2))|
<24/ Y00 (€D 100(E (1~ X0 (€)1 — Y00 (). (4.32)

Furthermore, for all even dimensions d = Dim(H) and all values of yoo(E1) and xoo(E2), there exists £,
and &, that saturate both signs of the above inequality.

Proof. See Theorem 1 of [45]. |

Returning to interleaved randomized benchmarking, Theorem 4.3.1 can be applied by rearranging
the inequalities yields a lower bound on %00(CT o Ac o C), which can in turn be converted to a lower
bound on F(Ct e AcoC) = F(Ag).

Since the interleaved randomized benchmarking protocol is essentially performing standard ran-
domized benchmarking twice, the statistical analysis of the protocol directly carries over from the
standard randomized benchmarking protocol. Thus [16] provides a method to robustly determine
the number of random sequences one needs to average over to obtain accurate estimates for

F(CToAcoCoN)

and F(A). Adding the confidence intervals to Theorem 4.3.1, yields a rigid bound on ?(AC) up to an
a priori specified certainty.

4.4. UNITARITY RANDOMIZED BENCHMARKING

In unitarity randomized benchmarking one tries to obtain an estimate of how close the average error
map of the Clifford group (or any group that forms a unitary 2-design) is to being unitary. In order to
do so, the unitarity [13] was introduced. The unitarity roughly quantifies the output purity of a quan-
tum channel, averaged over pure input states. This quantity is useful to characterize if the dominant
error in the system is unitary (i.e. over-/underrotations) or not (i.e. depolarizing, dephasing or relax-
ation). In quantum error correction codes it can be useful to understand the type of the dominant
noise factor.

Under the assumption that the error map is a quantum channel, i.e. is CPTP, the unitarity is defined
as follows: [13]

Definition 4.4.1. Let £ be a quantum channel (i.e. a CPTP map). Then the unitarity of the channel

is defined as )
d 1
u(€) :Ef dy Tr (5(“//) <1//|_E))

where d is the dimension of the underlying Hilbert space H, I is the identity on ‘H and dy is the
uniform, normalized Haar measure on the state space. d

) (4.33)

This definition can be generalized to include completely positive and trace decreasing channels. In
Example 4.4.1 the unitarity of some example channels have been computed. An alternative defini-
tion of the unitarity can be given in the Liouville representation as [13]

TrELE]), (4.34)

1
e = TrlE ] = 57—
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where €, is the unital block of £ as defined by equation (3.22). This definition is often more pleasant
to work with. This equation evaluates as

u(€) =

1
7 2 (olEuEllo)

as - oeQ*
= d Y (ol&ultH(TIENIoN
UTEQ*
(4.35)
= d Y KolEulTH(alEulTh*
areQ*
= d Y. ol&ulty?
O'TGQ*

since (o |€|1)) is real by Proposition 3.6.1 due to the positivity of £.
Example 4.4.1 (Unitarity of example channels). Let us consider the two examples of CPTP channels

that map £(H) into itself. The two channels considered here are the depolarizing channel £; and a
unitary channel &, as defined by

E1(A):=0p(A) = fA+d™ A - HTIAIT

(4.36)
& (A) :=UAU".

The first example channel has unitarity

E=75 [ a1 5(| ) |—1)2}
ulcy _d—l ylir(cy |y <y p
d 1 1 I 2
IR (f(lw><wl——)+d (l—f)Tr[IwMuIl——]I) ]

=% f dy Tr (f(|w><w|——))2] af” f dwTr[(lll/HI//I——)z] (4.37)

Y P

d 2 I
s fdu/Tr 1——)I1!/><1l/|+

a2

d 1

=f2_7 |[1-Z2|=f2
d—l( d) f

The second example is similar, and the unitarity is shown to be 1, since it is a unitary channel:

d I 2 d I 2
uen) = 2% [ dyrr [Sz(lwxw——) |- 2% [ [vwwiv-2) |

1
_z T
-2 1/d1//Tr[(l Wi WU+ —

—Lf(d (1—3)Tr[U| X |U*]+—Tr[i”
“a-1) YV g vy ad |z

——Ud (1—3)+l)——d (1—1)—1 O
Sy Yt TP e Taaa\ et

Before moving on to the protocol that allows for robust estimation of the unitarity of a channel, some
of the properties of the unitarity are stated first. The first relates the unitarity to the non-unitality and
the fidelity of the channel.
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Proposition 4.4.1 (Relation to non-unitality and fidelity). Let £ € S(H) be a quantum channel with
unitarity u(A), non-unitality vector a(A) and randomized benchmarking decay parameter f (A). Then

£ 2
FE2<u®<1- ”‘;(_)1" <1. (4.38)
Proof. See Proposition 6 and 8 of [13]. |
Recall that the average gate fidelity F is related to the decay parameter f by F(&) = % (see

Table 4.1). The example channels of Example 4.4.1 saturate both sides of the inequality, so these
inequalities are actually optimal. The depolarizing channel can be interpreted as the ‘least unitary
channel’, given a certain average gate fidelity to the identity F (or equivalently, given a certain f).

The second proposition states that the unitarity behaves as expected, attaining a value 1 if and only if
the channel is unitary (the if part is shown in Example 4.4.1). Furthermore it states that the unitarity
is unitarily invariant.

Proposition 4.4.2. Let € € S(H) be a quantum channel and let U,V e U(H). Then

L u)=1 o Eo&t=¢€toe=17,
2. ul€)=u(Uo&oV).

Proof. See Proposition 7 of [13]. |

4.4.1. SUMMARY OF THE PROTOCOL

In this section, the protocol as proposed by [13] is presented. This protocol provides an experimental
procedure to estimate the unitarity of the Clifford group, under the assumption of a gate and time
independent error model. Explicitly, consider a Clifford gate C € C. A noisy implementation is then
modeled as Co A, where A € S(H) is a CPTP map that is independent of gate and time. Here, the error
map is placed in front of the ideal operator, which is in agreement with the error model employed by
[13]. The protocol inherits its robustness against state preparation and measurement errors from the
family of randomized benchmarking protocols, but is not directly scalable (in the number of qubits)
as presented in [13]. The authors leave it as an open problem to analyze a scalable implementation.
In this section, emphasize will be put on a scalable and non-scalable implementation of the protocol.

Unitarity benchmarking provides a simple protocol to estimate the unitarity of the average error map
A associated with the Clifford group, acting on a d-dimensional Hilbert space H, with d = 29 for g
qubits. In summary, the protocol consists of drawing N sequences of length m of Clifford elements
uniformly at random. Such a particular sequence is then of the form

Wi, =Ci,oA0C;, _0oAo---0CijoA. (4.39)

The idea is to obtain the expectation value of the following random variable (due to the uniformly at
random chosen string Wj )
Gim = THQW? (0)] = (QIW2 [0, (4.40)

where Q € Herm(#H ® H) and p € D(H ® H) are a hermitian observable and a density operator over a
twofold copy of the system respectively. In order to obtain an estimate of the expectation value

1 1
Eldin] = 57 IZ Gim = T > THQW2 (p)]

im

over the random sequences Wj,, of length m, the experimenter samples N random strings Wj,, uni-
formly at random, and averages the result g;, to obtain the empirical average q,, = % Yin Gim =
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% Yim Tr[QWii2 (p)]. Obtaining estimates ¢, for various m and fitting to the model
G = Ao+ Bou(A)™ 1, (4.41)

yields the unitarity u(A) of the average error map. The constants Ay and By absorb the choice of
Q and p, the respective errors made in preparation and measurement (SPAM) as well as a single
residual error map A. In subsection 4.4.2 details are given as to why this fit model works.

A slight modification of the protocol is proposed here, yielding certain benefits. Instead of defining
Gi,, as above, let us define

Gim = (QIWZ 10 — P = (QIWZ |0 — (QIWLZ| B, (4.42)

where p, p € D(H ® H) are two different states. This requires double the resources from the experi-
menter (in terms of number of single-shot repetitions required), but has the advantage that the input
state p — o is traceless (even in the presence of noise). As a first consequence, the fit model can then
be reduced to

Gy = Bou(W)™ 1, (4.43)

This yields much easier fits, since taking the logarithm gives rise to alinear fitting problem with slope
u(A). Furthermore, this modification allows for smaller number N of random sequences needed,
since the variance V|[gj,, ] is reduced. This is analyzed in full detail in chapter 5.

The definition (4.40) of g;,, was on purpose made slightly more general here than the definition em-
ployed by [13], since it allows for the two-copy, scalable implementation of the protocol. Here the
distinction between the non-scalable, single-copy implementation and the scalable two-copy im-
plementation will be outlined. The difference is mostly a matter of experimental choice, but the
number N of sequences needed to accurately estimate E[gj,,] in the single-qubit case depends (by a
constant prefactor) on the choice of single- or two-copy implementation. This will be emphasized
in our final result in chapter 5 (see Theorem 5.2.1).

Two-copy implementation. In the two-copy implementation, the experimenter has access to two
identical copies of the system under investigation. He can prepare any state p on the twofold copy
of the system H ® H, including entangled states between the systems. The sequence W, then has to
be applied to each copy of the system H separately (and simultaneously), after which any two-copy
system observable Q is measured. The analysis in the next subsection shows why this method is
scalable. In Algorithm 3 this procedure is outlined. The clear advantage here is that this procedure
scales with the number of qubits g in the system #, but requires double the resources (in numbers
of qubits and gates).

Single-copy implementation. Alternatively, if the experimenter has only access to a single copy
of the system H, he can only perform measurements Q3 € Herm(#) and prepare states pyy, f3 €
D(H). Then, the experimenter measures the expectation value Tr[Qy Wi, (03 — P#)], and squares
this expectation value. This is then equivalent to letting Q = Q%’f and p - p = (py — p3)%? in the
expression for gj,,, since

Gim = TIIQF; Wi? (03 — 53 *2)] = Tr[Qu Wiy, (03¢ — 63017

As an extension, the experimenter can use several pairs of states (pﬁfz), ﬁ;‘f), a=1,.., Ky and several

(b)

measurements QH ,b=1,..., K. For each combination a, b the expectation value

Trl QY Wi, (057 — A57)]
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(. ) B
.

b) p — Q
f——_|

Figure 4.2: Schematic difference between the single-copy implementation (a) and two-copy
implementation (b) of the unitarity randomized benchmarking protocol. Each line represents
asystem on the base Hilbert space H. In the singe-copy implementation (a), the outcome g;, =
TrlpgcWy, (QH)]Z needs to be squared to obtain g;,,, whereas in the two-copy implementation
Giy, = Tr[QI/I/ii’l2 (p)] yields the direct outcome.

is measured, the result is then squared and added together for all a, b. That is,

K1 Ky K> K
u= 3 3 oy -] o o -spe] | aa
a=1b=1 b=1 a=1
yielding effectively
K K> b
p-p=) (5 -p5H%* and Q=) QY (4.45)
a=1 b=1

This procedure is outlined in Algorithm 4. This implementation is non-scalable in the number of
qubits (as will be shown in the next subsection). Intuitively this is because the numbers K; and K> of
different single-copy states and measurements needed scale exponentially with g to keep the con-
stant By in (4.43) high enough to be able to fit. However it has the obvious advantage of only requiring
half the amount of resources (in numbers of qubits and gates required) compared to the two-copy
implementation. The difference between the two implementations is illustrated in Figure 4.2.

Throughout the rest of this thesis a subscript H will be used to denote single system states p3; and
measurements Qyy, and p, Q will be reserved for the general two-copy operators. It is clear that the
single-copy implementation is contained in the general analysis using p, Q by letting p, Q be of the
form (4.45). Therefore, the analysis of chapter 5 will use p— p and Q if there is no distinction between
the analysis to be made. Where a difference arises, this is clearly stated by referring to the single-copy
and two-copy implementations respectively.

4.4.2. DERIVATION OF THE FIT MODEL

The reason why this protocol works boils down completely to the question why E[g;_ ] = Bou(A)™ L.
This section answers this question, following the line of [13], but leaving out some details. First, some
notation is introduced, defining the operators

1

Clyi= 1 Z,C™" (4.46)
€l
M :=CHA®*CR,. (4.47)
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Data: Let C, be the Clifford group on a d-dimensional Hilbert space H, with d = 29 for g
qubits, with noisy implementation Co A for all C € C4, where A € S(H) is a CPTP map.
Input: Fix the integers N, M. Pick states p, p € D(H ® H) and observable Q € Herm(H ® H)
Output: An estimate of the unitarity of the noise map u(A).
1 form=1,..,Mdo

2 fori=1,..,Ndo

3 Sample a random sequence C;,, ..., C;,, of m gates independently and uniformly
drawn from Cy;

4 Compose the sequence W, = C;,, 0---0C;;

5 Measure the expectation values Tr[QWiiZ (p)], Tr[QWii2 (0)] to a desired precision;

6 Compute gs,, = Tr[QW2%(0)] - Tr[QW;* (0)] = Tr[QW% (o — p)];

7 end

8 Compute the empirical average over the sampled strings g, = % Zfi 1 G

9 end

10 Fitg,, to the model G,, = Byu(A)™!, where By is a constant absorbing state preparation and
measurement errors, and u(A) is the unitarity of the average noise map A.

Algorithm 3: Outline of the unitarity randomized benchmarking protocol, using the two-copy imple-
mentation.

Data: Let C, be the Clifford group on a d-dimensional Hilbert space H, with d = 29 for q
qubits, with noisy implementation Co A for all C € C4, where A € S(H) is a CPTP map.

Input: Fix the integers N, M. Pick a set of states p;f?,p;? e D(H) fora=1,..., K7 and a set of
observables Q,E,_Iz) e Herm(H) forb=1,.., K.
Output: An estimate of the unitarity of the noise map u(A).

1 form=1,..,Mdo

2 fori=1,.,Ndo
3 Sample a random sequence C;,, ..., C;,, of m gates independently and uniformly
drawn from Cg;
4 Compose the sequence W, = C;,, 0---0Cjy;
5 fora=1,..,K; do
6 forb=1,..,K do
7 Prepare p, and measure Tr[Q;_lz) Wi, (p;‘{”)] to desired precision;
8 Prepare p, and measure Tr[ng) Wi, (ﬁ;‘{”)] to desired precision;
9 Compute ¢{*” = Tr[Q) Wi, (0] — Tr(QS, WA, (pY));
10 end
11 end
12 Compute g, = Zla(l:l ZIb(il qi(:l'b) ;
13 end
14 Compute the empirical average over the sampled strings g, = % Zﬁi 1 G
15 end

6 Fitq,, to the model q,, = Byu(A)"™!, where By is a constant absorbing state preparation and
measurement errors, and u(A) is the unitarity of the average noise map A.

—

Algorithm 4: Outline of the unitarity randomized benchmarking protocol, using the single-copy imple-
mentation.
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The expectation value of g;,, over all sequences oflength m is then given by

Elgs,,] = Z<<Q|w®2|p o

L
cr §
= Q| H i Zc,sz@zlp [

9 o2 (4.48)
=<<Q|(c§w)gA® )" 10- 69
= (I (cA®cZy)" 1A% (- o)
= (QIM™ p - py,

where in the first line it is used that the sum can be done over each i, s = 1,...,, m independently, in
the second line it is used that C;'\’,Zg is an orthogonal projection (onto the trivial subrepresentations
of the representation C — C®", see Lemma 2.3.5) so that (Ciy)? = Clyy for all n, and finally one A®2
is absorbed into the state preparation error, since up to this point no assumptions about p — ¢ have
been made.

Up until now, the expectation value is only rewritten as E[gi,,] = (QIM ™ 1|p — p)), with M defined
above. To make progress, the matrix M analyzed. Key fact here is that Cfv)g is the orthogonal pro-
jection onto the trivial subrepresentations of C — C®? (Lemma 2.3.5). Since M = C;%,)gAMC%)g, it
is clear that M only has support on the trivial subrepresentations of C — C®2. These were found in
Proposition 3.6.4, and the result is that there are two trivial subrepresentations present [13], spanned
by

1
By =0¢9®0y and Bz:ﬁ Z og®0. (4.49)
—1loeQ*

Therefore Cg,)g = |B1){B1l| + |B2)) (B3| and the only nonzero elements of M are [13]
«B1IM|B1)) = {oolAlog)? =1,
1
{B1IM|B2)) = —— Z UoolAlo)? =0,

Vd? - UEQ*
1 1 (4.50)
(B2IM|By)) = —— (alAlog)? = la(M)I?%,
’ ' \/d2—1g£* ° Vd?-1
(B2lM|By)) = Z (OlAITY? = ———TrIA[A] = u(E),
0 ,TEQ*

for any CPTP quantum channel A, using the block form of a CPTP map (3.22). In other words, in the
basis Bi, B>, the matrix M takes the form

1 0
M= % wm | (4.51)
So that
mo1_ 1 0 1 0
M L (1 4y 2wy w(ayt| T [ LA iyt ) (4.52)
where in the case u(A) = 1, the term —1_1{(3()/3_1 should be interpreted as the limit, since
— (A1 m-2 .
i o= = e 1 )




4.4. UNITARITY RANDOMIZED BENCHMARKING 81

Note that u(A) = 1 implies [|a(A) I2=0 by Proposition 4.4.1. Now everything is set to evaluate E[g;,, |
and obtain the fit model

1 0 0
om0 e s ] 1]
= (QMT =210 @ st wwmflee] sy

= Qupou™ !,
where Q; = (B11Q), Q2 = (B21Q) and p, = {Bz|p — p). Note that here itis very useful that (B;|p — p)) =
0. It can easily be verified here that if this were not used than a fit model of the form E[g;,] =
Ap+ By u(A)™ ! is obtained, by putting p; = (B11p)) = 1n the above expression.

Not only is the form of the fit model derived, also the prefactor is obtained. From this it can be
seen that a large component in B, is preferred for input states and measurements. This is where
the difference between the two implementations of Algorithm 3 and Algorithm 4 becomes clear. In
the two-copy, scalable implementation, the aim is to just prepare and measure along B, as best as
experimentally possible. In the single-copy implementation however, one can not prepare and mea-
sure along By, since B, is not of tensor product form. Instead, the experimenter aims to prepare and
measure py — fg x 0 and Q; o 7 forall g, 7 € Q* and measures

Gim = Y. THQ: Wi (oo — po)l?,

0,7€Q*

such that gj,, is then computed with the equivalent states and measurements p — 6 =Y ;¢ 0+ P — Po
and Q = ¥ ;¢ g+ Q; ® Q;. This yields approximate proportionality to B, but is not scalable since the
number of non-identity Pauli matrices is d? —1 =49 — 1.

The key advantage of this protocol, similar to the standard randomized benchmarking protocol, is
its robustness against state preparation and measurement errors (SPAM). In fact, no assumptions
about Q, p and p have been made so far, so they can incorporate arbitrary SPAM errors. However in
order to (efficiently) fit the unitarity, a large component Q, and p» in the basis B is required. Simply
scaling Q and p — p does not achieve anything however, since then gj,, scales accordingly. The state
preparation and measurement errors do influence the variance V[gj |, which is discussed in detail
in chapter 5.

4.4.3. FIRST ORDER BOUND ON THE NUMBER OF SEQUENCES REQUIRED

Similarly to the randomized benchmarking protocol, it is natural to ask about the statistics of this
protocol. In particular, how many strings N (possibly dependent on m) does one need to average
over in order to obtain a good estimate for the exact expectation value. Again, it is infeasible to
average over all possible sequences of length m, even in the single-qubit case where |C; | = 24, as the
number of different sequences then grows exponentially in m (with base 24). The answer is provided
by applying concentration inequalities. Hoeffding’s first inequality (Theorem 3.1.1), which states

e

can be used to provide a first estimate N. Here g, € [a, b] and € is the distance of the estimate g, to
the mean E[qg;,, ] relative to the interval size b — a. Given a relative interval € > 0 and a desired upper
bound of the probability § > 0, the number of sequences needed is then given (just like for standard
randomized benchmarking) by

>¢| <20 2N (4.54)

In(3)
2¢2 "’
Following the approach of [16], a bound on V[g;,] is required to provide a sharper bound using
Hoeffding’s second inequality (Theorem 3.1.1). In chapter 5 this quantity is analyzed for the first
time, in order to put a rigorous bound on N that is hopefully much smaller than the above equation.

(4.55)






BOUND ON THE NUMBER OF RANDOM
SEQUENCES IN UNITARITY RANDOMIZED
BENCHMARKING

In this chapter the statistics of the unitarity randomized benchmarking protocol are analyzed in detail.
The main question answered in this section is how many random sequences are needed to rigorously
perform unitarity randomized benchmarking. All the relevant prerequisite knowledge as well as de-
tails of the protocol have been introduced in the previous chapters. Therefore this chapters directly
starts with a statement of the main result of our analysis, with a new theorem that gives a reduced
number of sequences needed. The result is discussed in detail, with extra emphasis on the different im-
plementations possible and the contributions of state preparation and measurements. Only after this
presentation of the result, a detailed proof on the variance bound required to prove our main result is
shown. First a treatment of ideal state preparation and measurements is done, after which the result
is extended to the general case that allows for non-ideal state preparation and measurements. This
chapter concludes with a discussion on a possible extension to the multi-qubit case and a summary of
the main implications of our result.
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5.1. INTRODUCTION

In this chapter the main results of the thesis are presented. Our result puts a rigorous bound on the
number of sequences N needed to perform the unitarity randomized benchmarking protocol and
obtain the unitarity of the error map up to a specified degree of certainty. The unitarity random-
ized benchmarking protocol was discussed in section 4.4 and this chapter continues to build on the
contents of this section. A first order concentration inequality was used to bound the number of
sequences N in subsection 4.4.3, providing a bound that is independent of sequence length m and
number of qubits g comprising the system. This result was valid under the assumption that the error
model is gate and time independent. This means that any Clifford gate C € C has a noisy implemen-
tation that can be modeled by C o A, where A is a CPTP quantum channel independent of C and of
any previous or sequentially applied gates. In this chapter, this result is improved under two addi-
tional assumptions. The first additional assumption is that the gate set to be benchmarked is the
Clifford group C. Even though the protocol works for any finite subgroup of the unitary group that
is also a unitary 2-design, the analysis here is specific to the group being benchmarked. The Clif-
ford group is chosen, because of its importance in quantum information applications and because
of the thorough understanding of the relevant representations of this group. The second additional
assumption is the restriction to the single-qubit case, because it is considerably more easy to ana-
lyze than the multi-qubit case. This is due to several reasons, on which some more comments are
provided in section 5.5.

This chapters is structured in a top-down way, starting with the statement of our main result in sec-
tion 5.2. The purpose of this section is to state in complete detail the result and show precisely how
the second order concentration inequality was used to derive a bound on the number of sequences,
given a variance bound. It is discussed in detail how the number of sequences N depends on the
various parameters involved. The difference between single-copy and two-copy implementation
is discussed. Then section 5.3 serves to illustrate the main result using experimental data on the
magnitude of the state preparation and measurement errors. Next in section 5.4 a bound on the
variance needed to bound the number of sequences is presented. This section contains all the tech-
nical parts to completely proof the bound. First a bound is derived for ideal state preparation and
measurements. This result is then extended to include state preparation and measurement errors,
completing the variance bound. A brief discussion on the result is also given. The chapter continues
with section 5.5, which draws a comparison between the single-qubit and multi-qubit case, outlin-
ing where specific single-qubit results are used. Finally the chapter concludes with section 5.6, which
summarized the main implications of our result and suggests some future research directions.

5.2. THE IMPROVED BOUND ON THE NUMBER OF SEQUENCES REQUIRED

This section starts from the goal of finding a better bound on the number of sequences N than the
bound found in subsection 4.4.3 using a first order concentration inequality. In an attempt to im-
prove the bound, a second order concentration inequality (Theorem 3.1.2 ) can be used. Here ‘first
order’ means that only information on the upper and lower bound of the distribution of the random
variable gj,, is needed, while a ‘second order’ means that additionally a bound on the variance V|gj,, |
is required. The main effort of improving the bound on N is finding a tight enough bound on V{g;_1,
a task to which most of the remainder of this chapter is dedicated. This section however shows how
to apply the concentration inequality and summarizes the bound that this yields on N, given the
bound on the variance V[g;,, | that is derived in a later section in this chapter.

Let us briefly recapture what we have so far. Consider string W, of m independently and uniformly
drawn elements from the single-qubit Clifford group. Then

Gim = CQIWEZ |0 = ) (5.1)

is the random variable of interest in the protocol, where Q is any two-qubit hermitian observable
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and p, p are any two different two-qubit states. The mean of the random variable g;,, over all strings
W, oflength m satisfies
Eldi,,] = {Qideall Pideal? um—l’ (5.2)

where pjgeal and Qjgear are defined in (5.73) and (5.74) respectively and where u = u(A) is the unitarity
of the error channel. The experimental procedure is clear: obtain an estimate ¢q,, = ﬁ Yin, i Of
Elgi,,] for various values of m to certain degree of accuracy and fit to a model of the form Ku™"! for
some constant K. Since the number of strings Wj , grows exponentially in m, it is infeasible to obtain
an exact average. The natural question then is how many sequences N (possibly dependent on m)
are needed to be sure that the estimate q,, is close enough to the exact mean E[g;,]. A first order
concentration inequality (Theorem 3.1.1) yielded

In(%)

N = ,
2¢2

(5.3)

where § > 0 is an upper bound for the probability that the estimate g,,, deviates more than € > 0 from
the exact mean E[gj, | relative to the interval length b — a, where a < g;,, < b. In an effort to improve
this bound, a second order concentration inequality is invoked (Theorem 3.1.2):

2 N

o~ te

1-¢
q,. —Elg; oc+ 2 a2+
P —m’"b [;h’“]lze]sZ((—l ) i 1(0;16) 0., (5.4)

where 02 = \/[%] is an upper bound for the variance of the scaled random variable %. Bounding
this probability by a small number 6 > 0 and solving for N provides a method to find the number of
sequences needed as a function of 62, § and e:
s
In (E)

() + () (5)

It is now clear that a sufficiently good bound o2 is required in order for this bound to be better than
the first order bound of (5.3). Note that this bound also requires knowledge of the interval b — a in
which g;,, is contained.

(5.5)

The resulting main theorem is abound on N that is stated usingbounds a, b on gj,,, (Proposition 5.4.12)
and a bound on V[gj, ] (Theorem 5.4.9), both of which are formulated in later sections of this chap-
ter. The idea is to first put emphasis on the result and illustrate its practical implications using an
example. The theorem provides a procedure for computing N, and the proof is relatively straightfor-
ward. It illustrates nicely how the concentration inequality is applied and what the parameters are
on which N depends.

Theorem 5.2.1 (Main theorem: Improved bound on number of sequences). Let A € S(C?) be a single-
qubit CPTP quantum channel that corresponds to the constant error map associated with each ele-
ment of the single-qubit Clifford group C,, with a priori estimate of the unitarity u(A) = u. Further-
moreletp,p € D(C2®C?) be two density matrices and let Q € Herm(C?®C2) be a hermitian observable.
Define the following basis operators in L(H):

Io] 1 1
B =09®0¢0=——  and BZ=—21®T=2—\/§(X®X+Y®Y+Z®Z), (5.6)

2 3.5

wherel,X,Y, Z are the four single-qubit Pauli matrices. Also denote Q:=Q—-(B;1|Q)B; and define the
following two mutually orthogonal components of p — p and Q respectively

Pideal := (B2lp — ) Bo, Perr := P — P — Pideal> (5.7)
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Qideal := (B21Q) Bz, Qerr = Q — Qideal- (5.8)
Finally let 6 > 0 and 0 < € < 1. Denote a < qi, < b upper and lower bounds for g; , and let L =
b-a

1Qli2llp=pll2*

Then the number of sequences N needed to bound

— [E A
J"—[q“j‘] >el| <6 (5.9)
1QIl2llp—pll2
by 6 is given by
lng
L 2 el g2 )’ (5.10)
—€ g
02+1 ln(1 eL) t oz In (a2+eL)
If the general two-copy implementation is used, then L= 2+/2 and o is given by
1= y2m=D || o 2 2 2
o2 = 3\/§ w2 la- u)2 u _ ||P1deaAl||§ ta ”PerrJ'gz 1+ ||Qf:'rr!2 , 5.11)
2 1-us lp-0l5 lo—pll5 QI3
where a = 4.
However, if p,Q € Span{Qj‘}®2 = Span{ \); } j}m, which is the case in the single-copy implementa-

tion of Algorithm 4, the bound can be improved to « = 1 and L = 1 in the above expressions.

Proof. The idea is to apply the variance bound of Theorem 5.4.9 to the concentration inequality of
Theorem 3.1.2. In order to do so, one needs a interval g;,, € [a, b] in which g;_, is assumed to lie. This
is provided by Proposition 5.4.12. In the general case, one has that

IQllzllp = pll2

The variance of g;,, satisfies (Theorem 5.4.9)

\/_ 2(m-1)

1-u
Vig,] < ((— + f) (1- u)z—u Il Oideat I3 + anpmné) (I Qideal I3 + 211 Qexrll3),

with a =4, so that

\/[ _ _ ] Vidgin,] S < <o?
1Qlzllp—pll2 ||Q|| lo—pl5

by dividing the above inequality by || QII% lo—p |I§. Then the concentration inequality Theorem 3.1.2

claims that
2 N
1-¢ 2 g

1 \Z5( o2 \ora
26]52 (—) ) ,
l1-¢ o2 +e

ﬁm_[E[qim]
'PH b-a

which is equivalent to

N

L
||QII2||P Pllz

2
1 % o? ZZTIL
=a|<2| (=) ™ ()
1-—€L o2 +el

Upper bounding this by 6 and Solving for N, yields the result.

In case of single-copy implementation, where p,Q € Span{QT}w, Proposition 5.4.12 implies L = 1
and Theorem 5.4.9 implies a = 1 in the above equations, improving the result. |
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The form of the bound as presented in Theorem 5.2.1 is aimed at showing clearly the key indepen-
dent parameters that determine the number N of sequences needed. Of course, if there is a reason
to assume a different interval [a, b] than presented in Proposition 5.4.12, the final result changes
slightly, but the proof of Theorem 5.2.1 clearly outlines the simple procedure how to apply the vari-
ance bound of Theorem 5.4.9. As presented here, N can be computed as a function of

Ioerrl2 1l Qerrll2

N=N u,m,a,—A2,~—2,e,6,L . (512)
lo-pI2" 1QI2
This is clear from the theorem by noting that
1Qerell3 + 1 Qigearls = 1Q15  and  llperll3 + llpideallls = o = A113,

due to the orthogonality between the ideal and error components of p — p and Q respectively. This
dependence makes sense intuitively. The pair of variables €,6 determine the amount of confidence
desired. The quantities
- ”Perr”% ”Qerr”% -
“le-pI3" 1QI15
are interpreted as the magnitude of the error components relative to the total magnitude squared
of the state preparation and measurement operator respectively. For simplicity from now on they
are referred to as the relative state preparation error and relative measurement error respectively.
Together with u, an a priori lower bound on the unitarity of the error channel, m, the length of
the sequence, and a, a constant depending on the choice of implementation (single-copy versus
two-copy), these relative state preparation and measurement errors influence the bound o on the
Fim

variance of the scaled random variable V [~—
1Qll2,ll0—pll2

val length b — a (in units of 1Q12, p — pll2) in which g, is assumed to lie (therefore also providing
information about the distribution). Note that L is here computed depending on the choice of im-
plementation.

]. The quantity L quantifies the a priori inter-

To get the number N down, it is necessary to get a good bound on L, which was done in Proposi-
tion 5.4.12 and used in the above theorem. If there is a reason to refine this bound, this should be
done as it decreases N (or alternatively, improves the confidence interval e L by bringing this number
down). The variable g;,, was scaled by || Ol p — pll2 in order to show the independence of the result
to scaling the operators. Furthermore it allowed to formulate a bound o that only depends on u, m
and the relative state preparation and measurement errors

2 2
||Perr||2 ”Qerr"g
—A, = a
lo—pI2" 1GI2

An obvious question that can be raised is how sensitive this result is to state preparation and mea-
surement errors, since they contribute a constant factor (that is, constant with respect to (1 — u)) to
the number of sequences needed. This constant term, independent of m, u is of the form

lperel3 I Qerrll3
a —|1+—==")
lo—pl5 QN5

where a = 4 or a = 1 depending on the choice of two-copy or single-copy implementation. It is
clear that the relative error in state preparation contributes more to this term than the relative er-
ror in measurement. Therefore reducing the number of sequences needed can best be achieved by
increasing the quality of the state preparation. Figure 5.1 shows a contour plot of N as a function
of the relative state preparation and measurement errors, holding all other parameters constant.
This shows indeed the stronger dependence on the state preparation error than the measurement

(5.13)
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error. The relative state preparation and measurement errors are required in the Hilbert-Schmidt
norm. This can be experimentally challenging to obtain. The absolute state preparation error may
be bounded by the fidelity using the Fuchs-Van de Graaf inequalities (Theorem 2.5.11). However, as
these inequalities may be really loose, this can result in a huge overestimation of the required num-
ber of sequences N. In the next section, experimental data is used to illustrate realistic numbers for
these errors.

Before doing so, it is analyzed how the new bound of Theorem 5.2.1 performs compared to the simple
first order concentration inequality bound as a function of u. In Figure 5.2 N is plotted as a function
of u in the limit of large m for ‘small’ and ‘large’ relative SPAM errors. The justification of these
errors is done in the next section, where the role of these errors is examined in more detail. The
main conclusions of this figure are the following: the second order inequality outperforms the first
order only in the regime of large unitarity, where u > 0.9 approximately, even in the absence of SPAM
errors. Adding SPAM errors pushes up this regime slightly further, but in the regime of interest (say
u > 0.99) the reduction of N is significant even in the present of SPAM. It can be seen that the SPAM
errors contribute a more or less fixed offset in IV (the offset is not constant, since N is a nonlinear
function of 62).

5.3. ILLUSTRATION OF THE RESULTS

In this section, the result of Theorem 5.2.1 is illustrated using experimental data. The idea is to use
realistic values for relative SPAM errors, obtained from experimental data. The data is a complete
gate set tomography (GST) dataset' for a transmon qubit, obtained in the experiment discussed in
[47]. The data that a full GST provides is the Liouville vector of the state that is prepared and the
POVM element that constitutes the physical measurement performed, as well as the Liouville matri-
ces for the physical gates that can be implemented. Of course, having such a complete description
renders the benchmarking protocol redundant, but the main idea here is just to illustrate realistic
values for the relative state preparation and measurement errors.

In this dataset, the pure state |0) (0| is aimed for during state preparation, whereas the measure-
ment aimed for is the projective measurement {|0) (0|, |1) (1]}. The noisy state preparation is then
denoted pg and the noisy general POVM is denoted {I — E1, E;}, where E; is aimed to be the projec-
tion |1) (1|. The qubit operations that can be performed are rotations about the X- and Y-axis of
the Bloch sphere by 7/2 and 7 radians. Let them be denoted Xj/2, X5, Yz/2, Yr respectively. These
four rotations are in practice sufficient to implement any single-qubit Clifford (since any antipodal
pole on the Bloch sphere can be rotated to any other by concatenation of these rotations). The data
that describes the noisy state preparation and measurement is summarized in Table 5.1, whereas
the noisy gate data is summarized in Table 5.2. The experimental uncertainty in the data is ignored,
since this data is only used as an example calculation. To relate this data to experimentally accessible
quantities, the state fidelity is computed to be

F(po,10)<0)) = v0.9815 =0.991. (5.14)

An experimental way to quantify the performance of a measurement, is to estimate the probability
€;j of incorrectly assigning measurement result j for an input state |i) [48]. In the case here, that
means that

€o1 := Tr[E1 pol, (5.15)
€10:= 1 =Tr[E1 X (o)1, (5.16)

where the rotation X;(p) is used to simulate the state preparation of |1) (1| under noisy circum-
stances. Computing these quantities for the data set at hand yields €g; = 0.0471 and €9 = 0.0730.

IThe data was received via private communication with the authors of [47]
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Figure 5.1: Contour plot of the number of sequences needed N (in thousands), as a function
||Perr0r||§ ”Qerror”%
lo-pl3 Q113
constant values of u = 0.98, § = € = 0.01 in the limit of large m, under the assumption of the
single-copy implementation (¢ = L = 1). In the region where N > 26500, the variance analy-
sis does not provide any more information than can already be obtained from the first order
concentration inequality.

and the relative measurement error

of the relative state preparation error , for

—— Ideal case
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------ First order bound
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Figure 5.2: Plot of the number of sequences N as a function of the unitarity u in the limit of
large m, using 6 = ¢ = 0.01 and @ = L = 1 (corresponding to the single-copy implementation).

2 2
Here ‘small’ noise case corresponds to % =3.90-107° and ”\?5—’6!2 =1.63-1073, whereas
Pl 2
1 ) ”Perr”% _ ”Qerr”% _ —4 . . .
arge’ errors correspond to lo—pIZ ~ 0.0249 and 162 8.43-107". See next section for justi-
2 2

fication of these choices. The dashdotted line of the ‘small’ noise case is on top of the solid line
of the idea case, indicating negligible contribution of the state preparation and measurement
€rTors.
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Sometimes €1y and €y; are combined in a single figure of merit for the performance of a measure-
ment, using the average assignment fidelity of single-shot readout defined as F, := 1 - %(601 +€10)
[48]. The data used here then yields F, = 0.940 . The average gate fidelity F of all of these gates can
be computed to be at least F =0.999 for all four gates.

In the simulated protocol, the states pffl) = ”T”, ﬁ;‘? = I*T‘T are prepared for all three non-identity
Pauli’'s o € 731* ={X,Y, Z}, using the available state preparation p, that is a noisy preparation of |0)
followed by an available noisy gate to rotate the qubit to the correct state. The measurement Qy; =
&y — Ej is the Z-measurement, and the X and Y measurements are performed by rotating the qubit
directly before performing the measurement. All combinations of X, Y, Z states and measurements
are performed for a single sequence, and their outcomes squared are added together to form gj,,. In
other words, gj,,, is measured as follows

Gin= Y, €05 =05 Wi, |Q3))?, (5.17)
o, 7€ Py
yielding an effective
®2 ®2
p-p= % (0% -5%)) and Q=Y (@), (5.18)
oePy TePy

where the simulated p;’_?, ﬁ;’? and Q;? are defined in Table 5.3. Using this data, it can be computed
that

I perc 2 I Qerrll2
Mol _ 590105 ana Nl eaii0ms (5.19)

lo=pl3 Q113

In Figure 5.3 the number of sequences needed is plotted as a function of the sequence length m
for various u (shown in different colors), where these relative errors are plotted in the dashdotted
lines. For comparison, the ideal case of zero relative errors has been added in de solid lines, which
is nearly on top of the dashdotted lines. It is clear from this picture that these errors are extremely
small, contributing very little extra to N. The question is how can such a good error be accomplished
when the experimental figures of merit do not seem to be astonishingly good (state preparation fi-
delity of 99.1% and average assignment fidelity of 94.0% and average gate fidelity of 99.9%). This
can be explained by the type of error that dominates the process. The main physical contribution to
the processes are thermal excitation/relaxation, which can be seen from the Liouville vectors of pg
and E; in Table 5.1 by observing mainly Pauli-Z error components. The error components are the
absolute value of the noisy components minus the ideal components. That is

lpo—10)¢0l|=[0 0.0021 0.0022 0.0261],
|E; —1)(1]|=[0.0178 0.0071 0.0112 0.0606],

in which it can be seen that the Pauli-Z components are an order of magnitude larger that the X
and Y errors. As a result, the amplitude in the ideal direction decreases a bit, but the preparation
process has very little leakage of probability amplitude out of the ideal state component B,. The
other antipodal states are also well prepared because of the high average gate fidelity compared to
the state preparation and measurement errors.

To illustrate that it is very useful to have information about the noise map A, a second simulated
example is constructed. The procedure is identical, but the physical state preparation pj, and mea-
surement E] are constructed differently. For comparison to the other case, it is assumed that the
state preparation fidelity and incorrect measurement assignment probabilities are equal, i.e.

F(pg,10) O = F(po,10y¢01),  €o1 =€, and €19 =€,
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Table 5.1: Experimental gate set tomography data of SPAM errors for a transmon qubit ob-
tained in [47], which is here used to simulate and compute the relative errors for the unitar-
ity randomized benchmarking protocol. The experimental uncertainty in the data is ignored,
since this data is only used as an example calculation.

Operator | Liouville vector (norm. Pauli basis) Matrix (computational basis)
[L 0.0021  0.0022 0681] 09815  0.0021¢™07
po vz ' ' 0.0021¢%8  0.0185
0.0303 0.0094¢21
Ey 06893 -0.0071 -0.0112 -0.6465] .
0.0094¢ % 0.9446

Table 5.2: Experimental gate set tomography data of SPAM errors for an transmon qubit ob-
tained in [47], which is here used to simulate and compute the relative errors for the unitar-
ity randomized benchmarking protocol. The experimental uncertainty in the data is ignored,
since this data is only used as an example calculation.

Gate | Liouville matrix of noisy implementation Liouville matrix of ideal gate
1 0 0 0 1 00 O
Xoo 4-107°  0.9992 0.0183 0.0148 01 0 O ‘
—0.0003 0.0136  0.0003 —0.9989 0 0 0 -1
| 0.0001 —0.0180 0.9988 -0.0012 0 01 O
1 0 0 0 1 0 0 O
X, —-0.0001 0.9994 -0.0079 0.0016 0 1 0
0.0002 -0.0069 -0.9985 -0.0023 0 0 -1 O
| 0.0002 0.0023 0.0024 -0.9986 0 0 0 -1
1 0 0 0 1 0 0 0
Yo 0.0003  0.0016 —0.0132 0.9987 0 0 1‘
3e—5 -0.0132 0.9991 0.0136 0 10
10.0004 -0.9987 -0.0126 0.0011 0 -1 0 O
1 0 0 0 1 0 0 O
Y, —0.0004 -0.9985 0.0216 0.0016 0 -1 0 O
3e—5 0.0224  0.9991  0.0003 0 1 0
| -0.0001 —0.0013 —0.0008 —0.9982 0 0 -1

Table 5.3: The model that describes Pauli state preparations and measurements in terms of the
available physical operations that can be performed.

o 57 oy Q%Y

X | Yaplp)) | YroYap(po) | Y),(I-2E)
Y | XpoXua(po) | Xuiapo) | XP,(I-2E)
Z Po Xz (po) 1-2E
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The pair

1
p;):[72 0.1346 0.1346 0.6810],

E;=[0.7071 -0.0930 —0.0930 —0.6283],

satisfies these constraints. The idea of this construction is clear. The dominating error process here
is rotation away from the computational states, instead of thermal excitation/decay. As expected,
this should contribute much more leakage of probability out of the ideal component. Indeed, these

2 2
underlying physical processes yield Illls :rill‘lzz =0.0249 and l?gﬁ L'Z =8.43-107%. The relative state prepa-
2 2
2
ration error ‘lllgiry:lzz is orders of magnitude worse than in the previous example based on the GST
2

data. This yields a significant increase in the number of sequences N needed. This is indicated in
Figure 5.3 by the dashed lines.

The conclusion of these examples is that having additional information about the dominating pro-
cess of your errors can help bound the relative errors significantly. The constructed ‘bad’ case ex-
ample might not even be the worst possible giving the fidelity constraints. If one only has fidelity
numbers, the Fuchs-Van de Graaf inequalities may be too weak to yield good bounds on the relative
SPAM errors alone. Therefore it is recommended that effort is put into finding a realistic error model
for the state preparation and measurement processes, such that a more rigid estimate of the relative
SPAM errors affecting unitarity randomized benchmarking can be computed.

5.4. DERIVATION OF THE VARIANCE BOUND

In this section a bound on the variance V|gj, | is derived. The main result of this section is Theo-
rem 5.4.9, which is the derived bound. This result is the fundamental building block of Theorem 5.2.1
in which an improved bound on the number of sequences was presented. This section is split into
two parts. First, a statement is made about the variance under the assumption of ideal state prepa-
ration and measurements. This means that first, it is assumed that p = p = Q = By. This is done
to illustrate the techniques and introduce most of the technical propositions before introducing the
extra difficulty of SPAM terms. The second part builds directly on the first, extending the result to
include any state preparation and measurement errors (SPAM).

In order to analyze the variance, first an expression must be found for it. The variance of gj,, is
computed as

Vidi,] =Elg; | ~Elgi,)?

2
1 1
~em 2 (QIW; o= p)* = (W > (QIWEIp - ﬁ)))

®2
92, 1 ®4 A ®2 o E w2 6)®2
= — ) W, - - i B

(O™ cpm é i | (0=P)77 N —«Q l(ICIm = 1m) [(o—0)""» (5.20)

2
= (QZICHA™) 10— 52 - (Q°21 (CZpA®D™ ) 1 - )2
= (QZAN™IA®|(p — 9)®2) — (QZ2 (M ®H) ™ LA® (0 - p)®2)

m-1 X i
= Y (QBNTTITLN = M®2] (M=% 7L (p - p)®2Y),
j=1
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Figure 5.3: The number of sequences N needed as a function of m for various unitarity © and
relative errors, using € = 6 = 0.01 and @ = L = 1 for the single-copy implementation. The uni-
tarity is indicated by color, as indicated next to the lines drawn. The solid lines correspond to

2 2 2
the ideal case of 2Perlz _ ”Qi"ﬂz =0, the dashdotted lines correspond to Jperrlly _ 3 99.10-5
lo—=pl5 Qi lp—pl3
IQerclls 3 . lperclls IQercll3
and —=—* = 1.63-107°, and the dashed lines correspond to —= = 0.0249 and ——= =
Qi; lo—pl5 Qi

8.43-107%. The dashdotted line is on top of the solid line and therefore not visible. The small
error does not significantly contribute to the number of sequences needed. The choice of state
preparation and measurement errors arose from two different examples where the underlying
physical state preparation and measurement processes were performed with equal fidelities.
This shows that the particular form of these noisy processes influences N significantly. See
main text for details.
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where the definitions
1
(n) ._ n
Cavg = Cl > o,

ceC

2 2 (2 (5.21)
M:=CELA®*CE,
N =A%),

are used. In the fourth line it was used that the sum over each i;, s = 1,...,m can be done inde-
pendently and in the fifth line it is used that Cé’% is an orthogonal projection (Lemma 2.3.5) so that

Cg’,zg = (Cg%)2 for all n € N. In the last line the telescoping series (Lemma 3.2.1) is used and a single
error map A®* has been absorbed into the state as preparation error.

In order to make progress with this expression, the structure of the matrix A is analyzed. The size
of the matrix A is already large for a single-qubit system, having dimension 28 x 28 = 256 x 256.
However, since Cgf,)g is the projector onto the trivial subrepresentations of C — C®*, the matrix V" has
only support on this subspace. For a single qubit, this subspace is of dimension 15 by Lemma 3.6.5

and Lemma 2.3.8.

5.4.1. IDEAL STATE PREPARATION AND MEASUREMENTS

This subsection is devoted to proving a new bound on the variance of the random variable g;,, =
((QIW?I:I,D)) over the unitarity randomized benchmarking sequences W;,, in the absence of state
preparation and measurement errors. The complete proof is rather long and technical, and for clar-
ity it is split into several lemma’s and propositions. Below, first the main result is presented, and the
main steps of the proof are given. Technical details are delegated to separate lemma’s and propo-
sitions, which are presented below the main theorem. The following theorem states the obtained
result, bounding the variance of the unitarity randomized benchmarking protocol in the following
way.

Theorem 5.4.1 (Noiseless single-qubit variance bound). Let A € S(C?) be a CPTP quantum channel
that corresponds to the error map associated with the single-qubit Clifford group C,, with unitarity
u(A) = u. Furthermore, let p,p € D(C?> ® C?) be two density operators and Q € Herm(C? ® C?) be a
hermitian observable, such that p — p = Q = B>, where By is defined in (4.49).

Then the variance V|qi,,| of the survival probability q;_, = ((QIWi@nfl o — p)) over the unitary random-
ized benchmarking sequences Wi, (as defined by (4.39)) satisfies

) 1 _ uz(mfl)

Vigi, ] < (¥ + \/5) (1-u) (5.22)

—ul

Corollary. In the limit of large sequence length m (that is, when u>™~2? < 1), the variance is indepen-
dent of m, and satisfies

2
\/[qim]s(%§+\/§) Sl (5.23)

1-u?
This bound is valid for all m, but is only close to the original bound in the appropriate limit.

Proof. The proof consists of multiple steps and each different step is delegated to a separated lemma
or proposition, in order not to obscure the bigger picture of this proof. The point of departure is
(5.20). Under the assumptions that p — p = Q = By the variance satisfies

m—1 X X
Vg, = Y. (B2 ® By N TN = M®2] (M®2)/ 7B, © By)). (5.24)
j=1
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First of all, M only has support on B; and By, and (4.50) has shown that
{B1IM|B2)) =0 and {(B|M|By)) = u. (5.25)
That is, By is an eigenvector of M with eigenvalue u, i.e. M |B,)) = u|B,)). Therefore

M®2)/7 1By ® By)) = u?V"V By ® By)).

In order to make further progress, an analysis of the projector Cgf,)g is needed, the projector onto
the trivial subrepresentations of C — C®* on the single-qubit Clifford group C;. This is so because
N= Cgf,)gAMCé‘f,)g only has support on the subspace Rge(Cgf,)g). Lemma 5.4.2 provides a basis {A; : i =
1,...,, 15} for this subspace. Note that A = B, ® B,. Now the matrix entries of N can be analyzed with

respect to this basis. This is done in Proposition 5.4.3. The main result is that
[NV = M®2] B ® B)) = [N = M®?] | A2)) = ana | A1) + a5 | Ass)), (5.26)

where a4 = {A14IN1A2) and a5 = {A15IN|A2)) are defined in (5.37). Collecting our results so far
yields

m_l . . .
Vidin) = Y #2970 (@1 AN T Ar) + ais (AN A ) (5.27)
j=1
So far, our analysis is exact. It is only at this point that terms are upper bounded. In Proposition 5.4.5
and Proposition 5.4.6 the quantities a;4 and a;5 are analyzed. They claim that both quantities have
lower bounds zero, i.e. ay4, a15 = 0. From Proposition 5.4.7 it follows that

(AN A <1,

(5.28)
(AN A1) <1,
since Ay, A14, A5 € Span{Qf 184 by their definition (see Lemma 5.4.2) are all three hermitian opera-
tors with Hilbert-Schmidt norm one. Using these inequalities yields

m—1 23i-1) 1— u2(m—1)
Vg, ] = (a4 + ai5) Z uNY = (ays + ars) T~z (5.29)
j=1 -

where the case u = 1 is understood as the limit « — 1 in the closed form expression of the geometric
series. Now the main result of Proposition 5.4.5 and Proposition 5.4.6, which is

3vV3
an < T‘/_(l ~w?  and  a5<v20-w? (5.30)
is plugged into the last expression to yield the final result. |

Throughout the rest of this section, the notation is slightly simplified by omitting the tensor symbol ®
to avoid cluttering. Therefore AB is understood to mean A® B. The matrix product is then indicated
by adot, i.e. (A B). Alllemma’s and propositions can then be proven in slightly more clean notation.
The proof of Theorem 5.4.1 refers to several propositions and lemma’s that contain the technical
parts of the proof. The first step of the proof, is identifying the subspace Rge(C(a‘f,)g), since the matrix

N has only support on this subspace. This can be done since Cgf,)g is the orthogonal projection onto
the trivial subrepresentations of C — C®* by Lemma 2.3.5. The following lemma finds all of these
trivial subrepresentations, giving an explicit basis for each of them.

Lemma 5.4.2 (Trivial subrepresentations of the single-qubit Liouville representation). Let R:C —
L(V) defined by C — C be the Liouville representation on the single-qubit Clifford group C,, where
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V:={lo) € Q1}. Then there are 15 copies of the trivial representation present in the decomposition of
the tensor-4 Liouville representation R®* : C — C®* and each of them is spanned by one of the following
vectors

1
A1 =00000000 = B1By, Ay== Y 001T=ByB,
3 o,1€Q}
Ay= > BB A= > BB
3= — 0000TT = D1 D2, 4= —= TT0000 = b2b1,
\/§T€QT \/ETEQ{
1 1
As=— ) 091007, Ag=— ) 100700,
\/§TEQT \/§1le
1 1
A7=——= ) otoT-0T10, Ag=— Y ootT0y,
2\/§U'T€QT \/§1le
O#T
1 i
Ag=— Z T00007, App=— Z oo(t-0)0T,
\/§T€QI \/§0‘,T€QI
O#T

i i
A =— Z (r-0)ogoT, Ap=— Z otoy(T-0),

\/§ 0,7€Q} \/§ o,7€Q]
0#T 0#T
i 1
Aiz=— ) ot(1-0)0, Au=—= )Y 0T0T+07TT0,
\/§ 0,7€Q} 2\/§ 0,1€Q}

O#T T#T

As=—— ) -2 ggrr,
3\/2 o,regi‘

respectively. Note that these vectors satisfy ((Ai|A;)) = 6;;, i.e. they are normalized and span orthogo-
nal subspaces (as must be the case by Maschke’s theorem). These vectors therefore are an orthonormal
basis onge(Cgf,)g).

Proof. The number of trivial subrepresentations ofis given by (y gss, Y1) = (Y g2, Y ge2) = 15, by Lemma 2.3.8
and Lemma 3.6.5 using that g = 1 in the single-qubit case. The idea is to use these irreducible sub-
representations (together with the isomorphisms connecting the ones that are equivalent) and apply
Lemma 2.3.8 to find the trivial subrepresentations of R®* (in complete analogy of the corollary to
Proposition 3.6.4).

The full decomposition of the representation R®? : C — C®2 on V®V for the single-qubit case g = 1 as
reported in [41] is summarized in Table 5.4. The equivalent subrepresentation present can be related
to each other by the following isomorphisms of representations:

Op:Viaq— Vo: By1— By,

0,:V,—V;: 09T~ 1Oy, 1€ Q]
10-07T
V2
03:Vig—Vi: 0100,

(5.31)

0:Vig— Vo — —iV20(1-0), o#1€ Q]

The spaces Vijq and Vj are trivially isomorphic. The representations on the spaces V; and V; are

canonically isomorphic by 8;. The isomorphism 6, sends the basis vector T”\;zi” of V4 to the basis

vector ogv of V;, where v = —i/2(7 - 0) is the third normalized non-identity Paul matrix (i.e. v € oF:
v # 0,v # 7). Note that an equivalent definition of 6, is

ot~ i(1-0), (5.32)
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Table 5.4: The decomposition of the Liouville representation of the single-qubit Clifford group

[41].
Space | Definition Dimension | Equivalent to
Vid Span{B,} = Span{o¢og} 1 Vo
Vo Span{B,} = Span {\/Lg ZJQQT O'U} 1 Vid
vV, Span{ooT: 7€ Qj} 3 Vi, Vi
Vv Span{rog: 71 € Qf} 3 Vi, Viay
T0—0T . *
Viay Span{T.U,TEQl,U#T} 3 Vi, Vi
Visy Span{&ﬁ‘":a,rle,a;ér} 3 -
1%} Span{oo:0€ Qi}\ Vp 2 -

since this implies that 7o — i(0-7) = —i(7-0). Combining the two thenresultsin ro —o7 — -2i(7-0),
which shows the equivalence.

In order to apply Lemma 2.3.8, one needs to choose an orthonormal basis for each space listed in
Table 5.4. The result is independent of this choice. In fact, all spaces except for V; already have a
basis, since they are defined by the span of an orthonormal basis. Giving V; the following choice of
basis, it can be written as

OxO0x—0yOy OxOx+0yOoy—20707
) (5.33)

V2 ’ V6
where ox,0y,07 € Qi‘ denote the normalized Pauli matrices corresponding to Pauli X, Y and Z

respectively. The trivial subrepresentations Ay, ..., Aj5 are then found by application of Lemma 2.3.8
to

1= Span{

1. Vig® Via, 2. VooV, 3. Via® W,
4. Vo ® Vig, 5 V.oV, 6. Vi®V,
7. Via® Viay, 8. VeV, 9. VieV,,
10. V; ® Via;, 11. Vi ® Vig, 12. Vig® V4,
13. Vi@V, 14. Vi ® Vigy, 15. Ve 17,

respectively, using the isomorphisms 0;, i = 0,1,2,3 connecting the isomorphic representations. To
illustrate this, A; is for example found found as

A 1 Z (TU—UT)B (TU—UT)
12="—= 2
2\/§U’T€QT \/z \/z

O#T

1
=—— Y —i(to-01)0¢(1-0)
2\/50,7691‘
O#T

(5.34)

i
=— Z T000(0-T)+0T100(T-0)
2\/§J,T€Q;‘

O#T

= Y. otoo(1-0),

\/§ G',TEQI

O#T
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noting that the sum runs over each basis vector twice, which is taken care of by the normalization
factor ﬁ, and the fact that o and 7 anti-commute to absorb all minus signs. [ ]

Now it is known onto which subspace the matrix N = Cf{f,)gAMCi(ﬁ,)g has support, since the previous

lemma showed that Cgf,)g = Z}i AN KA Furthermore note that A, = B, By. The next step in the
proofis then to evaluate

15
N 1Az =Y (AN 1A 1A). (5.35)
i=1
The next proposition precisely shows this.

Proposition 5.4.3 (Computation of N'|A>))). LetN and |A;)) fori=1,...,15 be defined as above and
denote u = u(A). Then
N1A2) = az | A2)) + a4 1 A1a)) + a15 1 A15)), (5.36)

where
az = (A2IN|Ag)) = u?,

1
a1 = (AN Az)) = ﬁaggf«ammiw»z,

O#T

(5.37)

1 1
ars = (A5INAz) = —ﬁu(m%ﬁ Y (olAulon?.
UEQT

Proof. The proofis by direct computation, (repeated) application of Lemma 3.6.2 and linearity of the
inner product. In general the vector Ay is of the form

K
_ (k) (k) _(k) (k) _(k)
A = Z c 01]02]03104] (5.38)

where each 0' € Qi and 0 # c(k) € R. The sum over j runs over all K nonzero term in the definition

of Ay, where c] ) is the coefﬁment of this term and where 0' i ) is the i-th tensor position in the j-th
term in the summation of the vector Ay. Therefore in general, a; is computed as

ag = <(Ak|N | A2))

Zc(k) > ((U;kj)agkj)aék])aflk])|A®4|nff))
7,7€ Q) (5.39)

Zc”“ Y. (oA @ PIAIT (o SIAID) o IAIEY.
TTEQ*

So if for all j = 1,..., K there is a position i € {1,2,3,4} such that ng} = 0y, then a; = 0 since then

((O'E.{C; [AlT) = (oolAlT) = 0 for all T € QF by the trace preserving property of A and the fact that all

non-identity Pauli’s in O} are traceless. It can easily be verified that this condition is satisfied for
k=1,3,4,56,8,9,10,11,12,13.

For all other k (k = 2,7,14,15), there is nothing else to do then to evaluate (5.39) directly. Denote P, =
ZUEQ;‘ [T (| the projection onto the traceless subspace. Then the rest of the terms are computed
as

1 1
w=5 Y (oIAITH? (BIAIT)? = o (olAlTy? | =u?,

0,6,7,7€ Q] 0,7€Q}
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1
a; = —— Z
6\/§ U,&,r,feQ;

g£0

1
=— 2(aolA G|A AITH(GIAIT
a4 5\/50,&,1%91 KolAITH (GIAITH (T IAITH (G IAITY

T#0

(«omA@Zm» (oGIN®?51) — (oG IA® [TT) (o GIA®23T) | = 0,

2
=%U’Z ( ¥ <<a|A|r>><<fr|A|r>>)

5eQ; \1eQ}
O#6
= AP,AT|6))?
3 \@U’ggf«m 16))
O#6
1
= Ayl 16)?
3 ﬁg,gg;«m A6y
O#6
1 .
=—— —) 410D (I AITNZ UG TAIF N2
a5 =~ \/EMJ’Z%QT( ) (o IAITH (OINIE)
1 1
=—— (o IAITW2(OINIEN? + —— 3UOIAITH2(GIAIT)?
gﬁo,é,';le 9 Za,r,'fZEQI
w1 ) ’
=——t— (olAlTY)
VAR )
——”—2+L Y «olAuAo)? [
= \/z 3\/§UEQT uiiy

In the last step of the proof, an upper bound is put on the terms
a (AN A and  as@ANTTT T As).

The idea used in the proof is that if 14, a15 = 0 and (A NI 71 A1), (A2IN™ 771 A15) < 1, then
the above terms are bounded as

an (AN T A <ais and  asCAIN TN Ars) < ass. (5.40)

Then the upper bounds for a4 and a5 respectively complete the proof. So, in order to complete the
proof, the terms a4, a5 need to be bounded, as well as terms of the form (A IN m—j _1|A,->). The
bounds on a4 and a5 are treated first. In order to bound these quantities, the following lemma is
used [15, 49, 50].

Lemma 5.4.4 (Single-qubit Liouville representation). LetH = C? be the Hilbert space of a single qubit
and let £ € T (H) be a trace preserving superoperator. The Liouville representation of such any trace
preserving operator is (see (3.22))

1 0
a(é) gu

If (in addition to being trace preserving) £ is positive, then & is real and admits the decomposition

b v

E= _ (5.41)

1 0

£=ly U

(5.42)

|1 0
“|utr uwv|’
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where

U,VeSOR®) ={AeR>3: AAT = AT A=I,Det(4) =1},
t=U'a(A) e R and W = diag([w, w, ws)) € R¥*3, satisfying |t;| + |lw;| < 1 for each i = 1,2,3. Note
that&, = UWV. If furthermore £ is completely positive (and trace preserving), then in addition to the

above (recalling that complete positivity implies positivity) the conditions (w; + w j)2 < (1+ wy)? also
hold, for each permutation{i, j, k} of{1,2,3}.

Proof. See [49, 50]. [ ]

Note that UWV is not quite the singular value decomposition of £, since U and V are in SO(3) and
notjustin 0(3) = {Ae R¥3: AAT = AT A = I}. Aslight modification of the singular value decomposi-
tion can force U, V € SO(3) at the cost of giving up the condition that the singular values are positive.
So w; can be negative. However |w;| are the singular values of £,. Now let us relate the unitarity of £
to the decomposition of the above lemma. From (4.34) it follows that

u) = émeueg] = %Tr[UWVVTWUT] = %TI[WZ] = %Z w?. (5.43)
i

The above lemma can now be applied to find a bound on a4.

Proposition 5.4.5 (Bound on ay4). Let a4 be the quantity defined in Proposition 5.4.3,

1
an=—= Y (olAAlITH, (5.44)
3\/§U,TEQ{ N
O#T

and let u = u(A) be the unitarity of A. Then0 < a4 < %g (1—uw)?.

Proof. As A is real by Proposition 3.6.1, so is AHAI and therefore ((UIAHA:EIT))2 = 0. This implies
ajs = 0. Application of Lemma 5.4.4 to A yields

AAl = UW?UT. (5.45)

In the Liouville representation, a vector |o)) is represented by the canonical unit vectors e; for i =
1,2,3 (eg is identified with o). Then «o|AAT|TY) can be represented in index notation by

3
(oIAAlITH =l UW?UTe; = Y U cwiUj i (5.46)
k=1
Therefore
ajy = ——= U‘ka U',k . (5.47)
3\/§i,j=1 k=1 PETRT
i#j

In order to put a bound on a;4, abound on the term in (5.46) is found by applying Lemma 5.4.4. Since
UUT = I, one has that Zzzl UixUjk = 6ij. Assume without loss of generality that |w;| < |w2| < |ws],
as this can be achieved by permutation of the basis. Then progress on a bound can be made in the
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following way. For i # j,

3

2
Y UicwiUijk
=1

3 3
2 2
> UikwiUj ke —wy > UikUjk
k=1 k=1

2 2
Z i k(wk_ Wl)Uj,k
k=1

3
2
Z Ui xUj, k”wk wy

(5.48)
2 2 3
= |w3 - w1| Z |Ui,kUj,k|
k=1
2 2 2 2
= Z > Uik | w3 — wy
k=1
=ui -

where in the last line Hélder’s inequality (Theorem 2.1.10) was used and the fact that the rows of a
unitary matrix have 2-norm equal to unity (Proposition 2.1.3). So therefore

2
ay < —— (w — (w?- w2)2. (5.49)
14 3\/—12 3 \/§( 3 1

l#]

Putting a bound on (w§ - wf)2 is also done by invoking Lemma 5.4.4. Under the assumption that A is
CPTPB Lemma 5.4.4 claims that (w; + w;)* < (1+ wy)? for each permutation {i, j, k} of {1,2,3}. Adding
the equalities of opposite sign yields

2w +2w5 = (wi + w)? + (w; - w)? < L+ wp)® + (1 - wp)? = 2+ 2w, (5.50)
which is equivalent to wl2 + wf - w,zC < 1. In particular, this means

wi+wi-ws <1, (5.51)

w2 +w? - wi<1. (5.52)
Then multiplying (5.52) by 2 and adding to (5.51) yields — w% + wg +3 w§ < 3 or equivalently
2(wi — w?) < 3— (Wi +ws +wd) =3(1-wu). (5.53)

Plugging this into (5.49) yields

a14_\/_( (1- )) _—(1— w?, (5.54)

proving the proposition. ]
Next, a bound on a;5 is given. Again Lemma 5.4.4 is invoked to give a bound.

Proposition 5.4.6 (Bound on a;5). Let a;5 be the quantity defined in Proposition 5.4.3,

1 1
——uN?+——= Y (olAALlo)?, (5.55)
V2 3v2 ,,é; M

and let u = u(A) be the unitarity of A. Then 0 < ays < v2(1 — u)?.
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Proof. Again, application of Lemma 5.4.4 to A yields
AL =UW2U", (5.56)

In the Liouville representation, a vector |o)) is represented by the canonical unit vectors e; for i =
1,2,3 (ep is identified with o). Then (o|AAt|o)) can be represented in index notation by

(olAuAllo) = el UW?UTe; =: x; (5.57)

where x; is just a shorthand notation with i = 1,2, 3 associated with each o € QT. Using u = % 2?21 X;
it follows that

0eQf

(5.58)

From this it is clear that a;5 = 0. An upper bound is found by posing it as an optimization prob-
lem. In order to do so, lower and upper limits for x; are needed. So it is established that 0 < x; =
((0'|AuAjl|0'» < 1. This is done by application of Lemma 5.4.4, yielding

3 3 3
0<x; = (olAuAllo) = elUW*UTe; = Y Ui cwiU} = Y U2 wi< ) UF =1, (5.59)
k=1 k=1 k=1

The upper bound follows from the fact that w? < 1 and U?, = 0, together with Y3 _, U?, =1 since
the 2-norm of a row of a unitary matrix is one (Proposition 2.1.3). Clearly, as Ul.zk, wi =0, also x; =

((0'|AuAjl|0'>> = 0. An upper bound for a;5 is then the solution to the maximization problem

2
max ajs = —— Xi—Uu
X1,%0.%3 15 3\/2121( J )
s.t. 0=<x;=1, j=123, (5.60)
)
- x]' =Uu,

where 0 < u < 1is a free parameter of the problem. The key is to note that this is a maximization prob-
lem of a convex function over a convex domain, and therefore it attains its maxima at the extreme
points of the domain [51]. The extreme points are the points where two of the six given inequalities
(that bound the domain) are saturated. The third equality follows from the single equality constraint.
The extreme points are unique up to permutation of variables, which yields the same solution since
the objective function is invariant under permutation of variables. Table 5.5 lists the extreme points
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in which the objective function attains its maximum and the corresponding value of the objective
function depending on the value of u. The column ‘bound’ indicates an upper bound for the solu-
tion of the problem, valid in the corresponding region of u. In conclusion, a5 is less or equal to the
solution of (5.60), which in turn is less or equal to v2(1 — ).

Table 5.5: Solution to the optimization problem (5.60) up to permutation of the variables
X1,X2,x3, which due to the symmetry of the problem yields the same solution. The last col-
umn is an upper bound of the solution, valid in the appropriate regime of the parameter u.

case X1 X3 X3 solution to (5.60) bound
f<us<1| 1 1 | 3u-2|v20-w? V2(1 - w?
1 2 1 2 2., .2 2
z<u<g 1 3u-1 0 Wé((l_u) +Q2u-1) +u) \/z(l—u)
O<sus<i |3u| 0 0 | vau? V2(1-u)?

This final proposition used in the proof of Theorem 5.4.1 allows us to conclude that
(AN TN ALy, (AN A < 1.

The proposition is stated in a slightly more general form, for later reuse. In the main proof it is illus-
trated how the conclusion follows from the proposition. The proof of this proposition here makes
use of another lemma, that is taken from literature. This lemma is stated after the this proposition.

Proposition 5.4.7 (Bound on N'" terms). Let N = Cg\l,)g oA®o Céil,)g, where
C(4) — L Z C®4
"7 &,

is the abstract superoperator corresponding to its Liouville representation N (as defined in (5.21))
and where A € S(C?) is any single-qubit quantum channel. Denote V = Span{Qi"“} the Hilbert space
(equipped with the Hilbert-Schmidt inner product) on which N acts.

Now let A,Be V. Then
|CAIN | BY| < 4] All2|I Bll2. (5.61)

Ifin addition B € Span{(Q;‘)g"‘} c V and B = BY, then this can be improved to

|CAIN"IBY)| < | All2lI Bll2. (5.62)

Proof. The first step is to use the Cauchy-Schwarz inequality (Theorem 2.1.1) to get
|CAINTIBY | < 1 Al IN" (B) 2. (5.63)
Under no assumptions on B, it just follows then that
|CAINTIBY | < 1 AlIN" (B)ll2 < I All2 IN " ool Bll2 < 41 All2 || Bll2, (5.64)

by using Cauchy-Schwarz (Theorem 2.1.1) and Lemma 5.4.8 since N is a CPTP map (see Proposi-
tion 2.5.1 and Proposition 2.5.6), proving the first claim.
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IfBeVy:={Be€ Span{(QT)M} : B = B}, then /" can be restricted to the subspace V, (which can be
viewed as a vector space over R). Thus,

|CAINBY| < HAL Iy, ool Bl < AT (ICE8) |y, ool Ay, ool €8 o) 1B, (5.65)

using Cauchy-Schwarz (Theorem 2.1.1) and the submultiplicativity of the co-norm (Proposition 2.1.11).
Since Cgf,)g is an orthogonal projection, it follows that

ICEvg |y, lloo < 1Civg lloo = 1.

Furthermore,

4
Ay, = (M) (5.66)

where Wy = {B € Span{Q7}: B = B} since Vg = WO®4 if Vo and W, are viewed as Hilbert spaces over R.
So (5.65) reduces to

4 n
| (AN |BY| < ||A||2(|| (A|w0)® ||oo) IBll (5.67)

To make progress it is used that | A®"[|o = [l A%, for any linear operator A € £(#) on a Hilbert space.
This follows from the singular value theorem (Theorem 2.1.9). Let A = USW be its singular value
decomposition, with U, W unitary and S a diagonal matrix with the singular values s; =2 s, = ... =2 55 =
0 on the diagonal. Then A®" = (USWT)®" = U®"$®"(W®™")', which is precisely the singular value
decomposition of A®” since U®" and W®" are unitary and S®" is diagonal with positive elements.
Moreover, the largest singular value in S®” is precisely s;'. Therefore || All%, = s} = [|A®"|oo. Using
this in our inequality yields

4n
| CAW™1BY] < 1Al (I (Al e ) o) I1BI2 <1 AN BIL, (5.68)
where the last inequality follows from Lemma 5.4.8, which claims that
IA[y, lag < 1% =1. (5.69)

Lemma 5.4.8 (Operator norm bound for superoperators). Let £ € S(H) be a CPTP map on a d-
dimensional Hilbert space H, with d = 29 for a q-qubit system. Then

1€lloo = max {IEA: Al =1} < Vd (5.70)
AeL(H)
and
€17 = max {IEAI: 1Al =1,Tr{A] =0,4= A"} =1/, 5.7
7 AeLH) 2
Proof. See Theorem 2.1 and 3.1 of [30]. |

The norm ||| g is the operator norm when the map £ is restricted to the real vector space of traceless,
hermitian operators in £(#) (in which p — ¢ is contained for two density matrices p and p).

This concludes our proof of the variance bound in the case of ideal state preparation and measure-
ment errors. The next subsection continues with the proof for the general case including SPAM.
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5.4.2. INCLUDING SPAM

This section expands on the previous result of Theorem 5.4.1 by including state preparation and
measurement errors (SPAM). This is of significant importance, since in practice there will always be
SPAM present in any experimental setup. Furthermore, one of the strengths of benchmarking type
protocols is that they allow for the benchmarking of a gate set independent of SPAM. That is, for the
unitarity benchmarking protocol, the fitting procedure yields the unitarity of the average error chan-
nel independent of the SPAM. However, as follows from the theorem below, the variance V[gj,, ] (and
therefore also the number of sequences N needed in the protocol to obtain a result with a specific a
priori determined confidence interval) depends on SPAM.

In the theorem below the general variance bound is presented. Most of the technique is similar to
the ideal case, which is why this was done first. The proof only makes use of two new propositions,
which are presented below the theorem.

Theorem 5.4.9 (Noisy variance bound). LetA €S (C%) bea single-qubit CPTP quantum channel that
corresponds to the average error map associated with the Clifford group C,, with unitarity u(A) = u.
Furthermore let p, p € D(C? ® C?) be two density matrices and let Q € Herm(C? ® C?) be a hermitian
observable.

Then the variance V|qi, ] of the survival probability q;_, = ((QIW?;I o — p)) over the unitary random-
ized benchmarking sequences Wi, (as defined by (4.39)) satisfies

3\/5 1 _ uz(m—l)
Vidi,] < (upidealn% (T + x/i) (1=~ + 4l perel} | (1 Qa3 +21Qen ). 5.72)

where

Pideal := {B2lp — ) Bo, Perr := P — P — Pideal, (5.73)
Qideal := (B21Q) By, Qerr := Q —(B11Q) B1 — Qideal, (5.74)
with By, B, defined in (4.49).

Ifp-pe Span{Qi‘}g’2 (as is the case in the single-copy implementation of the protocol, since then
p—p=(py— ﬁH)®2 with pyy — py € Span{Q7}), where Q7 is defined as in Definition 3.6.1, then this
bound can be improved to

uZ(m—l)

3v3 1-
+ \/E) A-w ||pm||§) (IQueatl} +21Qenl3).  5.75)

Vig;. 1< —_—
[Giy,] = 2

2
”pideal”z (

Corollary. An m-independent bound can be obtained by noting that
11— 0 (1-u)?
= )
1-u? 1-u?

which is a good bound in the limit of large m (when u?™~V « 1).

1 -u?

(5.76)

Proof. The proof utilizes the fact that the basis of the space L(H ® H) is free to be chosen, except for
B; and B;. The idea is to define two hermitian, orthonormal vectors Bs and By such that both p — p
and Q can be expressed in these four basis vectors (by letting B3 and B4 depend on p — p and Q). Let
throughout the proof Q; := (B;|Q) and p; := (B;|p — p) for i = 1,...,4. It is also (implicitly) used that
pi, Q; € Rsince p — p, Q are hermitian.

Since p — p is traceless, it follows that p; = 0. The idea is to chose B3 orthogonal to B; and By, in the
direction of the remaining component of p — § after subtracting the B component. Therefore define

_ p—p-p2B;

= £ (5.77)
¥ lo—0—p2Bzl2
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so that p — p = p2 B2 + p3Bs. In similar fashion, By is defined as the remaining component of Q that is
orthogonal to By, By, Bs. That is,

-y3 B;|Q) B;
by QIR BIOB 570
1Q-X2_ (BiQ) Bill,

allowing us to write Q = Z‘i‘:l Q; B;. Plugging these expansions into (5.20), it follows that

V(gi,,] = €QZAIN™1 — (M®3)™ 1| (p - p)®2)

3 4 -1 &2 m—1 (5.79)
=Y Y 0ipsQrQi{Bi® BIIN™ ' — (M®3)"1|B; ® By)),

i,5=2k,l=1

noting that Q. € R for all k, since Q is hermitian. Furthermore, since M has only support on B;
and By, and (Bs|B,)) = ((Bs|B1)) = 0, it follows that M®2|B; ® B,)) = 0, unless i = s = 2 in the above
summation. The variance is therefore split into two terms

4
Vigi,] =05 Y QeQi{Br®BIN™ ' —(M®)™ ! |B, & By)) (5.80)
k,l=1
3 4
+ 2 X pipsQeQiBe® BIIN!B; © By) (5.81)
i;élés/\:sz;éz b=t

Each term in the equation is bounded separately. There are two new propositions, Proposition 5.4.10
and Proposition 5.4.11, which are used to throw away as many zero terms. These propositions are
proven below.

The bound on the first term (5.80) mimics the proof of Theorem 5.4.1. Using again the telescoping

series (Lemma 3.2.1), (5.80) is written as

m-1 4 . .

G80)=p2 Y Y QeQi{Br® BN I N — M®? (M®%)/71|B, & By))
=1 k,I=1

—

~
—

. 4 .
=03 Y u¥? Y QuQi(Br®BIN™ T N = M®?]|By @ By))
k,1=1

3

~.
l
—

. 4 . .
=p3 Y w2 Y QuQi(@aCBie BINTI N A + ars (B ® BIN™ I Ays)).
j=1 k,i1=1

3

In the second line it was used that M |B,)) = u|B,)), according to (4.50). In the third line, Proposi-
tion 5.4.3 was used, noting that A, = B, ® B,. Before applying the bounds as in the error free case,
two propositions are used to eliminate some zero terms in this expression. By Proposition 5.4.10 it
follows that

(Br® B|Cly = (Ciy 1Bk B =0,

for all (k,1) € {(1,3),(1,4),(2,3),(2,4),(3,1),(3,2),(4,1),(4,2)}, eliminating half of the terms immedi-
ately. The terms (k,I) € {(1,1),(1,2),(2,1)} are eliminated by Proposition 5.4.11, since A4, A5 €
Span{(Q;)}M, by Proposition 5.4.10. Therefore (5.80) is reduced to

m_l . . .
(5.80)=p3 ¥ u*? Y QuQi(@aCBie BN A + ars (B @ BIN™ T Ays)),
j=1 (k,heK

where the index set K := {(2,2),(3,3),(3,4),(4,3),(4,4)}. Since QxQ; may be negative, it is neces-
sary here to take the absolute value and use the triangle inequality in order to bound this quan-
tity. Then the quantities a;4 and a;5 (which arose from Proposition 5.4.3) can be bounded using
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Proposition 5.4.5 and Proposition 5.4.6, whereas the remaining inner products are bounded using
Proposition 5.4.7. The results of these three propositions are summarized as follows

3v3
|a14|s‘2—F(1—u)2,

lais| < V2(1 - u)?,
[(Br® BIIN™ I A1) <1, vk, 1=1,..4,
[(Be® BN T 1 Aspl <1, Vi I=1,..,4,
since A4, A5 and By ® By for all k,1 = 1,...,4 are hermitian operators with Hilbert-Schmidt norm 1

and Ay, Ajs € Span{Q;}®* by their definition (see Lemma 5.4.2). Putting this all together yields a
bound on (5.80):

m—1 . .
(5.80)<p3 Y w2 Y 1QeQul(lansl KB ® BIN™ 7! v
j=1 (k,DeK

+lans||KBe ® BN ™7~ Ays)])

m—1 . 3v/3 (5.82)
<p; Yy u Yy |Qszl(‘—f+\f2)(1—u)2
j=1 (k,Dek 2
3 3 1_ 2(m-1)
T e ]|
(k,Dek 2 l1-u

Next a bound is given for the term of (5.81). This term is also analyzed using Proposition 5.4.10 to
throw away some zero terms. First, the proposition claims that Cgf,)g |B; ® Bs)) =0for (i, s) € {(2,3),(3,2)}.

Hence only terms with i = s = 3 remain. Furthermore, analogous to the above
(Br® By Clyy = (Clg IBr® B =0,

forall (k,1) € {(1,3),(1,4),(2,3),(2,4),(3,1),(3,2),(4,1), (4,2)}. Next Proposition 5.4.11 is applied, from
which it directly follows that

(Br®BIIN™ ! |B3® B3)) = 0, (k,De{(1,1),(1,2),2,D}
Therefore (5.81) is reduced to

(5.81)=p3 Y. QrQi{Br®B;IN"'|Bs®Bs)), (5.83)
(k,)eK

where K =1{(2,2),(3,3),(3,4), (4,3), (4,4)} is the same index set as above. Now to bound this, the abso-
lute value is taken, the triangle inequality is used and finally Proposition 5.4.7 is applied to obtain

G8D=p; Y 1QeQilI(Br®BIIN™ ' [Byo B3y <4p5 Y. 1QxQil, (5.84)
(k,)eK (k,l)eK

since By ® B; for (k,1) € K are all traceless, hermitian operators with Hilbert-Schmidt norm one.
Under the assumption that p— g € Span{QT}w, the better bound of Proposition 5.4.7 can be used,
yielding
G81)<p3 Y 1QeQil«BreBIN™ ' Bs@Bs)<p3 Y. 1QiQil, (5.85)
(k,DeK (k,DeK

Putting everything together, yields the bound

3v3
Vigi,) < 4p§+p§(7f+f2) (1-u)? - HZ 1QcQil- (5.86)
(k,)eK

1 — y2m=-1) ]
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Now the goal is to write this bound in a form that is independent from the (arbitrarily chosen) basis
vectors Bz and Bs. The most important thing is to write the term }_ 4 e 1Qx Q| differently by using
Holder’s inequality (Theorem 2.1.10) on

4 4 2 4 2 4 4 2 4
> IQszlz( |Qk|) =(Z|lelll) s[4 X Q4| X 12| =2) QL. (5.87)
k1=3 k=3 k=3 k=3 k=3 k=3

2(m-1)
2l—u

T2 ](Q§+2[Q§+Q§]). (5.88)

This leads to

Vigiy,] = ]

4p§+p§(¥+\/§)(l—u)

Now writing the plz. and Q? in terms of norms, yields the result of the theorem since

2 2 2 2
”pideal”z = P2 ”perr”z = P3,

2 2 2 2 2
”Qideal”g = Qz» ”Qerr”g = Q3 + Q4;

by their respective definitions (5.73) and (5.74). The factor of 4 can be dropped under the assump-
tion that p — ¢ € Span{Q; }®2 and the analysis remains the same, yielding the improved result. Note
that the statement is now made with respect to the Schatten 2-norm on the operators, which is in-
dependent of choice of basis. This justifies the freedom to choose B3 and Bj freely, as they are only
used as intermediate tools. |

The above proof made use of two new propositions, which were used to throw away as many zero
terms as possible in the variance bound. This first proposition is used to claim that

CY.IB;®B;) =C4, 1B ®B;) =0, (5.89)

avg avg

whenever i = 1,2 and j = 3,...,16. This is shown in the proposition below.

Proposition 5.4.10. Let Cgf,)g be defined as in (4.46) and let A; = 1,...,15 be defined as in Lemma 5.4.2,

such thatcgf,)g = Z%il |AiW(A;|. Let B={B; :i = 1,...,2%} be an orthonormal basis ofSpan{Qf’z}, such
that By and B, satisfy the definition (4.49). Denote W = Span{B; : i = 3,4, ...,16}.

Then Cgf,)ngi QW) = Cgf,)glwch,-)) =0 fori=1,2 and for all w € W. Furthermore A; € W W for
i=5,..15.

Proof. To see this, consider the Liouville tensor-2 representation (V@ V, R®2%) where V = Span{lo)) :
o € Q1}. In Proposition 3.6.4 the trivial subrepresentations were found to be spanned by B; and B,
respectively. By Machke’s theorem (Theorem 2.3.3), there is a decomposition

V®V =Span{B;} @ Span{By} & W, (5.90)

where W is a subrepresentation of V ® V. Note that by Proposition 3.6.4, W can not contain any
trivial subrepresentations (but can certainly be decomposed further). In this decomposition then

V®4 —

2 2
€ Span{B; ®Bj}) ® (@(Span{Bi} ® W) e (W ®Span{B;}) & (W& W). (5.91)
i,j=1 i=1

The spaces Span{B;} ® W and W ® Span{B;} for i = 1,2 are all four isomorphic to W via the identifi-
cation x — B; ® x and x — x ® B; respectively (x € W). Therefore, these spaces can not contain trivial
subrepresentations, since W contains no trivial subrepresentations. Note that B; ® w € Span{B;}® W
and w® B; € W®Span{B;} for i = 1,2. Since these spaces do not contain trivial subrepresentations of
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V®* and Cgf,)g projects onto the trivial subrepresentations of (V®4, R®%) it follows that Cgf,)g |B; ® wy) =
Cgf,)g |we® B;)) =0fori=1,2as claimed.

The four spaces Span{B; ® B;}, i, j = 1,2 are trivial subrepresentations and correspond to the spaces
Span{A;}, i = 1,...,4 by their direct definition. In Lemma 5.4.2 all other trivial subspaces were found,
which must thus be contained in W ® W, since the spaces isomorphic to W can not contain them.
Hence A; e We W for i =5,...,15 as claimed. |

The second new proposition that was used in the proof of Theorem 5.4.9 to throw away some other
terms in variance bound by utilizing the trace-preserving property of A. It is argued that

(Bx® BIIN"w) =0, (5.92)

if k =1 and/or I = 1 (meaning that either By or B; or both are the identity B;) and if w can be ex-
panded in the tensor basis B; ® B; without using the identity B;. This is made precise in the propo-
sition below.

Proposition 5.4.11 (Invariant space of ). Let N be defined as in (5.21). Let B=1{B;:i=1,...,2%
be an orthonormal basis of Span{Qf’z}, such that By and By satisfy their definition of (4.49). Denote
W' =Span{B; :i =2,3,..,2% = Span{Q;}. Then

(B ® BIIN"|w) =0 (5.93)
forallneNandall we W' ® W', whenever k =1 and/or 1 =1.

Proof. To show the claim of the proposition it is argued that both c;@g and A®* leave W' ® W' invari-
ant. For A®? one finds that

(B ® Bi|A®*|B; ® B = (Br|A®?|B;))(B;IA®?|B;) =0, (5.94)

forall i, j=2,3,..,2% if k = 1 and/or [ = 1 by the trace-preserving property of A®2. So, for any w € W
it follows that A®*|w)) € W’ ® W' as claimed. Now Cgf,)g, restricted to W’ ® W', can be written as

4 —
Cavg Wew! |A2)) (A2l + B
where Ay = B, ® B, and P = le.is |A;»{(A;| is an orthogonal projection onto a subspace of W & W,
where W = Span{B; : i = 3,...,2%}. This follows Lemma 5.4.2 and Proposition 5.4.10. By noting that
W < W', it is clear that Cgf,)g lw)y e W o W',

Therefore N |w)) = (Cgf,)gAmcgf,)g)” lw) € W e W'. Since By®B; € (W' @ W)t if k=1and/or =1,
the claim follows. L

This completes the proof of the variance bound in the presence of state preparation and measure-
ment errors. Next section will provide a discussion on the obtained result.

5.4.3. DISCUSSION OF THE NOISY VARIANCE BOUND

In this section a discussion of the variance bound including state preparation and measurement
errors is given. As a first sanity check, it is good to verify that Theorem 5.4.9 is indeed an extension
of Theorem 5.4.1. This can be done by applying Theorem 5.4.9 to the ideal input states p—p = Q =
B,. This implies that the ideal components are one and the error components are zero, i.e. Pigeal =
Qideal = B2 and perr = Qerr = 0. This then indeed reduces the variance bound of Theorem 5.4.9 to the
one of Theorem 5.4.1.
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The bound in the presence of state preparation and measurement errors of Theorem 5.4.9 has a
constant term, independent of the variable 1 — u, whereas the bound scales as (1 — 1)? in the ideal
case (Theorem 5.4.1). In particular, this means that if « — 1, then V[g;,] — 0 if and only if there is
zero SPAM (that is iff perr = Qerr = 0). In Example 5.4.1 it is argued that O(1) with respect to (1 — u)
is the best achievable. In particular, it is shown that for A = Z and certain choices of p — § and Q,
the variance does not vanish (as is the case in the ideal scenario of perfect state preparation). Since
u(Z) = 1, it is clear that there does not exists a constant M such that V < M(1 — u) for this case. Thus
O(1) is the best that can be done for a variance bound that is independent of A, p and Q.

Example 5.4.1. Let us consider the case where A =7, i.e. gates are performed perfectly, but where
measurements and state preparation is far from ideal. Suppose that
X®X
4

p—p= and Q=XoX, (5.95)
where X € P is the Pauli- X matrix over C? and the tensor product is omitted between them. Note
that p, Q € L(H ® H), where H = C? is the single-qubit Hilbert space. Since A = Z, the string W;_ of
m independently and uniformly distributed Cliffords reduces to a single Clifford element uniformly
drawn from C;. There are 24 elements of C;, 8 of which map X — +X. The sign is irrelevant, since
if C maps X — —X, then CC maps XX — XX. The other 16 Cliffords send X — +Y or X — +Z7,
where again the sign is irrelevant. Since (X X]| %)) =1and (XX]| %)} ={XX| %)} =0, the following
probability distribution on g, is obtained:

8

Plg; =1]= — =

16

d Plg,=0=—=

L 2 (5.96)
3 3’ )

Clearly then E[d;,,] = 5 and Vig;,,] = Elq;. 1 ~Elgi,]* = § — § = § is nonzero. This example shows that

V{gi,] #0as (1-u)— 0. O

5.4.4. BOUND ON ¢,

The main result of this chapter, Theorem 5.2.1, which puts a bound on the number of sequences N
needed to rigorously perform unitarity randomized benchmarking, also requires an interval in which
the random variable g, is contained. This is precisely the goal of this proposition. It is presented
here because the proof technique uses Lemma 5.4.8, which was only introduced in this section.

Proposition 5.4.12 (Bound on ¢;,). Let Q € Herm(H ® H), p,p € D(H ® H) and let the unitarity
randomized benchmarking qi,, be defined as in (5.1). Denote QO =0Q-(B1|Q)B;. Then

1Gi,, | < V211Qli2ll0 = Bl (5.97)

Ifin addition Q = Q;’f and p — p = (py — py)®? are of tensor form (as in the single-copy implementa-

tion), then this can be improved to
0= g, =1Qll2llp=Pll2. (5.98)

Proof. Since
i = CQIWEZ |0 = ) = (QIBI) (BIIWEZ|p — o)) + QWS 10 — o) = (QIWS2|p — o)),

due to the fact that (B IWf’nf |p — ) = 0 by the trace-preserving property of W;  and Tr[p — p] =0, Q
can be replaced with Q. So

|Gl = 1011211 ~ 21 W lloo < V21 Qll2llp — Pl (5.99)

where the first inequality is Cauchy-Swartz and the second inequality is due to Lemma 5.4.8. In the
case that Q = Q%Z and p— p = (o3 — P71)®2, one has

Gim = Q5 IWE21 (03 = p20)°2) = QWi lo3 = p3)* 2 0, (5.100)
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and
Gim = CQIWEZ | (03 = P20
< 1QI2IW? (o3 = p20%) Il2
= 1Qll2IlWa,, (o3 — D30) 113 5.101)
< 1Ql2llpz; = prcll5 U Wa, 12D
< 1Ql2llpy — w13
=1Qli2llp = pl2,
where in the third inequality Lemma 5.4.8 was used. |

5.5. OUTLOOK ON MULTI-QUBIT CASE

In this section it is outlined what steps in the proofs of this chapter are going to be different when
a bound for V[gj, ] is tried to be found for unitarity randomized benchmarking of the multi-qubit
Clifford group. First, there are more trivial subrepresentations of the Liouville tensor-4 represen-
tation of the Clifford group C, for g > 1. This follows from Lemma 3.6.5 and Lemma 2.3.8. In the
two-qubit case g = 2 there are 29 trivial subrepresentations and in all other cases g = 3 there are 30.
This means that c;t’g projects onto a larger subspace, spanned by A; : i = 1,...,30 (or 29). Fortunately,
these subspaces can be found by the same technique as employed in Lemma 5.4.2, since [41] also
provides a full decomposition of the tensor-2 Liouville representation of C for all g > 1. Thus, go-
ing to multi-qubit systems would merely make the task of finding all trivial subrepresentations more
cumbersome. As a consequence, computing A| A2)) would also be more cumbersome.

The actual bounding of terms in the proof basically uses two main results from literature. The first
is Lemma 5.4.4, which is a purely single-qubit result that has no known analogue for multi-qubit
systems. This lemma essentially allows to use the fact that A is completely positive, a property that is
used only in this lemma. Proving a bound without using the condition that A is completely positive
seems hopeless. It is unclear how to use the complete positivity of the error map A in the multi-
qubit case. The second result used from literature is Lemma 5.4.8. This result can also be applied
to multi-qubit systems, but this would introduce a proportionality factor of d? in the multi-qubit
case. As a result, the variance bound will scale as d? = 49, increasing quadratically as the system size
increases. Intuitively, a variance bound that is (at least asymptotically) independent of d should be
possible, because g, is still a discrete random variable on a bounded interval that does not depend
on d. Therefore the variance can be bounded by a function that is asymptotically independent on
the dimension d. This means that other techniques should be found to bound the nonzero constants
a; and the inner products involving higher powers of A, in order to proof a variance bound that is
sharp enough to improve the bound on N beyond the first order bound.

5.6. CONCLUSION

The main goal of this chapter was to improve on the existing bound on the number of sequences
needed in unitarity randomized benchmarking. This was achieved by using a second order concen-
tration inequality, instead of the previously used first order inequality. In order to apply this second
order concentration inequality, a sufficiently sharp bound on the variance of the unitarity random-
ized benchmarking random variable g;,, was needed. This variance bound was derived in section 5.4,
which lead to the main result of this chapter bounding the number of sequences in Theorem 5.2.1.
A distinction was made between the single-copy implementation and two-copy implementation,
yielding slightly different bounds. This was quantified by the parameters a and L in the main the-
orem. The difference between the two implementations are basically due to the difference in the
operator bound of Lemma 5.4.8 for single-qubit systems and two-qubit systems. As a result, the
bound on the number of sequences N differs slightly due to the constant factors @ and L.
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The most important conclusion of our result is that the variance bound goes to zero as the unitarity
goes to one in the absence of state preparation and measurements. This means that if the a pri-
ori estimate of the unitarity u is already good and the state preparation and measurements are also
good, that the number of sequences can be made very small. In this experimental limit, the uni-
tarity randomized benchmarking protocol can be performed very efficiently. State preparation and
measurement errors contribute a constant factor to the variance, effectively leading to a constant
contribution to the number of sequences needed. An argument was presented that a constant con-
tribution to the variance is the best achievable, since it was shown by example that even for perfect
gates there is randomness present (leading to nonzero variance) in the presence of state preparation
and measurement errors. An important question is how much state preparations and measurement
errors contribute to the total number of sequences needed. This was illustrated by examples derived
from experimental data on the quality of state preparation and measurement procedures in a partic-
ular qubit experiment. It showed that realistic errors still allowed the use of our result to reduce the
number of sequences N significantly. It was argued that information on the description of the dom-
inant error process in state preparation and measurement procedures help to obtain a more tight
bound on the Hilbert-Schmidt norm of the relative state preparation and measurement errors that
quantify those errors in our main result.

Altogether our work provides a method for unitarity randomized benchmarking protocol to be per-
formed with more statistical rigor, in the case of benchmarking the single-qubit Clifford group as-
suming a gate and time independent error model. The number of sequences needed can in the
regime of good control (i.e. good gates and good state preparation/measurements) can be signifi-
cantly smaller than previously known results, bringing rigorous unitarity randomized benchmarking
a step closer to experimental feasibility. Interesting follow up research could investigate if and how
much the assumption of gate independent errors can be relaxed and how this affects the statistics
of the protocol. Furthermore it is interesting to see if this result can be generalized to multi-qubit
systems. As discussed in section 5.5, this requires a different approach than the one taken here, due
to the explicit single-qubit character of the lemma’s used in this proof.
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