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Abstract
Bayesian system identification, including parameter estimation and model selection, is widely
used to infer partially known, unobservable parameters of the models of physical systems
when measurement data is available. A common assumption in the Bayesian system identi-
fication literature is that the discrepancy between model predictions and measurements can
be described as independent, identically distributed realizations from a univariate Gaussian
distribution. However, the decreasing cost of sensors and monitoring systems leads to more
frequent structural measurements in close proximity to each other (e.g. fiber optics and
strain gauges). In such cases, dependency in modeling uncertainty could be significant, both
in space and time, and the assumption of uncorrelated Gaussian error may lead to inaccurate
parameter estimation.

The aim of this thesis is to explore how Bayesian system identification can be feasibly per-
formed using large datasets when spatial and/or temporal dependence might be present and
to assess the impact of considering this dependence. A pool of models, each assuming a differ-
ent correlation structure, is defined and Bayesian inference is performed to obtain posterior
distributions of both the physical and probabilistic model parameters. In particular, stress
measurements obtained on a twin girder steel road bridge are used to update the parameters
of the corresponding finite element model and the parameters of the correlation structure.
The results are compared to a reference model where only a small number of measurements
of the response peaks are used under the assumption of independence. Nested sampling is
utilized to compute the evidence under each model and Bayesian model selection is applied.
The question of efficiently performing system identification for large datasets (N > 102 for
temporal dependencies and N > 103 for combined spatial and temporal dependencies) un-
der multiplicative modeling uncertainty is investigated, and a novel approach for efficiently
calculating the exact log-likelihood in the case of spatial and temporal dependencies and
additive i.i.d. Gaussian measurement error is derived. Finally, an approximation based on
the Fisher information matrix is used to efficiently calculate the information content of mea-
surements.

It is found that the choice of correlation function can significantly affect the posterior dis-
tribution of the model prediction uncertainty. Additionally, it is shown that using large
datasets and considering dependence makes it possible to perform system identification for a
larger number of parameters compared to the reference model. The results of the real-world
case study indicate that using measurements from multiple sensors under combined spatial
and temporal dependence and additive model prediction error yields reduced uncertainty
in the posterior and up to 29% reduction of the posterior predictive credible interval range
compared to the reference case. Furthermore, the efficiency of the proposed likelihood eval-
uation method is assessed. Using this method, exact calculation of the log-likelihood can be
performed for > 106 points in under a second in the case of correlation in one dimension.
For combined spatial and temporal correlation it is shown to be approximately 900 times
faster than naive evaluation for a 64× 64 grid of observations.
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The results of the case study indicate that the described approach can be feasibly applied to
real-world structures and can potentially improve parameter estimation and reduce predic-
tion uncertainty. These promising findings suggest that further research into the approach
could yield substantial improvements over current methods.
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1 Introduction

1.1 Motivation

Ensuring the safe and economical operation of civil infrastructure is critical to the well-being
of society. The high uncertainty associated with the condition of structures due to the vari-
ability of environmental conditions and the unknown deterioration over the design lifetime,
combined with the high cost of inspection and maintenance make this a challenging task.
These factors highlight the need for accurate assessment of the condition and reliability of
infrastructure. Reducing the uncertainty regarding the condition of civil structures and ac-
curately predicting the health of a structure in the future is necessary for better decision
making. Structural Health Monitoring (SHM) has the potential to improve the safety of
structures, extend their service life time and reduce the cost of maintaining infrastructure
(Chen, 2018).

SHM methods for civil structures have recently seen more wide-spread adoption and are
now applied to a variety of structures including buildings, bridges, dams, tunnels, offshore
oil and gas installations (Brownjohn, 2007) and offshore wind farms (Martinez-Luengo et al.,
2016). In order to reduce the need for manual inspection of large structures, which is a cost
and labour intensive process that requires expertise and specialized equipment (Kurz et al.,
2013), SHM methods based on statistical approaches in combination with physical models
(e.g. finite element (FE) models) have seen significant development. These methods use
measurements of structural responses obtained from sensors in combination with computa-
tional physics models to infer uncertain parameters, calibrate models and provide insight
into the structural behaviour. Bayesian statistics offers an approach for combining monitor-
ing data with computational physics models. In Bayesian statistics the problem is cast as
a parameter estimation and model selection problem (often referred to as system identifica-
tion in the SHM literature). Non-directly observed parameters of interest are inferred using
directly observed parameters. For example, the rotational stiffness of a support is estimated
based on measured deflections.

Obtaining useful measurements for civil structures can pose significant challenges. Since the
costs for the equipment, installation and maintenance of monitoring systems can be sub-
stantial, and financial resources are limited, the sensor layout must be carefully designed
to ensure that accurate and informative data is recorded in a cost-effective manner. Sensor
and monitoring technology has seen significant progress in recent years and is capable of
providing better accuracy and improved measurement capabilities by utilizing technologies
such as fiber optic strain sensors (Barrias et al. (2016), Ye et al. (2014)). These networks
provide measurements with high spatial and temporal resolution as large numbers of sensors
with high sampling rates are used in the same structure. The larger amount of measurements
and higher resolution can potentially improve the accuracy of our predictions, reduce the
uncertainty on the inferred system parameters and lead to improved physical models that
can more accurately capture structural behaviour. When using measurements from dense
sensor layouts, the discrepancies between model prediction and observations are expected
to be dependent. Current approaches in Bayesian inference for structures neglect this de-
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pendence (Lye et al., 2021). The issue of modeling this dependence, performing Bayesian
inference in a computationally efficient manner, and the impact of doing so must therefore
be addressed.

1.2 Problem statement

When using closely spaced measurements and model predictions, dependencies may be
present in the model prediction errors (Simoen et al., 1998). An illustrative example of
the dependencies in the model prediction error for varying distances of two sensors is shown
in Figure 1.

Figure 1: Illustration of dependence in the model prediction error for decreasing distance
between two sensors.

Current approaches predominantly neglect dependencies in the measurement error and model
prediction error, they assume complete mutual independence (see Section 2.1). However, it
is known that some dependency is present over space and time as well. Additionally, through
a simple example presented in Appendix D.3 it is shown that assumptions regarding the cor-
relation can have a significant effect on the posterior variance of inferred parameters. Given
the lack of a practical approach, i.e. an approach that can be feasibly applied for real-world
structures for considering dependencies in Bayesian system identification (see Section 2), the
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main research question is defined as follows:

How to perform Bayesian system identification on real-world civil and offshore
structures in a practically feasible/manageable way, when spatial and/or tempo-
ral dependence might be present?

Considering dependencies in the measurement and model prediction error in Bayesian infer-
ence poses significant challenges. This is partially due to the fact that the structure of the
dependencies is a-priori unknown. Furthermore, the lack of literature and wide adoption of
the independence assumption (see Section 2) in Bayesian system identification for structures
results in very limited information being available on the structure of these dependencies.
It is also not known to what degree these dependencies are problem specific and how they
differ for various structure types and problem domains. Quantifying and modeling these
dependencies would be necessary in order to consider them in Bayesian system identification
and assess their impact. To address this, the following sub-question is posed:

1. How can we quantify and model the dependencies in the model prediction error?

The computational cost associated with Bayesian system identification is significant (Green
et al., 2015), even when dependencies are not taken into account and considering these depen-
dencies further complicates things. Specifically, evaluation of the likelihood for realizations
of a high-dimensional multivariate Gaussian distribution requires calculation of the inverse
and determinant of the covariance matrix. The computational cost of these operations scales
cubically with the number of data points. Combined with the large number of likelihood
evaluations (> 103 − 104) typically required by sampling methods (Lye et al., 2021), this
makes the computational cost prohibitive for a large number of correlated measurements
(> 103). Furthermore, in order to obtain accurate results, a suitable model must be used.
Often, a number of candidate models can describe the system, in which case the available
data must be used to determine which of these is the most suitable. Bayesian model selection
can be applied to determine the model that best explains the measured data. Calculation of
the evidence involves the evaluation of an integral which can be computationally intractable,
making it infeasible to apply Bayesian model selection. The applicability of the method in
real-world cases is an integral part of this thesis. Therefore, the following sub-question is
considered:

2. How can we efficiently perform system identification using large datasets and compu-
tationally demanding likelihood functions and evidence?

The amount of information that can be extracted from the measurements when perform-
ing system identification is dependent on several factors. These include the number and
position of sensors, the inferred parameters, as well as the modeling and measurement un-
certainty (Papadimitriou and Lombaert, 2012). Given the difficulty and expense associated
with designing and installing sensor networks for structural monitoring, the optimization of
the sensor layout is crucial for maximizing the information content of measurements while
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minimizing cost. The theory and methods used for sensor layout optimization can also be
applied to the similar problem of selecting the most informative measurements, with the
aim of reducing problem size and computational effort. To emphasize the importance of the
feasibility of the selected approach, the following sub-question is considered:

3. How can we efficiently perform sensor placement optimization?

It is expected that considering these dependencies in the system identification process will
have an impact on the resulting parameter estimates and posterior distribution. However,
the extent of the impact is not currently known. By quantifying and modeling these depen-
dencies their impact can be studied and the results compared to cases where the dependencies
are neglected. This would make it possible to determine the importance of considering de-
pendencies in practical applications, where the aim is to better utilize the available data by
including as much of the available measurements as possible. This motivates the following
sub-question:

4. What is the impact of considering dependencies in the model prediction error in
Bayesian system identification?

1.3 Approach

In this section, a general approach to answer the research questions posed previously is de-
veloped as a combination of theory, examples and a real-world use case. An initial literature
review is performed to determine relevant methods that may be applied to investigate each
question. In addition to reviewing the theoretical background of Bayesian system identifica-
tion, likelihood evaluation methods and information theory, relevant software packages are
also selected. Subsequently, the research questions are explored through simple numerical
and analytical examples. These examples are employed to illustrate important concepts and
to offer some insights into the feasibility of different methods. Based on these preliminary
tests, the most promising methods are further investigated and applied to a real-world use
case: a multi-span steel bridge. A high-level overview of this approach is provided in the
figure below.
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Figure 2: High-level overview of the approach used to address the research questions.

To determine the feasibility and to study the impact of considering dependencies in Bayesian
system identification, a mathematical model of the data generating process is defined, as-
suming a model prediction error and measurement error. A set of probabilistic model classes
is formulated with the different models distinguished by the correlation structure considered
in the model prediction errors. The probabilistic models are coupled with FE models used
to simulate the stress influence lines for selected points in the structure. Following the estab-
lished system identification literature, a set of unobserved, partially known physical model
(structural) parameters are inferred using measured stress influence lines from a real struc-
ture. In addition to the structural parameters, a vector of probabilistic model (uncertainty)
parameters is also inferred and the posterior of the combined parameter vector is obtained.
Bayesian model selection is then applied for the model classes in order to determine the
most likely model based on the data. Additionally, the posterior predictive distribution of
the stress influence line under each model class is obtained and used to quantify the impact
of considering dependencies on the prediction uncertainty. This approach makes it possible
to determine the correlation structure, as well as the posterior distribution of the physical
and statistical model parameters.

Using this approach, a number of cases are examined. Initially, only a single physical model
parameter is considered in order to focus the analysis on the feasibility of performing Bayesian
system identification considering dependencies and inferring the correlation structure. A sec-
ond analysis is performed with additional physical model parameters to improve model fit
and assess the feasibility of the approach for larger numbers of parameters, while in the
third case the impact of considering multiple sensors is examined. A detailed overview of
the analysed cases can be found in Section 6.1
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1.4 Scope and limitations

The aim of this thesis is to study the impact of considering spatial and temporal dependen-
cies in the model prediction error in probabilistic system identification, under the Bayesian
statistical paradigm, and to detail a feasible approach for doing so in real-world problems.
Emphasis is placed on the probabilistic side of the problem, with a focus on computational
efficiency when considering datasets with 102 - 104 correlated measurements and models with
up to eight inferred parameters. The damage identification and thorough assessment of the
condition of the structure used in the case study is considered to be outside the scope of
this thesis. Additionally, only static measurements are considered in order to simplify the
analysis and dynamic effects are not taken into account.

Given that the focus is the feasibility and applicability of the approach, only limited discus-
sion is provided regarding the benefits, and no general conclusions are drawn regarding this
topic. The aim of the presented approach is not to accurately infer the dependence struc-
ture, but rather to determine a simple (in terms of parametrization) probabilistic model
that can provide an approximation, to infer the corresponding parameters and to estimate
the associated uncertainties. The applicability of the method and conclusions is expected
to be independent of the structure and the presented approach can likely be generalized to
problems in a variety of engineering disciplines and physical domains.

1.5 Thesis structure

The aim of this introduction chapter is to provide the motivation for the thesis and clearly
define the research questions. The approach used to answer these questions, as well as the
scope and limitations of the thesis are also described. In Chapter 2, literature related to
system identification, efficient likelihood evaluation, sampling and sensor layout optimization
is reviewed to determine methods that can be applied to address the research questions. The
methods and tools used throughout this thesis, as well as notes on theoretical aspects of these
methods are detailed in Chapter 3. A proposal for an efficient likelihood evaluation method
is presented in Chapter 4. The necessary mathematical background is established, followed
by the derivation and comparison with a conventional approach. The real-world use case
is presented in Chapter 5. The analyses and results for the various cases are presented in
Chapter 6, followed by conclusions and recommendations in Chapter 7. Additional details,
analyses and results not included in the main text but referred to throughout the thesis are
provided in Appendices A through D.

1.6 Concluding summary

In this chapter an introduction to the thesis is presented. The motivation behind this
thesis is detailed, with the main motivating factor being the need to efficiently perform
Bayesian system identification with large datasets and spatially and temporally dependent
measurement and model prediction errors, a problem which is not sufficiently addressed
in the literature. The issues that must be overcome to achieve this are summarized and
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formulated as research questions. The approach used to address the research questions is
developed as a combination of theory, examples and a real-world use case. Finally, the scope
of the thesis is determined and limitations on the methodology as well as the applicability
of the conclusions are defined.
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2 Previous work
In this section, literature of select topics is reviewed. For Bayesian system identification, this
serves to determine the state of the art and to demonstrate the gap in current approaches that
motivates the main research question posed previously. Additionally, methods for efficient
likelihood evaluation are reviewed and assessed on the basis of computational efficiency and
implementation complexity. Viable approaches are selected for more thorough comparison.
Finally, sensor placement optimization literature is reviewed with a focus on computational
efficiency. Given the large volume of literature covering these topics, a comprehensive review
is outside the scope of this chapter. The aim is to instead provide to indicate the approaches
considered, provide references to the most relevant work.

2.1 Bayesian system identification

Bayesian system identification is a probabilistic approach to system identification based on
the Bayesian statistical paradigm. This Bayesian system identification framework was es-
tablished in Beck and Katafygiotis (1998) and has been applied for system identification and
damage detection for various types of structures such as bridges (Behmanesh and Moaveni,
2014), rail (Lam et al., 2014) and offshore windfarms (Rogers, 2018). Within this framework,
previous knowledge about the system parameters is represented by statistical distributions
and combined with measurements to infer the posterior parameter distribution. Bayesian
system identification for structures can provide insight into the structural behaviour, make
predictions on the output of the system and infer unknown loading conditions and other
parameters. Note that the aim of this section is not to review the Bayesian system identifi-
cation literature, but rather to demonstrate the gap in knowledge that motivates the research
questions posed previously. A state of the art review of Bayesian system identification and
damage detection for structures can be found in Huang et al. (2019)

Typically in the Bayesian system identification literature, it is assumed that the prediction
error is Gaussian white noise, i.e. uncorrelated with zero mean, e.g. in Pasquier and Smith
(2015), Chiachío et al. (2015), Astroza et al. (2017), Mthembu et al. (2011). When depen-
dencies are present in the model prediction discrepancies (e.g. when using time series with
high sampling rates or spatial data from densely spaced sensors), this assumption can lead
to underestimation of the uncertainty and large errors in the estimates and posterior distri-
butions of the inferred parameters. In some studies, e.g. Ebrahimian et al. (2018) and Goller
and Schueller (2011) the variance of the model prediction error is included in the vector of
inferred parameters, however, dependencies are not considered. In other works, the param-
eters that define the uncertainty (with or without considering dependencies) are estimated
using a subset of the available data (e.g. in Simoen et al. (2015) and Pasquier and Marcotte
(2020)), an approach which is not feasible when only a small number of measurements is
available. Examples of inference of the uncertainty parameters can be found in applications
outside of structural engineering, e.g. in Geostatistics (Diggle and Ribeiro, 2002).

To the authors knowledge, Simoen et al. (2013) is the only work concerning model pre-
diction error correlation in Bayesian system identification for structures, and investigates
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the impact of considering dependencies in model prediction discrepancies in the results of
Bayesian inference. Bayesian model selection is applied to select a suitable correlation model
based on the data and the model and correlation parameters are inferred in a simple lin-
ear regression example as well as a reinforced concrete beam example using synthetic modal
data. This is done by considering measurement and model prediction error models combined
with a structural model. A general set of unobserved model parameters is formed from the
corresponding parameters of each model. The study concludes that the prediction error
correlation can have a significant influence on the posterior distributions of parameters and
must be accounted for and that Bayesian model selection can accurately determine the most
probable correlation structure given that sufficient data is available. In this thesis, a similar
approach is adopted in order to determine the importance of considering dependency in the
model prediction discrepancies and to assess the feasibility of doing so in a real-world case
study.

2.2 Efficient likelihood evaluation

Efficient computation of the likelihood is crucial in order to ensure the feasibility of the
method detailed throughout this thesis. Typically, evaluation of the joint Gaussian likelihood
function requires calculation of the inverse and determinant of the covariance matrix. The
complexity and storage requirements of these operations scale poorly with the number of
points (see Section 4), making the likelihood costly to evaluate for more than ∼ 1000 points
(Simpson et al., 2012). Several approaches have been proposed to overcome this issue in
the literature of fields such as spatial statistics, Gaussian processes, machine learning and
signal processing. Generally, these methods aim to either improve the computational speed
or reduce the complexity of the problem by:

• Employing approximations;

• Taking advantage of parallelization and hardware acceleration;

• Exploiting the structure of specific covariance functions;

• Casting the problem into a different mathematical formulation.

A large number of approximate methods have been proposed in the literature. One com-
mon approach is covariance tapering Furrer et al. (2012) where elements of the covariance
matrix are set to zero, resulting in sparse matrices. In (Litvinenko et al., 2019) a scheme of
hierarchical approximations is applied to approximate a dense covariance matrix using the
H-matrix format, resulting in reduced memory requirements and computational cost. In the
widely used Vecchia approximation (Vecchia, 1988), the likelihood is factored into a series
of conditional distributions to improve computational efficiency. This approach was later
generalized into the Vecchia framework (Katzfuss and Guinness, 2019) which also includes
other popular approximate methods such as the composite likelihood Varin (2008).

Other approaches utilizing numerical approximation of Gaussian Markovian random fields
(GMRF) (Rue and Held, 2005) have been applied to spatial statistics (Simpson et al., 2012).
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Taking advantage of the Markov property of certain kernel functions (see Section 3.3.1),
this approach significantly reduces the computational cost associated with matrix opera-
tions in the likelihood calculation and makes it possible to derive analytical expressions of
linear computational complexity for arbitrarily large covariance matrices for time-series data
(Pasquier and Marcotte, 2020). The approach presented in that work is simple to implement
and makes inference feasible for datasets with > 106 points. It is however limited to specific
covariance functions, one-dimensional problems and regularly spaced observations, making
it impractical for the purpose of this thesis. This is further discussed in Section 4, where the
Markov property is used to derive a novel approach for efficient likelihood evaluation that is
applicable to spatio-temporal problems on an irregular grid.

The GMRF approach is closely related to the field of stochastic partial differential equations
(SPDE’s) (Sarkka and Solin, 2019). These methods utilize the connection between Gaussian
processes and stochastic differential equations to reformulate the problem such that it can
be solved by numerical methods for partial differential equations. Other similar approaches
achieve a significant reduction in computational complexity (Fuglstad et al., 2014) for spatial
and spatio-temporal models by deriving a state-space representation for different covariance
functions (see Solin (2016)). Despite the advantages they offer, these methods are challeng-
ing to implement and can not be readily applied to the probabilistic models used in this thesis

Finally, a number of approaches have been developed that take advantage of parallelism
and GPU acceleration to speed up inference and machine learning with Gaussian processes
for large datasets. Such an approach is presented in (Gardner et al., 2018), where Blackbox
Matrix-Matrix multiplication is used to obtain improved performance for Gaussian processes
on GPUs and further developed in Wang et al. (2019) where it is parallelized over multiple
GPUs resulting in O(N) memory requirements. The complexity of this technique scales
quadratically with the number of points, allowing for inference to be performed on large
datasets with no constraints on the covariance structure or the spacing of the observations.
In Abdulah et al. (2018), a software package for high performance computing utilizing par-
allel architectures and distributed memory is developed and used for maximum likelihood
estimation with exact loglikelihood evaluation for large Geostatistics problems, demonstrat-
ing the possible performance gain from utilizing modern hardware.

2.3 Concluding summary

A review of recent advancements and applications of Bayesian system identification high-
lights the relevance of the main research question posed in Section 1.2. The Gaussian white
noise structure of the measurement and model prediction error is prevalent in the literature,
while studies that consider dependency do so by using a subset of the available data to deter-
mine its structure. The former approach is applicable when a sufficient number of samples
is available, making it infeasible when data is limited. In Simoen et al. (2013), Bayesian
system identification is applied to infer the structure and parameters of the dependency for
a reinforced concrete beam model using synthetic data. The lack of similar applications to
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real-world cases constitutes a gap in the literature that is addressed in this thesis.

Additionally, relevant approaches for efficient likelihood evaluation are reviewed and their
advantages and disadvantages are briefly examined with a focus on computational cost, ease
of implementation and the degree to which they can be generalized. It is determined that no
single method satisfies all three criteria and a trade-off must be made. Based on the work of
Pasquier and Marcotte (2020), an approach utilizing the sparse inverse structure for a class
of covariance functions is derived in Section 4.
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3 Review of methods for Bayesian system identification
and sensor placement

The theoretical background of the methods and tools used throughout this thesis to perform
Bayesian system identification is established in this section. A set of models of the real phys-
ical process being studied is formulated as a combination of a deterministic physical model
and a number of probabilistic models. The approach used to combine models, measurements
and prior knowledge using Bayesian statistics to obtain the likelihood of different models,
infer uncertain parameters and predict future observations is detailed. Finally, a summary
of the information theoretical approach used to perform measurement selection is provided.

3.1 Bayesian parameter estimation, model selection and posterior
predictive

3.1.1 Continuous Bayes theorem

The Bayes theorem of conditional probability for continuous random variables can be written
as (Gelman et al., 2013):

p(θ|y,M) =
p(y|θ,M)p(θ|M)∫

Θ
p(y|θ,M)p(θ|M)dθ

(1)

where:

• θ is a vector of uncertain parameters;

• y a vector of measurements;

• M denotes the model;

• p(θ|y,M) is the posterior distribution;

• p(y|θ,M) is the likelihood;

• p(θ|M) is the prior.

It can be seen that p(θ|y,M) describes the posterior distribution of the model parameter
set θ conditional on measurements y under modelM1. The likelihood term, also denoted as
L(θ), gives the probability of observing y given parameters θ, while the prior distribution
describes our previous knowledge or belief (meaning an assumption based on engineering
judgement in this context) regarding the distribution of the parameters. Finally, the denom-
inator in the right hand side is known as the evidence, or marginal likelihood and gives the
likelihood of obtaining the measurements conditional on the modelM, which is defined as
a combination of a physical and a statistical model. This term also acts as a normalizing
constant that ensures the posterior distribution is a proper probability density function, i.e.
integrates to unity. The evidence will henceforth be also denoted as Z = p(y|Mi). In most

1The dependence on the modelM is typically omitted from the notation.
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practical applications this integral is high dimensional (see e.g. Lye et al. (2021)) and can
typically not be computed by numerical integration. Obtaining the evidence is also necessary
for performing Bayesian model selection.

In many engineering applications, the available information on a system is limited. The
Bayesian approach defines a statistical framework for applying probabilistic methods in such
cases. Using the Bayes theorem, the distributions of uncertain parameters can be updated
as new information is obtained, enabling the combination of prior knowledge with new data.
To achieved this, the Bayesian method considers the distribution parameters of uncertain
variables to be uncertain variables themselves. This makes it possible to combine different
sources of uncertainty in a formal way (Ang and Tang, 2007).

3.1.2 Bayesian model selection

In addition to the data, the posterior distribution of the parameters is dependent on the
model M. The model is typically not known a priori. In practice a class of models M
is often defined and inference is performed conditional on each modelMi. The Bayes rule
can then be applied to select the most likely model. In Hoeting et al. (1999), the following
equation is provided for performing Bayesian model selection:

p(Mi|y) =
p(y|Mi)p(Mi)∑K
i=1 p(y|Mi)p(Mi)

, (2)

where:

• p(Mi|y) is the posterior probability of model i;

• p(y|Mi) is the likelihood of that model;

• p(Mi) is the prior probability of model i.

It should be emphasized that a high posterior model probability does not necessarily indicate
that a particular model provides a good fit with the data since model probabilities are con-
ditioned on the pool of candidate models M. Therefore, a high posterior model probability
can only be interpreted as a particular model being more likely relative to the other models
in a given class. The likelihood term p(y|Mi) is the evidence under model i and can be ob-
tained by evaluating the integral in Equation 1. This integral is typically high-dimensional
and requires a large number of evaluations of the physical model to determine, meaning
that it is computationally intractable in most applications. It is therefore evaluated using
numerical methods.

Given a class of models, selecting the model that best fits the data can straightforwardly
be achieved by selecting the model that minimizes a particular error metric between mea-
surements and model outputs. However, simply choosing the model that best fits the data
could potentially lead to overfitting. More complicated models would tend to fit the data
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best, making them the most likely in this approach even if the added complexity provides a
negligible benefit. An advantage of Bayesian model selection is that it automatically enforces
model parsimony, also known as Occam’s razor as discussed in MacKay (2003) and Beck and
Yuen (2004), penalizing overly complex models.

3.1.3 Bayes factor

The posterior probability of a model p(Mi|y) is often not sufficient for comparing different
models as it does not provide an easily interpretable measure of the evidence in favour of
a particular model. Instead, the Bayes factor given in Equation 3 can be used to compare
the plausibility between modelsMi in model classM. For two modelsM1,M2 belonging
to a class of models M, the Bayes factor is a measure of the relative plausibility of the two
models.

K =
p(M1|y)

p(M2|y)
· p(M2)

p(M1)
(3)

An advantage of using the Bayes factor over the posterior model probabilities for model
selection is that it can be readily interpreted to indicate the support of one model over another
and thus offers a practical means of comparing different models. Various interpretations have
been suggested in the literature, e.g. in Jeffreys (2003) given in the table below.

Table 1: Interpretation of the Bayes factor from Jeffreys (2003).

K Strength of evidence

<100 Negative
100 to 101/2 Barely worth mentioning
101/2 to 101 Substantial
101 to 103/2 Strong
103/2 to 102 Very strong
>102 Decisive

3.1.4 Posterior predictive distribution

Bayesian system identification can be used to obtain point estimates and posterior distri-
butions of uncertain parameters using physical models and measurement data. However,
directly using estimates of the inferred parameters to make predictions would result in un-
derestimation of the uncertainty and overly confident predictions. This is due to the fact
that using point estimates to make predictions disregards the uncertainties in the inferred
parameters resulting from lack of data. In contrast, the posterior predictive is a distribu-
tion of possible future observations conditioned on past observations and can be obtained as
(Gelman et al., 2013):

p(ỹ|y) =

∫
Θ

p(ỹ|θ) · p(θ|y) · dθ, (4)
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where:

• ỹ is a vector of possible future observations

• y is a vector of observations

The posterior predictive takes into account the combined uncertainty from all sources (e.g.
modeling, measurement and parameter uncertainty) and can therefore correctly estimate the
probability of future observations.

3.2 Data generating process

In order to perform system identification, the likelihood function in Equation 1 is formu-
lated based on the combination of a probabilistic model and a deterministic physical model.
This coupled probabilistic-physical model is used to represent the process that generates
the measurements, referred to as the data generating process. Details on the deterministic
physical model are provided in Section 5.3. The probabilistic model is used to represent the
uncertainties that are inherent when using a model to describe a physical system.

The physical models used to represent structures can never be considered to be perfect rep-
resentations of reality. There is always some degree of uncertainty present in regards to the
model of any physical system. The following sources of uncertainty are considered:

• Measurement uncertainty

• Physical model uncertainty

Measurement uncertainty refers to the discrepancies between the measured response quan-
tities and the true system response, caused by the combined influence of sensor errors and
environmental noise (Kennedy and O’Hagan, 2001). Modeling uncertainty can contain sev-
eral components and refers to the error between reality and the models used to represent
it. These errors arise due to physical simplifications used to derive system responses and
numerical approximations.

The data generating processes described by Equation 5 and Equation 7 are obtained by
considering the discrepancies between the deterministic model output and the real system
response, a process referred to as stochastic embedding in Beck (2010). Two models are
formulated, distinguished by the type of model prediction uncertainty.

3.2.1 Additive modeling uncertainty

The data generating process assuming additive modeling uncertainty is considered, given in
Equation 5. In the following, capital letters are used to represent random variables.

Yreal = ymodel(θs) +Emodel(θc) +Emeas, (5)

where:
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• Yreal is a vector of observation random variables;

• ymodel is a vector valued physical model function;

• Emodel is a vector of physical model prediction error random variables;

• Emeas is a vector of measurement error random variables;

• θs is a vector of physical model parameters;

• θc is a vector of probabilistic model parameters.

In this formulation, the magnitude of the model prediction error is considered independent
of the model output. The measurement uncertainties are taken as i.i.d. Gaussian random
variables, distributed as Emeas ∼ N(0,Σmeas). The assumption of Gaussian white noise for
the measurement uncertainty is prevalent in the literature and is commonly used in Bayesian
system identification for structures (see Section 2), stemming from the fact that measurement
noise can be considered as a sum of a large number of random variables and therefore the
central limit theorem justifies using an i.i.d. Gaussian distribution to model it. This results
in the following description of the combined probabilistic-physical model:

Yreal ∼ N(ymodel(θs),Σmodel(θc) + Σmeas) (6)

It is noted that this formulation assumes that the modeling uncertainty is independent of
the magnitude of the model output. This can lead to unrealistic results, e.g. in the case of
modeling uncertainty close to points in the physical model where the boundary conditions
ensure zero model output. The lower modeling uncertainty in this case is not taken into
account when additive modeling uncertainty is considered.

3.2.2 Multiplicative modeling uncertainty

A probabilistic model with the assumption of multiplicative modeling uncertainty is also
considered. In this case the model has the form:

Yreal = Kmodel(θc) · ymodel(θs) +Emeas, (7)

where the model predictions are multiplied by a factor Kmodel, expressing the discrepancy
between model prediction and reality. A correlated multivariate normal distribution with
a mean of 1.0 is assumed for the Kmodel as shown in Equation 8. The formulation of the
covariance Σmodel is discussed in Section 3.3.2.

Kmodel(θc) ∼ N(1.0,Σmodel(θc)) (8)

The assumption of a Gaussian distribution for Kmodel is made primarily for simplicity and
computational convenience. The impact of this assumption is not further examined. An
additional i.i.d. Gaussian noise term Emeas is also considered to account for the measurement
uncertainty with a mean of zero and a diagonal covariance matrix:

Σmeas = σ2
measI (9)
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In this model formulation it is assumed that the uncertainty in the physical model prediction
scales with the magnitude of the model output. This assumption is prevalent in the structural
reliability literature (Cervenka et al. (2018) and Sykorka et al. (2018)), and can potentially
yield more realistic results. As an example, the modeling uncertainty in the area of a
boundary condition that imposes a zero response is considered. Under the multiplicative
assumption the lower modeling uncertainty near the boundary, imposed by the boundary
condition, is taken into account. In contrast, under the additive assumption the uncertainty
near a boundary with zero response is the same as for all other positions. The real system
response is modeled as:

Yreal ∼ N(ymodel(θs),Σphys(θ) + Σmeas), (10)

where Σphys is obtained as Y ·Σmodel(θc) · Y with Y = diag(ymodel(θs)).

3.2.3 Likelihood function

Assuming a joint normal distribution for the discrepancies between the physical model output
and the true system response, the following expression is obtained for the likelihood:

L(θ) =
1√

(2π)k|Σ(θc)|
exp

[
−1

2
(ymeas − ymodel(θs))

TΣ(θc)
−1(ymeas − ymodel(θs))

]
(11)

In the previous equation, ymeas denotes a particular realization of the vector of measurement
random variables and |Σ| and Σ−1 are respectively the determinant and inverse of the
diagonal covariance matrix. Calculation of those terms is computationally demanding for
largeN . This poses a significant challenge, given that efficient evaluation of the log-likelihood
is critical for feasibly performing inference for large numbers of measurements. This is
discussed in detail in Section 4.

3.3 Correlations

3.3.1 Correlation functions

Correlation functions2 are positive definite functions of two Euclidean vectors k(x,x′;θc)
(Duvenaud, 2014) that describe the correlation between points x and x′. The correlation
functions considered in this thesis are summarized in Table 2.

2Also referred to as kernels or kernel functions in the literature and throughout this report.
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Table 2: List of correlation functions and corresponding uncertainty parameters.

Kernel k(x,x′) Parameters θc

I.i.d. I - -

Radial Basis exp (−‖x,x
′‖2

2l2corr
) lcorr -

Rational Quadratic (1 + ‖x,x′‖2
2αl2corr

)−α lcorr α

Damped Cosine exp (−‖x,x
′‖

lcorr
) · cos (wn‖x,x′‖) lcorr wn

Matern ν = 1.5 1
Γ(ν)2ν−1 (

√
2ν

lcorr
‖x,x′‖)νKν · ((

√
2ν

lcorr
‖x,x′‖)) lcorr -

Exponential exp
(
‖x,x′‖
lcorr

)
lcorr -

The symbols and variables used in the previous table are defined as follows:

• ‖ · ‖ is the Euclidean distance;

• lcorr is the correlation length parameter;

• α is the scale mixture parameter;

• wn is the wave number;

• ν is the smoothness parameter.

The shape of a correlation function is determined by the parameter vector θc. The correlation
length, or lengthscale parameter lcorr is of particular importance as it defines the distance
over which a pair of points will exhibit correlation or the length over which the correlation
decays. This is illustrated in Figure 4, where realizations of a Gaussian random field with
exponential correlation for increasing correlation length are shown.

Figure 3: Realizations of a Gaussian random field with exponential correlation for increasing
correlation length.
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This easily interpretable physical meaning makes the correlation length a parameter of inter-
est. Another such parameter is the wave number wn, which determines the oscillation cycles
per unit length for the damped cosine kernel. In contrast, other kernel parameters can not
be readily interpreted and are therefore considered nuisance parameters. This includes the
scale mixture parameter α and the smoothness parameter ν. The latter is predefined as it
is typically poorly identifiable (Hu et al., 2013). Finally, it should be noted that the expo-
nential kernel is a special case of the Matern kernel class for ν = 1/2, while the radial basis
kernel can be obtained from the rational quadratic for α → ∞ (Rasmussen and Williams,
2006). An overview of the correlation functions listed in Table 2 and their behaviour for
different parameter values is provided in the figure below.

Figure 4: Correlation coefficient as a function of distance for varying parameter values of
each considered kernel.

The process of choosing these functions was based on two main factors:

• Obtaining a set of functions that can capture a wide range of correlation structures.

• Obtaining models with different numbers of parameters to investigate the effect of
model complexity on Bayesian model selection

3.3.2 Covariance

The residuals between measurements and model predictions are considered as a random
process or random field in the probabilistic model formulation presented in Section 3.2. The
correlations in the modeling uncertainties between two points xi and xj can be described in
terms of a kernel function (see Section 3.3.1):
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ρi,j = k(xi,xj;θc), (12)

where k(xi,xj;θc) is parametrized by the set of statistical model parameters θc. The vector
xi denotes the coordinates of an observation in Euclidean space (e.g. in the case of inference
with observations from multiple sensors presented in 6.4, x is a vector describing the sensor
location xi,1 and load position xi,2 in the longitudinal axis of a bridge):

xi = [xi,1, xi,2, ..., xi,D] (13)

where D is the number of dimensions. The correlation function is multiplied by the standard
deviation of the modeling uncertainty to form the covariance function. Calculating the
covariance for every pair of points yields the symmetric positive semi-definite covariance
matrix shown in Equation 14.

Σ =

 σ2
1k(x1,x1;θc) . . . σ1σNk(x1,xN ;θc)

... . . . ...
σNσ1k(xN ,x1;θc) . . . σ2

Nk(xN ,xN ;θc)

 , (14)

Note that the marginal variance parameter σ is included here for clarity but can equivalently
be included in the covariance function k(x,x′) (see Section 3.3.1).

3.4 Bayesian system identification using nested sampling

Bayesian system identification relies on sampling techniques to obtain the posterior distribu-
tion of uncertain parameters. Starting with the introduction of Markov Chain Monte Carlo
(MCMC) by Metropolis et al. (1953) and further development by Hastings (1970) several
algorithms have been proposed, with the majority of them being geared towards efficiently
estimating the posterior. However, standard MCMC techniques can not compute the evi-
dence and are therefore not applicable for the purpose of model selection. Nested sampling
is a technique proposed by Skilling (2006) that was primarily developed for calculation of
the evidence in Bayesian inference, i.e. evaluating the integral:

Z =

∫
L dX (15)

where Z is the evidence, L(θ) = p(y|θ) is the likelihood function and dX = p(θ)dθ
¯
is the

prior mass element. Therefore, nested sampling addresses one of the key issues of standard
MCMC. In this thesis the Nested sampling approach is chosen over other alternatives such
as MCMC as, in addition to calculating the evidence, it can also provide estimates Kullback-
Leibler divergence and can deal effectively with large numbers of parameters and multimodal
posterior distributions.

Nested sampling is based on breaking the posterior into a number of nested slices with
increasing likelihoods (Figure 5) and generating samples for each. The samples are then
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recombined with appropriate weights to yield an estimate of the posterior.

Figure 5: Transformation from parameter space to the one dimensional space of the prior
mass (from Skilling (2006)).

Denoting as X(λ) the cumulant prior mass corresponding to likelihood values higher than λ
and L(X) the inverse of that function, i.e. the likelihood corresponding to the prior mass,
the evidence becomes the one dimensional integral given in the equation below.

Z =

∫ 1

0

L(X) dX (16)

Modeling the prior volume corresponding to each dead point as Xi = tiXi−1, where ti is the
shrinkage ratio taken as the largest among n random variables from the interval [0, 1] we get
the following expressions for the probability, expected value and variance, respectively:

P (ti) = n · tn−1
i (17)

E[ln(ti)] = − 1

n
(18)

Var[ln (ti)] =
1

n
(19)

Samples from the posterior distribution are also obtained simultaneously with the evidence
calculation. Initially, a number of live points is randomly sampled from the prior. At each
iteration, the point with the lowest likelihood is replaced with a point from a region with
higher likelihood and added to a list of dead points. The process is ended when a stopping
criterion is satisfied, and afterwards the dead points as well as the current live points are
used to estimate the evidence and posterior distribution. The behaviour of the likelihood
and prior mass for progressive iterations of the algorithm are shown in Figure 6.
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Figure 6: Behaviour of the likelihood and prior mass for progressive sampling iterations
(from Higson et al. (2018)).

Denoting the set of shrinkage ratios of the dead points as t = {t1, t2, ...tndead
}, the evidence

is obtained as the quadrature sum over the dead points:

Z(t) ≈
∑
i∈dead

Liwi(t) (20)

where the weights wi are calculated from the trapezium rule:

wi =
1

2
(Xi−1(t)−Xi+1(t)) (21)

Samples from the posterior can then be obtained using the calculated likelihood Li and
quadrature weights wi as:

pi(t) =
wi(t)Li
Z(t)

(22)

The estimation of the evidence at each iteration allows for a meaningful stopping criterion
to be set for the algorithm based on an estimate of the remaining evidence. For iteration i,
an upper bound on the remaining evidence ∆Ẑi can be constructed as ∆Ẑi ≤ LmaxXi. The
stopping criterion is then formulated as:

ln (Ẑ + ∆Ẑi)− ln (Ẑi) < ε, (23)

with ε being the tolerance on the upper bound of the remaining evidence, taken as 10−3(K−
1) + 10−2 where K is the number of live points.

The standard (i.e. static) nested sampling procedure discussed previously has been further
extended by Higson et al. (2018) to use dynamically varying number of points, allowing
for control over the allocation of computational resources for either evidence calculation or
calculation of the posterior by adjusting the sampling parameters. In this thesis the static
variant is used, implemented in the Dynesty package (Speagle, 2019).
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3.5 Information theory

An information theory based approach is adopted to tackle the problem of sensor layout
optimization. The information content of different sensor layouts (as well as different sets of
measurements) can be estimated by evaluating the information entropy between the prior
and posterior distributions. For this purpose the Kullback-Leibler (KL) divergence can be
used. The KL divergence, also referred to as the relative entropy (MacKay (2003)), is a
measure of the difference between two distributions p(θ) and q(θ) and can be obtained as:

DKL(P ||Q) =

∫ ∞
−∞

p(θ) ln(
p(θ)

q(θ)
)dθ (24)

Using this definition of the relative entropy, the information gain from the prior p(θ) to
the posterior p(θ|y) for a given sensor layout or set of measurements is computed as shown
in Equation 25, with the largest entropy corresponding to the optimal layout or the most
informative set of measurements.

H =

∫
Θ

p(θ|y) ln
p(θ|y)

p(θ)
dθ (25)

A full Bayesian parameter estimation is required to obtain the relative entropy for each
evaluated layout. This results in a high computational cost when this method is used for
sensor placement and measurement selection, either using global optimization or forward
sequential sensor placement. To remedy this, an approach based on the differential entropy
is applied instead.

3.5.1 FIM approximation

In order to reduce the computational cost, an approximate method based on the Fisher
Information Matrix (FIM) is applied, as described in Papadimitriou and Lombaert (2012).
In the following, the number of measurements for each observed degree of freedom and the
number of observed degrees of freedom are denoted as N and N0 respectively. The total
number of degrees of freedom is denoted as Nd. The following definition of the information
entropy is used, referred to as the differential entropy:

h(L; Σ,y) = Eθ[− ln p(θ; Σ,y)] = −
∫
θ

ln p(θ|Σ,y)p(θ|Σ,y)dθ, (26)

where L ∈ RN0×Nd is the observation matrix (or sensor configuration matrix) that defines
the locations of sensors in the structure. For each row i, a single element j is set to one,
representing sensor i placed at the degree of freedom j. All other elements are equal to zero.

The differential entropy provides a measure of the uncertainty in the posterior parameter
distributions. Minimizing the information entropy corresponds to minimizing the posterior
uncertainty. A drawback of the differential entropy formulation is that it quantifies the in-
formation content of the posterior and therefore is dependent on the prior distribution, as
shown in Equation 26. This is not the case with the KL-divergence which measures the
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information gain from prior to posterior and therefore does not depend on the prior.

For NN0 →∞, i.e. when a large number of measurements is available, the relative entropy
given in Equation 26 can be approximated by a Laplace type integral (Papadimitriou et al.,
2000). The following approximation for the information can be applied:

h(L; Σ0,y) ∼ H(L;θ0,Σ0) =
1

2
Nθ ln 2π − 1

2
ln[detQ(L;θ0; Σ0)], (27)

where

Q(L;θ,Σ0) =
N∑
k=1

(L∇θyk)
T (LΣ0L

T )−1(L∇θyk) (28)

The term Q(L;θ0,Σ) in the previous expression denotes the FIM and ∇θ denotes the gra-
dient vector [∂/∂θ1, ∂/∂θ2, ..., ∂/∂θNθ ]. The vector of observations y is not available when
performing sensor optimization and measurement selection. In order to obtain useful designs
it is assumed that θ0 is a vector of nominal parameter values based on prior knowledge or
engineering judgement. The vector yk is taken as the model output for the assumed nominal
parameters.

3.5.2 Forward sequential sensor placement

The Forward Sequential Sensor Placement (FSSP) method is applied, as described in Pa-
padimitriou and Lombaert (2012). The structure with no sensors is considered initially. The
objective of this iterative procedure is to obtain the vector:

Lopt,i = argminLiH(L;θ0,Σ0), (29)

i.e. the observation matrix corresponding to the sensor placement that minimizes the relative
entropy at each step i. The first iteration is performed assuming that no sensors are placed
on the structure, and the first sensor is placed at the DOF that minimizes the negative
information entropy over the set of Np measurable DOFs. The process is then repeated with
an additional sensor being placed at each iteration step. Denoting the number of sensors at
step i and the maximum number of sensors to be placed as Ni and Nmax respectively, the
algorithm for applying FSSP is illustrated below.
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Algorithm 1: Forward Sequential Sensor Placement (FSSP)
Result: Observation matrix Li of optimal sensor positions for step i
Ninit = Initial number of sensors placed on the structure;
Linit = Initial observation matrix;
Set current number of sensors Ni = Ninit;
while Ni < Nmax do

Npi = Number of unobserved measurable DOFs at iteration i;
for j ← 0 to Npi do

Define Li,j containing unobserved DOF j ;
Calculate Hi,j corresponding to observation matrix Li,j;
Find Lopt,i = argminLi,jH(Li,j;θ0,Σ) ;
Set Li = Lopt,i ;

end
Increase Ni by one;

end

3.6 Concluding summary

The methods and tools used to develop examples and perform analyses are summarized.
Using the Bayes theorem, the Bayesian system identification framework allows for a mathe-
matically rigorous combination of physical models and measurements to obtain the posterior
distribution of parameters. The likelihood function is formulated based on the data gen-
erating process, i.e. the coupled physical-probabilistic model describing the process that is
assumed to generate the measurements. Different kernel functions are described to model the
assumed correlations in the physical model prediction error. A nested sampling approach is
then presented, it’s utility is to estimate the evidence and posterior. Finally, different mea-
sures of the information content of a set of measurements are presented, such as the relative
entropy or KL-divergence and the differential entropy, as well as a method to efficiently
approximate the former requiring only the evaluation of the model gradient for assumed
nominal parameters.
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4 Efficient likelihood evaluation
The log-likelihood function of the multivariate normal distribution, assuming zero mean, is
given in Equation 30. Evaluation of the loglikelihood requires calculating the inverse and
determinant of the covariance matrix Σ. These operations typically have a complexity of
O(N3) and O(N2) storage requirements for the covariance matrix, where N is the number
of dimensions of the multivariate normal distribution.

logL(y) = −1

2
[log |Σ|+ yTΣ−1y +N log 2π] (30)

In order to reduce the computational complexity of evaluating the likelihood, we propose
an approach that utilizes the tridiagonal inverse form of the correlation matrix that can
be obtained from the Matern family of kernel functions, as well as the Kronecker structure
of the combined space and time covariance matrix. The proposed method is applicable
for evaluating the loglikelihood under the multiplicative modeling uncertainty model with
additive i.i.d. Gaussian noise described in Section 3.2.2. For the additive uncertainty model
described in Section 3.2.1, an approach based on the efficient eigendecomposition of the
covariance matrix is implemented.

4.1 Mathematical tools

A brief description of the Kronecker product and tridiagonal matrices, the mathematical
tools used throughout this section, is provided below.

4.1.1 Kronecker product

The Kronecker product of two matrices is given as:

A⊗B =

a11B . . . a1nB
... . . . ...

am1B . . . amnB

 (31)

Some of the properties of the Kronecker product of the matrices A and B are listed below.

1. The inverse can be obtained as (A⊗B)−1 = A−1 ⊗B−1.

2. The determinant can be obtained as |A⊗B| = |A|m|B|n.

3. Given the eigenvalues λ1, λ2, ...λn and µ1, µ2, ...µm for A and B respectively, the eigen-
values of A⊗B are λi · µj for i ∈ [n], j ∈ [m].

4. Vectorization can be applied as (BT ⊗A)vec(X) = vec(AXB)
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4.1.2 Tridiagonal matrices

A tridiagonal matrix is defined as a matrix with non-zero elements only in the main diagonal,
as well as the diagonals above and below it:

C =


b1 c1

a1 b2 c2

a2 b3 c3

. . . . . . . . .

 (32)

Both the general tridiagonal and the symmetric tridiagonal form offer significant compu-
tational advantages due to the fact that several matrix operations can be performed more
efficiently, e.g. inversion (Meurant, 1992), eigendecomposition (Coakley and Rokhlin, 2013)
and Cholesky decomposition (Bar-On et al., 2006).

4.2 Proposal for efficient likelihood evaluation for multiplicative
modeling uncertainty

In the following, exponential correlation is assumed in both space and time. The ijth element
of the spatial (or temporal) covariance matrix C is obtained as:

Cij(xi, xj) = σ2
ij exp

(
‖xi − xj‖

l

)
, (33)

where l is the correlation length. It is shown in Pasquier and Marcotte (2020) that the
inverse of the covariance matrix for this kernel function has a symmetric tridiagonal form:

C−1 =


d1 c1

c1 d2 c2

c2 d3 c3

. . . . . . . . .

 (34)

This is due to the Markov property of the exponential kernel also holds for other kernel
functions (Marcotte and Allard, 2018). Following Cheong (2016), the diagonal vectors of
diagonal and off-diagonal terms in Equation 34 can be obtained analytically, eliminating the
need to form the full covariance matrices which is often computationally intensive due to
the amount of memory and operations required. For a given vector of observations with
coordinates x = {x1, x2, ..., xn} denoting ∆xi = |xi − xi−1| for i ∈ [n] yields Equation 35.

ai = e−λ·∆xi (35)

where:

• λ is the inverse of the correlation length l.

• ai is the correlation between points i and i− 1
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Letting aij denote the ijth element of the inverse correlation matrix A(λ)−1 corresponding
to x, the elements of A(λ)−1 can be obtained as:

aii =
1

1− a2
2

, (36)

ann =
1

1− a2
n

, (37)

ajj =
1

1− a2
i

+
1

1− a2
i+1

− 1, (38)

aii−1 =
−ai

1− a2
i

, (39)

aij = 0, for |i− j| > 1. (40)

These terms form the diagonal and off-diagonal vectors of the inverse correlation matrix
A(λ)−1 and can be used to directly obtain the corresponding vectors of the covariance matrix.
Computationally this reduces memory requirements by storing the matrix as two vectors of
lengths N and N−1. Furthermore, we consider a combined space and time covariance which
can be obtained as the Kronecker product of the space covariance Cx(x,x

′) and the time
covariance Ct(t, t

′):

C((x,x′), (t, t′)) = Cx(x,x
′)⊗Ct(t, t

′) (41)

Using the properties of the Kronecker product, it can be shown that the resulting inverse
matrix C((x,x′), (t, t′))−1 has a symmetric block tridiagonal form, where each block is a
symmetric tridiagonal matrix:

C((x,x′), (t, t′))−1 =


D1 C1

C1 D2 C2

C2 D3 C3

. . . . . . . . .

 (42)

It is noted that the tridiagonality and block tridiagonality shown previously still hold under
the assumption of multiplicative modeling uncertainty. We consider K = Y ·C · Y T where
C has either a tridiagonal or block tridiagonal inverse and Y is obtained as the diagonal
matrix of the vectorized matrix of model output Y = diag (vec (Ymodel)), where Ymodel is
the Nt × Nx matrix of the model prediction. Then K−1 will also be tridiagonal or block
tridiagonal respectively. However, including additive noise such thatK = Y ·C ·Y T +σ2 ·I
leads to a dense inverse.

We consider the covariance matrix for the multiplicative modeling uncertainty model de-
scribed in Section 3.2.2, expressed as:

Σ = Y CY T +W , (43)

where
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• Σ is the covariance matrix with multiplicative uncertainty plus i.i.d. noise

• Y is the diagonal matrix of model output

• C is the correlation matrix

• W is the diagonal matrix of i.i.d. noise

To efficiently evaluate the likelihood we aim to calculate the terms yTΣ−1y and |Σ| without
explicitly forming the corresponding matrices or directly inverting the covariance matrix,
while taking advantage of the properties described previously to reduce the complexity.

Algebraic manipulation of the product yTΣ−1y is performed in order to obtain an expression
that can be evaluated efficiently by taking advantage of the Kronecker structure and block
symmetric tridiagonal inverse of the covariance matrix. We apply the Woodbury identity
given below:

(A−1 +BC−1BT )−1 = A−AB(C +BTAB)−1(AB)T (44)

Substituting A→W−1, B → Y and C−1 → C, yields:

Σ−1 = W−1 − (W−1Y )(C−1 + Y TW−1Y )−1(W−1Y )T , (45)

Applying the left and right vector multiplication by y, the second term in the r.h.s. of
Equation 30 becomes:

yTΣ−1y = yTW−1y − yT (W−1Y )(C−1 + Y TW−1Y )−1(W−1Y )Ty (46)

In the previous expression, the term yTW−1y can be efficiently evaluated as the product
of vectors and diagonal matrices. Similarly, the term yT (W−1Y ) can be directly computed
and yields a vector. We consider the following term from the r.h.s. of Equation 46:

(C−1 + Y TW−1Y )−1(W−1Y )Ty = X ⇒ (C−1 + Y TW−1Y )X = (W−1Y )Ty (47)

For the case of combined spatial and temporal correlation, we note that the term C−1 +
Y TW−1Y is the sum of a symmetric block tridiagonal matrix C−1 and the diagonal matrix
Y TW−1Y . We can therefore take advantage of efficient algorithms for Cholesky factor-
ization of symmetric block tridiagonal matrices and for solving linear systems using this
factorization to compute X. The factorization yields:

C−1 + Y TW−1Y =


L1

E1 L2

E2 L3

. . . . . . . . .

 ·

L1 ET

1

L2 ET
2

L3 ET
3

. . . . . . . . .

 (48)

We then obtain X by solving the linear system:
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
L1

E1 L2

E2 L3

. . . . . . . . .

 ·

L1 ET

1

L2 ET
2

L3 ET
3

. . . . . . . . .

 ·X = (W−1Y )Ty (49)

The efficiency of this calculation could potentially be further improved by considering the
tridiagonality of each individual block in the block matrix C−1 + Y TW−1Y .

The Cholesky decomposition of the symmetric block tridiagonal covariance matrix obtained
previously is also used to reduce the computational cost of evaluating the determinant |Σ| =
|W + Y CY T |. Applying the determinant lemma yields Equation 50.

|W + Y CY T | = |C−1 + Y TW−1Y | · |C| · |W | (50)

The determinant |C| can be calculated efficiently using Property 2 of the Kronecker product
given that |C| = |Cx⊗Ct|. Furthermore |W | is a constant diagonal matrix meaning that the
determinant can be trivially obtained. Finally we have previously calculated the Cholesky
factorization of the term C−1 + Y TW−1Y . Using the fact that the determinant of a block
triangular matrix is the product of the determinants of its diagonal blocks and the properties
of the determinant:

|C−1 + Y TW−1Y | = |LLT | = |L| · |LT | = |L|2, (51)

and since each block Lii is also triangular, the evaluation of the determinant has been re-
duced to evaluation of the determinant of each triangular block Lii, which is equal to the
product of its diagonal elements.

Using the procedure described previously, an efficient solution can also be obtained for the
case of only spatial or temporal correlation. C−1 has the symmetric tridiagonal form given in
Equation 34. The termC−1+Y TW−1Y is the sum of a symmetric tridiagonal and a diagonal
matrix. Computationally, this property is advantageous as it allows for the solution to the
system of equations (Equation 47) to be obtained with O(N) operations using the Thomas
algorithm (Quarteroni et al., 2007). Alternatively, for improved efficiency and numerical
stability a Cholesky decomposition can be applied to solve the linear system and calculate
the determinants of the symmetric tridiagonal terms in Equation 50.

4.2.1 Minimal example in 1D

Timing comparisons are performed to determine the performance gain when using the effi-
cient log-likelihood calculation methods detailed in Section 4. The SciPy package developed
by Virtanen et al. (2020) was used as a baseline. The reference SciPy solution will be re-
ferred to as the ’Naive’ solution as it does not account for the sparse inverse or Kronecker
structure of the covariance matrix. It is also noted that all solutions were obtained on the
same machine with an Intel Xeon Platinum 8272CL CPU at 2.60 GHz and 16 GB of RAM
and no parallelization is implemented. Under the assumption of exponential correlation, the
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log-likelihood of the different synthetic observations was evaluated a total of 50 times per set
and the average wall clock time was recorded. It is important to note that for the naive eval-
uation, the time needed to formulate the correlation and covariance matrices is also included.

The reference SciPy solution is compared with the efficient approach that utilizes the tridi-
agonal form of C−1. The average wall clock time as a function of the number of points is
plotted in Figure 7. The log-likelihood is evaluated for up to 107 points for the proposed
approach and 2500 points for the reference solution.

Figure 7: Mean wall clock time comparison of the efficient approach using tridiagonality and
naive evaluation.

It is evident that the O(N) complexity achieved by the proposed approach is a significant
reduction in computational cost, allowing for exact evaluation of the likelihood in less than
one second for datasets of size N > 106.

4.2.2 Minimal example in 2D

A comparison of the efficient block Cholesky algorithm and the reference SciPy solution is
performed using the hardware described in the previous example. Grids of two-dimensional
synthetic data with exponential correlation were generated with arbitrary uncertainty pa-
rameters. The grid sizes range from 8× 8 up to 64× 64. The results are shown in Figure 8.
The color of each pixel represents the average wall clock time for a grid of size Nx × Nt as
denoted by the x and y axis respectively. As with the previous example, the time needed to
formulate the correlation and covariance matrices is also included.
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Figure 8: Mean wall clock time comparison of block Cholesky and naive evaluation.

The computational speed-up factor, calculated by dividing the corresponding evaluation
times for the different solution methods, for each grid size is illustrated in Figure 9.

Figure 9: Mean computational speed-up factor for the block Cholesky solution compared to
naive evaluation.

The block Cholesky approach results in approximately 900 times faster likelihood evaluation,
with an average of 9.8×10−3 seconds required for each evaluation on a 64×64 grid. This im-
provement in efficiency makes it possible to feasibly apply Bayesian inference to significantly
larger datasets. Given that, on average, 2×6 ·104 log-likelihood evaluations are needed for a
single Bayesian inference in the analyses presented in Section 6, the total log-likelihood eval-
uation time is reduced from days to minutes using the approaches detailed previously for the
case of 9 sensors with 165 measurements each. Additionally, in the block Cholesky approach
only the time covariance matrix Ct is formed, which results in reduced memory requirements.

It is important to note that the evaluation time does not scale symmetrically for Nx and
Nt, which is also evident by the previous plots. The implemented algorithm performs 3 ·Nx

solves of linear systems of size Nt, as well as Nx Cholesky decompositions of Nt × Nt sized
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matrices. Additionally, the tridiagonal inverse structure of the covariance in the case of
the multiplicative modeling uncertainty has not been fully utilized and further efficiency
improvements are possible. Furthermore, the aim of the implementation is to showcase the
feasibility of the proposed approach and lacks optimization. This can also be achieved by
implementing the proposed multiplicative uncertainty approach in a low-level language, e.g.
Fortran or C. Details of the implementation can be found in Appendix C.

4.3 Efficient likelihood for additive modeling uncertainty

In the case of additive modeling uncertainty under the assumption of separable space and
time covariance, the Kronecker structure of the covariance matrix can be exploited to effi-
ciently evaluate the likelihood L(X|θ) where X ∈Nt·Nx denotes the matrix of observations.
This type of model is known as a Matrix-variate Gaussian model and has been applied in
multi-task Gaussian processes. The full derivation can be found in Stegle et al. (2011). De-
noting the space and time covariance matrices as Cx and Ct respectively, the vector property
of the Kronecker product can be applied to obtain:

(Cx ⊗Ct)vec(X) = vec(CT
t XCx), (52)

where vec(X) denotes the vectorization of X. The full covariance matrix for correlated
additive modeling uncertainty and i.i.d. Gaussian measurement noise can be written as:

Σ = Σmodel + Σmeas = Cx ⊗Ct + σ2I (53)

Given the eigenvalue decompositions Cx = UxSxU
T
x and Ct = UtStU

T
t , Equation 53 can

be written as:

Σ = Cx ⊗Ct + σ2I = (Ux ⊗Ut)(Sx ⊗ St + σ2I)(UT
x ⊗UT

t ), (54)

Using this decomposition, the log-likelihood can be efficiently obtained as follows:

L = −NxNt

2
log(2π)− 1

2
log |Sx ⊗ St + σ2I|− 1

2
vec(UT

t xUx)
T (Sx⊗St+σ2I)−1vec(UT

t xUx)

(55)
In the case of exponential space and time covariances, the efficiency of this method can be
further improved by considering the tridiagonal structure of the inverse covariance matri-
ces and the properties of eigenvalues and eigenvectors. For a matrix AAA with eigenvalues
λ1, λ2, ..., λn:

1. The eigenvalues of A−1 are 1
λ1
, 1
λ2
, ..., 1

λn

2. The eigenvalues of A+ αI are λ1 + α, λ2 + α, ..., λn + α

Combining the properties of eigenvalues and the Kronecker properties of the covariance
matrix allows for efficiently evaluating Equation 55 by computing the eigendecompositions
of the tridiagonal matrices C−1

x and C−1
t .
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4.3.1 Minimal example

An analysis of the log-likelihood evaluation time is performed for the case of additive mod-
eling uncertainty, with the method derived by Stegle et al. (2011) and detailed in Section
3.2.1. In the following it will be referred to as the Kronecker method for brevity, as it takes
advantage of the Kronecker structure of the covariance matrix. A comparison of evaluation
wall clock times and speed-up factors is shown in Figure 10 and Figure 11 respectively. Note
that the discrepancies in wall clock time for the naive evaluation between the additive and
multiplicative (see Section 4.2.2) modeling uncertainty cases are due to the additional ma-
trix multiplications required in the latter. As for the previous cases, the formation of the
correlation and covariance matrices is included in the calculation of the wall clock time.

Figure 10: Mean wall clock time comparison of the "Kronecker" approach and naive evalu-
ation.

Figure 11: Mean computational speed-up factor for the "Kronecker" solution compared to
naive evaluation.

In the Kronecker method neither the space and time covariance matrices Cx and Ct, nor
the combined covariance matrix Cx ⊗ Ct are formed explicitly. This results in significant
reduction of the memory requirements which is desired in large applications. For the 64×64
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grid an average evaluation time of 9.1 · 10−4 s was obtained, while the reference solution
required approx. 10.3 s. The calculated speed-up factor is 1.1 · 104. These results are only
indicative as they are hardware and implementation dependent. In that respect a more
rigorous theoretical analysis of the complexity is needed.

4.4 Concluding summary

An approach is proposed for the efficient evaluation of the Gaussian log-likelihood under
spatial and temporal dependencies with multiplicative modeling uncertainty. Taking advan-
tage of the tridiagonal inverse of the covariance matrix for the Matern family of kernels, it
is shown that when the combined spatial and temporal covariance matrix can be written as
a Kronecker product of the separate spatial and temporal covariance matrices then a block
symmetric tridiagonal matrix is obtained, where each block is also symmetric tridiagonal.
The inverse and determinant terms in the Gaussian log-likelihood function are reformulated
to obtain expressions that can be efficiently evaluated when Gaussian i.i.d. noise is included
and subsequently solved using a block tridiagonal Cholesky decomposition. A similar ap-
proach allows for exact likelihood evaluation with O(N) complexity for a single (spatial or
temporal) dimension. Finally, an eigendecomposition approach is implemented for the case
of additive modeling uncertainty in 2D.

The proposed block Cholesky method is shown to outperform the naive evaluation, being
approximately 900 times faster on a 64×64 grid, while in the case of additive uncertainty, the
eigendecomposition method was found to be more than 104 times faster than naive evalua-
tion. In the 1D case a sub-second log-likelihood evaluation time is achieved for more than 106

points. The issue of storing large covariance matrices is addressed by utilizing the symmetric
tridiagonal inverse form of the exponential covariance matrix to store it as two vectors of
length N and N − 1. These improvements provide a significant reduction in computational
cost when exponential correlation is assumed and make inference feasible for more than 104

observations.
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5 Description of the IJssel bridge case study

5.1 Structure

The IJssel bridge is a steel bridge that carries road traffic over the river IJssel in the direction
of Westervoort. It consists of an approach bridge and a main bridge, of which the latter is
of interest in this case. It has a total length of 295 m and five spans with lengths of 45, 50,
105, 50 and 45m. In total the bridge has 12 supports. The supports on pillar H are hinges,
while the rest are roller bearings in the longitudinal directions. The roller bearings in pillars
G and K can resist uplift forces. The main structure of the bridge is composed of two steel
girders with variable height, ranging from 2.4 to 5.3 m, and cross-beams with a spacing of
approximately 1.8 m. An elevation view of the structure is shown in Figure 12

Figure 12: Elevation view of the IJsselbridge.

The main girders and cross-beams support the steel plate deck. The deck has a thickness
of 10 or 12 mm and 160 × 8 mm longitudinal bulb stiffeners. The cross beams are placed
with a center-to-center distance of 1.75 to 1.80 m and are composed of a 500× 10 mm web
with a 250 × 12 mm welded flange. The cross beams are tapered in the parts that extend
beyond the main girders and the beam height is reduced to 200 mm at the beam ends. A
cross section view of the bridge is provided in Figure 13.
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Figure 13: Cross section of the IJsselbridge with highlighted deck (red), K-bracing (purple),
bottom cross beam (blue) and main girders (yellow).

The two main girders are coupled with K-braces located below every second or third cross
beam. On average the distance between the K-braces is approx. 5.4 m. The K-braces are
composed of the elements highlighted in Figure 13:

• Diagonals: Composed of two L sections with dimensions L80×80×8 and L 90×90×9

• Bottom edge: Half DIN 20 profile.

• Verticals: Two half INP24 or INP30 profiles.

5.2 Measurements

The data used in this thesis was obtained from two separate measurement campaigns. During
the campaigns several response quantities of the structure were measured including strain,
acceleration and temperature. Strain influence lines were obtained for moving loads on the
left and right lanes of the bridge using strain gauges at various positions in the structure.
The bridge was loaded by trucks of known mass, driven over each of the two lanes at a
constant velocity. A subset of the collected data is used in this thesis. The relevant details
for each measurement campaign, as well as the data processing are provided below.

5.2.1 TNO measurements

The first set of measurements are obtained from a measurement campaign performed in
September 2018. Three strain gauges were placed on the bridge, with two on the center of
the bottom flange of the girder closest to the right lane3 and one at 15 mm from the edge of
the flange. The spacing of the sensors at the center of the flange is 200 mm. Measurements
from the closely spaced sensors were compared to verify the results. In this thesis only a

3Left and right are defined for the direction from pillar F towards pillar L.
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subset of the measurements is used, namely the strain recorded by sensor PBR-P4 located
at a distance of 65.37 m from the start of the bridge as shown in Figure 14.

Figure 14: Location of the PBR-P4 strain gauge for TNO measurements (figure taken from
internal TNO report).

Trucks with known weights are driven over the bridge at a constant speed of 50.0 km/h in
different configurations:

• Single truck on the right lane

• Single truck on the left lane

• One truck per lane simultaneously

The properties of the trucks used for loading the bridge are summarized in Table 3. Addi-
tional details on the measurement procedure such as details on the trucks and assumptions
regarding the loading conditions can be found in Appendix B

Table 3: Properties of left and right lane trucks used in the TNO measurement campaign.

Truck lane Axle No. Axle distance [m] Load per axle [kN]

1 1.94 57.52
2 2.09 105.45

Right 3 1.35 105.45
4 1.25 105.45
5 - 105.45
1 2.00 58.86
2 1.82 107.91

Left 3 1.82 107.91
4 1.82 107.91
5 - 107.91

The stress influence lines for sensor PBR-P4 for truck load on the left and right lanes are
shown in Figure 15. The influence line for simultaneous loading of both lanes is not used
and therefore omitted. The four manually selected peaks of the influence lines also shown in
the figure are used for inference in the reference case discussed in a later section.
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Figure 15: Measured stress influence lines by the TNO sensor PBR-P4.

5.2.2 Fugro measurements

An additional set of measurements from a separate measurement campaign performed by
Fugro is used in this thesis. In total, 34 fiber optic strain sensors were placed on the IJs-
selbridge to measure the response of the structure to traffic load. These sensors measure
both strain and temperature on the main steel bridge structure, as well as the concrete-steel
composite approach bridge which is not studied in this thesis. The sensors are placed on
the top and bottom flange of the steel girders, the cross beams and on the longitudinal bulb
stiffeners. The subset of sensors that are placed on the center of the bottom flange of the
right main girder is used. These are denoted with the prefix "H". The locations of these
sensors is shown in the figure below. Sensors H6 and H11 are located on the left girder and
therefore not considered.
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Figure 16: Sensors on the right girder for the Fugro measurement campaign. The prefix "H"
is used to denote the sensors on the main structure of the IJsselbridge.

To ease the interpretation of the results in the cases where these sensors are used (see Section
6.4), descriptive labels are assigned to each sensor. The exact position of each sensor along
the length of the bridge, as well as the sensor label and new name are provided in Table 4.
Only sensors placed in the center of the bottom flange of the main girders are considered
and the remaining sensors are not included in the table.

Table 4: Names, labels and positions of Fugro sensors placed on the IJsselbridge main girders.

Sensor Lane Position [m] Label

H1 Right 20.42 H1_20.42_R
H2 Right 34.82 H2_34.82_R
H3 Right 47.70 H3_47.70_R
H4 Right 61.97 H4_61.97_R
H5 Right 68.60 H5_68.60_R
H6 Left 68.60 H6_68.60_L
H7 Right 96.80 H7_96.80_R
H8 Right 113.35 H8_113.35_R
H9 Right 123.90 H9_123.90_R
H10 Right 147.50 H10_147.50_R
H11 Left 147.50 H11_147.50_L

A loaded truck with known properties is driven over the bridge at a constant speed. A single
test per lane is performed at a speed of 20 km/h to simulate loading of the bridge under
static conditions. Two additional tests per lane at 80 km/h were also performed to measure
the structural response under dynamic loading conditions. These are not considered in this
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thesis as the scope is limited to the static case. The load per axle and between-axle distances
for the trucks are shown in Table 5.

Table 5: Properties of truck used in Fugro measurements.

Axle no. Axle distance [m] Load per axle [kN]

1 2.06 59.35
2 1.83 108.82
3 1.82 108.82
4 1.82 108.82
5 - 108.82

Time series of the strain are obtained for each sensor and postprocessed to obtain the corre-
sponding influence lines. These are converted to stress influence lines under the assumption
of linear elasticity (Equation 56):

σ = E · ε, (56)

where:

• σ is the stress

• E is the Young’s modulus

• ε is the strain

The Young’s modulus is taken as 210 GPa as specified in the IJsselbridge design. Additional
details on the measurement processing procedure, assumptions, and manually selected peaks
used in the reference system identification case are provided in Appendix B. The processed
influence lines are plotted in the figure below.
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Figure 17: Stress influence lines obtained from the Fugro measurements.

It is important to note that during the processing of the Fugro measurements, large dis-
crepancies between the measurements and the FE model predictions were observed and the
structural behaviour in the influence lines could not be replicated by either the single or
twin girder FE models described in Section 5.3. For the influence lines from sensors H3
and H7 this can be attributed to the placement of the sensor at a distance less than the
beam height from the support, meaning that Euler-Bernoulli beam theory is not applicable.
Additionally, qualitative differences in the influence lines between the model and measure-
ments were observed for sensors H8 and H9. These differences could indicate that variations
in the truck speed are not correctly accounted for in the measurement processing, that the
transfer of forces between the left and right plate girder is not accurately modeled, or that
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there is spatial variation of the structural properties in the longitudinal direction that is not
accounted for. Parametrizing the twin girder FE model by the full set of input parameters
(see Section 5.3.3) and using optimization to fit the model to the full dataset resulted in
poor model fit for the aforementioned sensors. The following list is a summary of possible
causes for the observed discrepancies:

• Inability of the model to fully capture the structural behaviour;

• Insufficient knowledge of, or incorrect assumptions about the test conditions;

• Variations in the structural behaviour due to the condition of the bridge, e.g. damage
to the roller bearings.

The implications of these discrepancies for the analysis are discussed in Section 6.

5.3 Finite element model description

The IJssel bridge is simulated using 2D finite element models based on the Euler-Bernoulli
beam element formulation (Bathe, 2006) with four degrees of freedom (DOFs), shown in
Figure 18.

Figure 18: Shape functions of the 4-DOF Euler-Bernoulli beam element.

In this formulation, each node has two degrees of freedom: a rotation and a vertical trans-
lation. The structure is discretized into nelems elements and nnodes nodes, with a total of
2 · nnodes DOFs (disregarding the boundary conditions). Obtaining the stress influence line
for the truck load moving across the bridge requires calculation of the displacement field for
N load time steps4. This requires N solutions of the equilibrium equation:

4For the static analyses considered in this thesis, the term "time step" is used to refer to each position
of the moving load.
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Fi = K · ui, (57)

where:

• Fi is the nodal load vector at step i;

• K is the global stiffness matrix;

• ui is the nodal displacement vector at step i;

• i denotes the loading step.

The variable geometrical properties of the steel girders in the longitudinal axis are taken
into account by varying the structural properties of the individual beam elements, where
each element has a prismatic cross section. The maximum beam element length can be
specified in order to approximate the variable geometry to the required precision. Unless
otherwise specified, a maximum element length of 2.0 m was used for all simulations. In
addition to the main girder, half the width of the deck and the corresponding longitudinal
stiffeners are also considered in the calculation of the structural properties for each cross sec-
tion along the x axis. The resulting model is equivalent to half of the full bridge cross section.

The nodal load vector Fi is obtained by considering the truck loads from individual tires as
point loads applied directly to the vertical DOFs corresponding to each tire position. It is
evident from Equation 57 that calculating the influence line requires solving N linear systems
of 2 · nnodes equations. The Betti-Maxwell theorem (Ghali and Neville, 2017) is utilized to
reduce the computational cost to solving a single system of equations of the same size. This
allows for the influence line to be obtained with only a single solution of the linear system.

5.3.1 Lateral load function

To account for the position of the truck along the transverse direction (z-axis) which is not
included in the FE model, each load is multiplied by the value of the Lateral Load Function
(LLF). The LLF is taken as the first order polynomial:

fLLF(x, z) = c1 · z + c0 (58)

The value of the LLF for a given pair of coordinates (x, z) is the percentage of the load that
is transferred to the simulated girder at that position. This is illustrated in Figure 19: A
load equal to fLLF(xF , zF ) × F is applied to the simulated girder to take into account the
offset position of load F in the transverse direction. For a load applied at the center of the
deck (z = 0) m, it is assumed that each girder carries half the load. Therefore the slope
parameter will be c0 = 0.5 and fLLF(x, 0) = 0.5.
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Figure 19: Illustration of the lateral load function.

Although the LLF can be defined such that it accounts for the longitudinal position of the
load, this is not applied in this thesis and the dependence on the x coordinate can be omitted
from the notation.

5.3.2 Single girder model

The main FE model used is a single girder model with six pinned supports, corresponding to
pillars F through L as shown in Figure 12. The assumption of pinned supports is generally
a simplification made for modeling and design purposes and is only an approximation of the
actual support conditions. In order to account for the possibility of partial locking of the
supports, rotational springs are defined at supports F, G, H and J for certain analyses as
shown in Figure 20.

Figure 20: Parametrization of the single girder FE model of the IJsselbridge.

5.3.3 Twin girder model

An additional two-dimensional FE model composed of a system of twin girders, coupled with
vertical translation springs is also defined5. The same nodal coordinates are used for the
nodes of both girders and the transverse direction is not simulated, as shown in Figure 21.
The node numbering as well as the vertical translation springs are also shown in the same
figure.

5It is noted that within this thesis, the twin girder model is only used to investigate the discrepancies
observed between the Fugro measurements and model prediction (see Appendix B). The description is
included here for completeness
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Figure 21: Twin girder FE model of the IJsselbridge.

Supports with rotational springs are defined for the individual girders at locations corre-
sponding to the pillars of the IJssel bridge. The boundary conditions are determined by the
stiffness of the rotational springs and can range from pinned, for a spring stiffness of zero,
to fully fixed for for very large values of the stiffness. Similarly. the stiffness of the vertical
spring determines the degree of coupling between the two beams and can range from com-
plete independence between the two beams to full coupling. The vertical springs are placed
approximately at the positions of the K-braces that connect the two main girders of the
IJssel bridge. For the analyses performed in this thesis the model is typically parametrized
by a single vertical spring stiffness applied to all vertical springs, as well as rotational spring
stiffnesses at the second and third support as shown in Figure 22. The twin girder formula-
tion of the model also allows for different rotational spring stiffnesses to be defined for each
girder.

Figure 22: Parametrization of the twin girder FE model of the IJsselbridge.

These model formulations and parametrizations allow for models that can capture more
complicated structural behaviour and account for likely damage scenarios, while also offering
flexibility and computational efficiency. This allows for developing the entire FE model
calculation procedure and integrating it programmatically with the probabilistic analyses
presented in the following Chapters. It is thus possible to avoid the need for commercial
FEM packages which limit the applicability of parallelization, while also eliminating the
additional computational overhead of initializing external FE solvers and performing a large
number of I/O operations to disc.
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5.3.4 Physical model parameters to be estimated

The set of physical model parameters to be inferred is denoted as θs. The physical model
parametrization varies between analyses. An overview of the structural parameters is pro-
vided in the table below. For the twin girder model, different rotational stiffnesses can be
specified for the right and left girder supports. In that case the corresponding rotational stiff-
nesses are denoted as Kr

ri and K l
ri respectively. For the single girder model the superscripts

are omitted.

Table 6: Description of parameters for the IJsselbridge FE model.

Symbol Description Unit

c1 Lateral load function slope -
Kr

ri Rotational stiffness of the ith support of the right girder kNm/rad
K l

ri Rotational stiffness of the ith support of the left girder kNm/rad
Kv Vertical stiffness of K braces connecting the right and left girder kN/m

The prior distributions of the physical parameters are determined using a combination of
prior knowledge and engineering judgement. For the slope parameter c1 of the LLF given in
Equation 58, a uniform prior distribution in the range [−1.0, 1.0] is used 6.

For the rotational stiffness of the supports it is suspected that partial locking may be present.
It is assumed that any stiffness value between zero (pinned support) and infinity (fixed sup-
port) is equally likely. In practice the stiffness must be finite and therefore a very high value
is specified instead. This is determined by comparing the stress influence lines for increasing
values of the rotational stiffness. The upper bound of the support for the prior distribution
of the rotational stiffness is chosen as the point where any increase has a limited effect on the
calculated influence line. Details on the sensitivity of the model response to the structural
parameters are provided in Appendix A.

For the vertical springs representing the K-braces that connect the two girders, the support
of the prior is determined in a similar manner. Unless otherwise specified, the priors given
in the table below are used for the physical model parameters.

Table 7: Prior distributions of physical model parameters. Units are given in Table 6.

Parameter Distribution

c1 U(−1.0, 1.0)
Kr U(0.0, 1.0 · 108)
Kv U(0.0, 1.0 · 106)

6This support allows for values of the LLF that are not possible in practice. However, it was chosen as
a common support for all of the coefficients of a polynomial LLF of order n.
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5.4 Probabilistic model description

5.4.1 Covariance formulation

The general formulation of the covariance matrix is described for a Gaussian process in
D dimensions in Section 3.3.2, with the position of each observation described by a D-
dimensional vector x = [x1, x2, ..., xD]. For the case of the IJsselbridge, the coordinates of
each observation can be defined by the position of the sensor and the position of the load
along the longitudinal axis of the bridge, denoted as x1 and x2 respectively.

xi = [xi,1, xi,2] (59)

Although only static cases are considered and therefore no time coordinate is specified, in
practice each load position xi,2 can be associated with a time coordinate ti. Considering
the sensor position as a space coordinate, each point can then be described by a space and
time coordinate as shown in Figure 23. The random field is represented as a (not necessarily
regular) grid of points in a spatial and a temporal dimension with n denoting the total
number of sensors and m denoting the number of observations of each influence line.

Figure 23: Illustration of space and time coordinate system. Influence lines along the time
axis t are obtained for each sensor position x.

This interpretation of the sensor and load position as space and time coordinates is adopted
both for convenience in notation and to enable more intuitive explanations of the analyses
that follow. The vector x becomes:

xi = [xi, ti] (60)

The correlation function is multiplied by the standard deviation of the modeling uncertainty
to form the covariance function. Calculating the covariance for every pair of points yields
the symmetric positive semi-definite covariance matrix shown in Equation 61, that describes
the covariance of the model prediction error for every point in the random field.
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Σmodel =

 σ2
1k(x1,x1;θc) . . . σ1σNk(x1,xN ;θc)

... . . . ...
σNσ1k(xN ,x1;θc) . . . σ2

Nk(xN ,xN ;θc)

 , (61)

where N = n ·m. It is noted that for the majority of the analyses performed, only a single
sensor is taken into account. In that case only the time coordinate is needed to define the
location of each measurement and the coordinate vector xi for point i becomes a scalar ti,
where i ∈ [m]. Each set of measurements for a given sensor can then be represented as a
time series t = [t1, t2, ..., ti, ..., tm]. Similar to Equation 61, the covariance matrix is then
formulated as:

Σmodel =

 σ2
1k(t1, t1;θc) . . . σ1σmk(t1, tm;θc)

... . . . ...
σmσ1k(tm, t1;θc) . . . σ2

mk(tm, tm;θc)

 , (62)

In Equation 61 and Equation 62, σ is dependent on the probabilistic model formulation.
Under the assumption of additive modeling uncertainty, the marginal variance for each ele-
ment of the covariance matrix can be calculated as σi,j = σi ·σj. For multiplicative modeling
uncertainty the marginal variance is replaced by the product of the coefficient of variation
Cv and the model output, calculated as σi,j = Cv,i · yi · Cv,j · yj.

5.4.2 Likelihood function

Complete independence is assumed between the right and left lane model prediction un-
certainties. For each point sampled from the posterior distribution, the total likelihood is
obtained as the product of the likelihoods for each lane:

L(θ) =
2∏
l=1

Ll(θ), (63)

where the likelihood function is taken as in Equation 11. The subscript l = 1 and l = 2
denotes the left and right lane influence line respectively, and the terms ymeas,l and ymodel,l

denote the vector of observations and model prediction respectively for the lth lane. The
vectors ymeas,l and ymodel,l have shape:

yl = [yl,1,1, yl,1,2, ..., yl,1,m, yl,2,1, yl,2,2, ..., yl,n,1, yl,n,2, ..., yl,n,m], (64)

and Σi is the N ×N covariance matrix.
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5.4.3 Probabilistic model parameters to be estimated

Prior distributions of the uncertainty parameters for the considered probabilistic models
are provided in Table 8 and apply for all analyses unless otherwise specified. The support
(domain) of the priors must be defined such that it is possible to capture the structure of
the correlations in the residuals between model and measurements. It should be noted that
choosing the priors for the uncertainty parameters is not a simple task as no information on
the correlation structure is available. Furthermore, a poor choice of prior can significantly
impact the inference and prediction, leading to wide credible intervals (see e.g. Fuglstad
et al. (2018)). Uniform priors are chosen with supports that are wide enough to capture a
range of correlations that are expected to be present in the measurements.

Table 8: Prior distributions of uncertainty parameters.

Model Cv lcorr [m] wn α

Independent U(0.00, 1.00) - - -
Radial Basis Function U(0.00, 1.00) U(0, 200) - -
Rational Quadratic U(0.00, 1.00) U(0, 200) - U(0.00, 5.00)
Damped Cosine U(0.00, 1.00) U(0, 1000) U(0.00, 0.50) -
Matern ν = 1.5 U(0.00, 1.00) U(0, 200) - -

The coefficient of variation parameter Cv is only applicable for the case of multiplicative
modeling uncertainty. In the case of additive modeling uncertainty the standard deviation
parameter is used instead, distributed as σmodel ∼ U(0.00, 20.0) MPa for all models. The
standard deviation of the measurement uncertainty is taken as σmeas = 1.0 MPa.

5.5 Concluding summary

The IJsselbridge case study is detailed in this section. The approximately 300 m steel bridge
is composed of two variable height steel plate girders connected by K-braces, supporting
a steel deck with longitudinal bulb stiffeners. Details on two measurement campaigns are
provided, describing the controlled loading conditions and sensor layouts used to obtain the
data, as well as the post-processing of the data to obtain stress influence lines. Addition-
ally, details on the FE models used to simulate the structural response are provided. The
Euler-Bernoulli beam element formulation is used to define a single and a twin girder model,
capturing the structural behaviour for a load moving in the longitudinal direction of the
bridge and a linear LLF accounts for the transverse position of the load. Depending on the
case (see Section 6), this model can be parametrized by the slope coefficient c1 of the LLF
as well as the rotational stiffnesses of the support springs. Uniform prior distributions are
considered for these parameters.

Similarly, a description of the probabilistic models is provided. Each influence line is con-
sidered as a time series measured at a point along the longitudinal direction of the bridge,
and the discrepancies between measurements and model predictions form a Gaussian ran-
dom field in a spatial and a temporal dimension. The data generating processes described
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in Sections 3.2.1 and 3.2.2 are used to formulate the Gaussian likelihood function. Different
probabilistic models are defined based on the covariance function used in the formulation
and uniform prior distributions are assumed for the parameters of the covariance functions.
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6 Analysis of the effect of spatial and temporal depen-
dencies on system identification and sensor placement
for the IJsselbridge

6.1 Description of cases

The main research questions posed in Section 1.2 are investigated in this section by applica-
tion to the IJsselbridge case study. The feasibility of inferring the dependence structure is
addressed by formulating a pool of candidate models corresponding to different correlation
structures and using them to perform Bayesian inference of both the physical and statistical
model parameters. Bayesian model selection is then applied to determine the most suit-
able statistical model. The analyses presented here are performed using Nested sampling
(see Section 3.4) to address the issue of efficiently calculating the evidence. Additionally,
a method for performing sensor placement optimization based on the approximation of the
information entropy (see Section 3.5.1) is implemented. This method is applied to determine
the most informative measurements for the IJsselbridge. Using this measurement selection
technique, Bayesian inference is performed for increasing numbers of measurements to de-
termine the effect of the sample size on the posterior distributions of the parameters and the
posterior predictive distributions of the stress influence lines. Where necessary, reference will
be made to the examples presented in Appendix D to support the analyses and arguments
presented here and to determine the applicability of the methods used. In total, three cases
are presented:

• Case 1: An initial exploratory analysis with a simplified physical model parametriza-
tion and data from a single sensor.

• Case 2: A more in-depth analysis with additional physical model parameters and data
from a single sensor.

• Case 3: Extension to multiple sensors and combined spatial and temporal dependen-
cies considering additive model prediction uncertainty.

Each of the cases includes some of the steps described previously. An overview of the cases
is provided in Table 9.

Table 9: Overview of sub-cases for the IJsselbridge case study.

Case 1 Case 2 Case 3

Sensors PBR-P4 PBR-P4 H1 H4, H5,
H9, H10

Modeling
uncertainty Multiplicative Multiplicative Additive

Parameters Cv, lcorr, wn, α,
c1

Cv, lcorr, wn, α,
c1, Kr,1, Kr,2, Kr,3, Kr,4

σ, lcorr

c1,Kr,1, Kr,2, Kr,3, Kr,4
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A shorthand notation will be adopted to refer to the models for the remainder of this thesis.
The models are distinguished by the kernel function used in the statistical model and the
size of the dataset. The kernels are therefore abbreviated as follows:

• Independence - IID

• Radial basis function - RBF

• Rational quadratic function - RQD

• Damped cosine function - COS

• Matern with ν = 1.5 - MAT

• Exponential - EXP

Models will be denoted as N/IL, Kernel, indicating the number of points per influence line
and kernel function. Following this notation, a model with 165 points per influence line using
a Matern kernel will be written as: 165/IL,MAT. Alternatively, the index i of the modelMi

when referring to more than two models.

6.2 Case 1: Impact of dependencies in model prediction error

Given that the correlation parameters are not known a-priori and often lack physical mean-
ing, the available data must be used to determine the correlation structure, leading to inef-
ficient use of measurements which would otherwise provide information on the parameters
of interest. In this section this issue is addressed by performing system identification for the
IJsselbridge case, introduced in Section 5, using a class M of coupled probabilistic - physical
models. Each model Mi ∈ M is constructed with a different kernel function that could
potentially describe the dependencies in the model prediction error. The set of uncertain
parameters for each modelMi, θi is extended to include the set of uncertainty parameters of
the corresponding correlation function θc,i, in order to assess the feasibility of simultaneously
inferring the structural and correlation parameters in Bayesian system identification. Prior
to this analysis, a minimal example is developed to determine the effect of the number of
points in a domain on the posterior mean and variance of the correlation length. This can
be found in Appendix D.2.

In total, six models are considered. ModelsM1 -M5 are distinguished by the type of kernel
used to model the dependencies in the model prediction error: Independence, radial basis,
rational quadratic, damped cosine and Matern with ν = 1.5. A reference model using four
points per influence line and assuming independence in the model prediction error is also de-
fined. This model represents the typical analysis procedure for Bayesian system identification
where sufficiently spaced data points are selected such that the assumption of independence
is valid. The dataset used for models M1 - M5 contains 165 equally spaced points along
the entire influence line. One influence line from sensor PRB-P4 is used per lane, for a total
of two. The influence lines for the left and right lane, as well as the selected peaks used in
the reference model are shown in Figure 14. The single girder FE physical model is used in
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all model formulations, parametrized by the slope coefficient c1 of the LLF. Pinned supports
are considered with zero rotational stiffness. This parametrization is chosen for simplicity
since the main objective is the inference of the statistical parameters. A summary of the
models for this case is provided in the table below.

Table 10: Summary of parameters for case 1.

Case #: 1 Sensors: PRB-P4
Physical model: Single girder θs: c1

Modeling uncertainty: Multiplicative Meas. uncertainty: Additive, σmeas = 1.0 MPa

Model # Correlation Dataset size θc

1 Independent 165/IL Cv

2 Radial basis 165/IL Cv, lcorr

3 Rational quadratic 165/IL Cv, lcorr, α
4 Damped cosine 165/IL Cv, lcorr, wn

5 Matern ν = 1.5 165/IL Cv, lcorr

6 Independent 4/IL Cv

6.2.1 Inferring the dependence structure

Inference is performed using the nested sampling technique described previously for the mod-
els presented in Table 10. A range of approximately 2.1 ·104−3.3 ·104 likelihood evaluations
are needed to achieve convergence depending on the model. The marginal and joint posterior
distributions of the parameters for the 165/IL, IID and 4/IL, IID are shown in Figure 24.
It is noted that in the 165/IL,IID model, complete independence is assumed despite the
dense spacing of the measurements and it is expected that the uncertainty in the posterior
distributions will be significantly underestimated if dependencies are present in the model
prediction error. The posterior distributions obtained by this model are therefore included
for the purpose of comparing the inferred means of the parameters with other models, as
well as illustrating the effect of increasing the number of points under the independence
assumption on the posterior distributions.
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(a) 165/IL, IID (b) 4/IL, IID

Figure 24: Comparison of marginal and joint posterior distributions of parameters for the
165/IL,IID and 4/IL,IID models.

Comparing the posteriors of the 4/IL,IID and 165/IL,IID models, it is evident that the
posterior parameter uncertainty is reduced for larger N . Both the median point estimate
and the standard deviation of the modeling uncertainty coefficient of variation Cv are lower
for this model. The reduction in uncertainty for the 165/IL, IID model can also be observed in
the posterior c1, although to a lesser extend. Summary statistics of the posterior distributions
for the two models are provided in Table 11.

Table 11: Mean, median, std. dev and percentiles of posterior distributions for the
165/IL,IID and 4/IL,IID model.

Parameter Model Mean Median Std. dev. p25 p75 p95

Cv 1 0.12 0.12 0.01 0.12 0.13 0.14
6 0.19 0.17 0.10 0.12 0.24 0.38

c1 1 -0.10 -0.10 0.00 -0.11 -0.10 -0.10
6 -0.12 -0.12 0.02 -0.14 -0.11 -0.08

Posterior distributions of the parameters for models 2, 3, 4, and 5 are shown in Figure 25.
Although the correlation length lcorr is a common parameter for these models and is inferred
for the radial basis, rational quadratic and Matern models, it can be seen that different
point estimates and uncertainties are obtained. Notably, the damped cosine model exhibits
a wide posterior for the correlation length with little reduction of the uncertainty compared
to the specified U(0.0, 1000.0) prior distribution. Additionally, the joint distributions of Cv

and lcorr indicates that the two parameters are correlated. This issue of unidentifiability
has been previously mentioned in literature, e.g. in Fuglstad et al. (2015), and no single
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solution can be found in the 1D case. This results in wider marginal posteriors for the two
parameters and potentially higher point estimates for the modeling uncertainty. Finally, the
wide tails observed in the 165/IL,MAT and 165/IL,RQD posteriors for Cv and lcorr highlight
the difficulty of inferring those parameters.

Figure 25: Comparison of posterior distributions for modelsM2-M5.

A summary of the posterior distributions for the full class of models is provided in the table
below. A comparison of the models that include correlation indicates that the 165/IL,RBF
model achieves the lowest uncertainty in the posterior distribution of c1. Similarly, the lowest
posterior mean for Cv is obtained for the RBF model, with the remaining models resulting in
higher point estimates for both Cv and lcorr. This variability between estimates is attributed
to the different formulation of the correlation for each model, as well as the different number
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of parameters. The latter is discussed in detail in the following sections, however, it is
generally observed that increasing the number of inferred parameters for constant dataset
sizeN results in higher posterior uncertainty. The means and coefficients of variation (COV7)
of the uncertainty parameters are shown in Table 12.

Table 12: Means of posterior distributions for case 1 and COV in parenthesis.

Model Cv [-] lcorr [m] α [-] wn [-] c1 [-]
165/IL,IID 0.125 (0.083) - - - -0.105 (0.034)
165/IL,RBF 0.203 (0.276) 25.100 (0.175) - - -0.112 (0.172)
165/IL,RQD 0.261 (0.444) 40.914 (0.496) 1.109 (1.177) - -0.107 (0.309)
165/IL,COS 0.274 (0.281) 547.542 (0.443) - 0.005 (0.821) -0.098 (0.342)
165/IL,MAT 0.305 (0.481) 75.214 (0.432) - - -0.112 (0.309)
4/IL,IID 0.193 (0.542) - - - -0.121 (0.196)

In order to accurately quantify the uncertainty in the predicted stress influence lines, all of
the components contributing to the uncertainty must be taken into account. The posterior
predictive distributions of the stress influence lines are calculated, yielding a stress distribu-
tion p(ȳi|ymeas) at each load position i which contains the combined measurement, modeling
and parameter uncertainty. The obtained credible intervals (CIs) for the measurement and
combined uncertainty are also indicated in the plots. In the following figure, the posterior
predictive distribution for the 4/IL,IID reference model is compared with the 165/IL,IID
model.

Figure 26: Comparison of posterior predictive distributions of the stress influence lines for
models 1 and 6.

For the 165/IL,IID model is is evident that the width of the combined uncertainty CI cor-
responds to the maximum discrepancy between model and measurement. The large N and

7The coefficient of variation of the inferred parameters will be denoted as COV to distinguish it from
the modeling uncertainty coefficient of variation (Cv) parameter.
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assumption of independence in the residuals results in overconfidence in the posterior pa-
rameter distributions and underestimation of the uncertainty. In contrast, for the 4/IL,IID
model there is significant uncertainty in the estimation of Cv, which is reflected in the wide
CIs. The degree of model fit to the data, quantified by the R2 score is similar for both
models. Given the difference in dataset size, this indicates that the physical model fit to the
data can not be further improved under the current parametrization. A comparison of the
models with correlation is shown below.

Figure 27: Comparison of posterior predictive distributions of the stress influence lines for
models 2, 3, 4 and 5.

It is evident that the unidentifiability of the marginal variance and correlation length results
in wide CIs for models M2-M5. To quantify the model fit to the measurements, the R2

score, mean squared error (MSE), maximum error (ME) and error at the peak (PE) are
calculated. For this case, the metrics are largely inconclusive as the models yield similar
measures of fit and additionally a trade off between the left and right lane fit is generally
observed. The metrics of fit for each model are summarized in Table 13.
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Table 13: R2 score, mean squared error, max. error and error at peak for case 1.

Case 1 R2 [-] MSE [MPa2] ME [MPa] PE [MPa]

Model Left Right Left Right Left Right Left Right

1 0.95 0.98 1.22 2.51 4.62 3.90 4.15 0.81
2 0.96 0.98 0.83 3.17 3.98 4.26 3.98 0.08
3 0.95 0.98 0.99 2.44 4.84 4.02 4.84 0.38
4 0.93 0.98 1.70 1.99 5.49 3.52 5.49 1.84
5 0.97 0.98 0.81 3.49 3.63 4.43 3.20 0.43
6 0.97 0.97 0.65 4.02 3.21 4.81 3.00 0.73

Taking into account the correlations in the modeling uncertainty reduces the effective sample
size, resulting in wider CIs. For this case the correlated models result in similar or higher
prediction uncertainty compared to the reference model. Intermediate conclusions from this
case are summarized below.

• The uncertainty parameters describing the correlation structure can be inferred from
the data, however, the unidentifiability of Cv and lcorr results in high prediction uncer-
tainty.

• Considering correlations reduces the effective sample size.

• Larger N generally results in more accurate inference and prediction.

• Simple parametrization limits the conclusions that can be drawn from this case. This
analysis will therefore be repeated for extended physical model parametrization.

• No significant improvement is observed in terms of model fit or prediction uncertainty
for the models with dependencies compared to the reference model.

6.2.2 Calculation of the evidence and model selection

The structure of the correlation, and thus the probabilistic model that can best describe it,
are not known a priori and are inferred from the available observations by application of
Bayesian model selection using the calculated evidence. As discussed previously in Section
3.1.2, calculating the evidence by numerical integration of the denominator in Equation 1 is
not possible in case of a high dimensional parameter space (e.g. for Nθ > 3) where Nθ is the
number of parameters. In this section the feasibility of the following is investigated:

• Utilizing the nested sampling technique to obtain an estimate of the evidence.

• Applying Bayesian model selection to determine the model that best describes the
dependencies in the model prediction error.

Nested sampling is used to obtain estimates of the evidence for the coupled probabilistic-
physical models defined in Section 6.2. It is emphasized that model selection is dependent
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on the set of observations ymeas as shown in Equation 2. It follows that only models with the
same set of observations can be properly compared using Bayesian model selection. Since
the reference modelM6: 4/IL,IID only uses a subset of the observations ymeas used inM1

throughM5, it can not be included in the selection.

For each model the evidence Z is calculated. Assuming equal prior probabilities p0(Mi) =
0.2 for all models and substituting into Equation 2 yields the posterior probabilities p(Mi).
The Bayes factor Ki is calculated by applying Equation 3 withM1 being the model with the
highest probability andM2 the model i. The calculated log-evidence, posterior probability
and Bayes factor8 for each model, as well as the the interpretation of the Bayes factor are
summarized in Table 14.

Table 14: Log-evidence, posterior probability and Bayes factors per model.

Model log(Z) p(M) K Interpretation
165/IL,IID -497.94 0.00 1.13E+56 Decisive
165/IL,RBF -371.07 0.06 8.98E+00 Substantial
165/IL,RQD -369.10 0.42 1.26E+00 Barely worth mentioning
165/IL,COS -375.03 0.00 4.74E+02 Decisive
165/IL,MAT -368.87 0.52 1.00E+00 Barely worth mentioning

It can be readily observed from the previous table that despite having fewer parameters, the
165/IL,IID model has significantly lower posterior probability and is the least likely among
the candidate models. This indicates that the assumption of independence does not provide
a suitable description of the data. The low posterior probability and high Bayes factor of
the 165/IL,COS model can be attributed to the poor model fit that was observed, as well
as the additional parameter compared to the RBF and MAT models resulting in additional
complexity which is penalized in Bayesian model selection as discussed in Section 3.1.2.

Regarding the model selection results among the correlated models, additional insight is
offered in Simoen et al. (2013) where it is illustrated that for a small number of samples
(i.e. influence lines) additional investigation is required to determine the most suitable
model. This is due to the model selection favouring models with wider posteriors and higher
uncertainty among correlation models that can provide a suitable description of the data.
It is also shown that for larger numbers of samples, the correct correlation model will be
selected. This is not investigated further in this section as the aim is to determine if the
correlation structure must be taken into account in the probabilistic model formulation.

6.3 Case 2: Impact of nuber of parameters and sample size

In the analysis of case 1, a simplified parametrization of the physical model was used con-
sidering only the LLF coefficient c1 as the inferred parameter. The calculated posterior

8When calculated for multiple models the Bayes factor Ki quantifies the strength of the evidence in
favour of the most likely model compared to model i.
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distributions and posterior predictive distributions indicate that the structure of the corre-
lation and the uncertainty parameters for different correlation models can be inferred using
Bayesian system identification. However, a simple parametrization means that accurate
point estimates and reduced uncertainty can be achieved with relatively few measurements,
e.g. using four peaks per influence line. With the exception of reduced uncertainty in the
estimate of Cv, no improvement in the model fit or posterior parameter uncertainty was
observed for the models that consider dependencies compared to the reference case. It is
expected that additional physical model parameters will be required to more accurately cap-
ture the structural behaviour. Therefore, to improve model fit and evaluate the benefit of
considering large N in higher dimensional (in terms of the number of parameters) cases,
the rotational spring stiffnesses of supports at the four leftmost pillars F, G, H and J (see
Figure 14) are treated as uncertain parameters. A summary of the parameters and models
considered in this case is provided in Table 15.

Table 15: Summary of parameters for case 2.

Case #: 2 Sensors: PRB-P4
Physical model: Single girder θs: c1, Kr1, Kr2, Kr3, Kr4

Modeling uncertainty: Multiplicative Meas. uncertainty: Additive, σmeas = 1.0 MPa

Model # Correlation Dataset size θc

1 Independent 165/IL Cv

2 Radial basis 165/IL Cv, lcorr

3 Rational quadratic 165/IL Cv, lcorr, α
4 Damped cosine 165/IL Cv, lcorr, wn

5 Matern ν = 1.5 165/IL Cv, lcorr

6 Independent 4/IL Cv

6.3.1 Impact of considering additional parameters

Similarly to case 1, inference is performed using the nested sampling technique for the coupled
probabilistic-physical models M1 − M6 with M1 considering complete independence in
the modeling uncertainties, M2 - M5 assuming dependencies modeled by different kernel
functions and M6 being the reference model. The uniform prior distributions assumed for
the physical model parameters and uncertainty parameters are listed in Table 7 and Table 8
respectively. A comparison of the posterior distributions for modelsM1 andM6 is shown in
Figure 28. Note that in the following, the posterior distributions, mean values and standard
deviations for the rotational stiffness parameters Kri are given as log10(Kri).
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(a) 165/IL, IID

(b) 4/IL, IID

Figure 28: Comparison of marginal and joint posterior distributions of parameters for models
1 and 6. Rotational stiffness plotted in log10 scale.
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It should be noted that for the 4/IL,IID reference case the posteriors of Kr,1 and Kr,4 have
wide credible regions and no reduction of uncertainty compared to the uniform prior. This
can be seen by plotting the posterior in linear scale:

Figure 29: Posterior distribution of Kr,1 and Kr,4 in linear scale for the reference model.

It is evident that the Bayesian inference for the 4/IL, IID model results in no reduction of the
uncertainty for Cv, Kr1 and Kr4. In contrast these parameters are inferred for the 165/IL,IID
model, with the additional data resulting in narrow CR in the posteriors. Although this is
expected due to the large number of measurements used and the assumption of indepen-
dence, it indicates that it is the lack of available data, combined with the wide uniform
priors assumed for all parameters that results in the wide CR for the 4/IL,IID model. The
posterior distributions for modelsM2 throughM5 are shown in the figures below.
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(a) 165/IL, RBF

(b) 4/IL, RQD

Figure 30: Comparison of marginal and joint posterior distributions of parameters for models
2 and 3. Rotational stiffness in log scale.
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(a) 165/IL, COS

(b) 4/IL, MAT

Figure 31: Comparison of marginal and joint posterior distributions of parameters for models
4 and 5. Rotational stiffness in log scale.
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The marginal distributions of the structural parameters c1, Kr1, Kr2, Kr3 and Kr4 show a
significant reduction in parameter uncertainty. Furthermore for the 165/IL,RBF a signifi-
cant reduction of the posterior variance is achieved for the uncertainty parameters Cv and
lcorr. As noted previously, the unidentifiability of Cv and lcorr is evident from the plots of
their joint distributions for all correlated models. The means and COV of the uncertainty
parameters are provided in Table 16.

Table 16: Inferred means of uncertainty parameters for case 2 and COV in parenthesis.

Model Cv [-] lcorr [m] α [-] wn [-]
165/IL,IID 0.07 (0.15) - - -
165/IL,RBF 0.16 (0.37) 21.16 (0.20) - -
165/IL,RQD 0.25 (0.66) 33.16 (0.58) 1.90 (0.80) -
165/IL,COS 0.21 (0.47) 439.57 (0.57) - 0.03 (0.54)
165/IL,MAT 0.46 (0.47) 91.45 (0.36) - -
4/IL,IID 0.38 (0.63) - - -

The values of Cv indicate that the inferred modeling uncertainty for the 4/IL,IID case is
significantly higher. Additionally, the means and COV for the physical model parameters
are given in Table 17:

Table 17: Inferred means of physical model parameters for case 2 and COV in parenthesis.
Stiffness in kNm/rad.

Model c1 [-] log10(Kr1) log10(Kr2) log10(Kr3) log10(Kr4)
165/IL,IID -0.11 (0.02) 5.33 (0.10) 5.50 (0.06) 5.98 (0.02) 5.99 (0.06)
165/IL,RBF -0.10 (0.13) 5.65 (0.09) 5.53 (0.08) 5.79 (0.08) 6.35 (0.06)
165/IL,RQD -0.09 (0.33) 5.64 (0.09) 5.57 (0.08) 5.95 (0.08) 6.41 (0.06)
165/IL,COS -0.09 (0.25) 5.55 (0.08) 5.54 (0.07) 5.80 (0.08) 6.44 (0.05)
165/IL,MAT -0.08 (-0.54) 5.72 (0.09) 5.63 (0.08) 6.14 (0.07) 6.62 (0.06)
165/IL,IID -0.11 (-0.29) 7.49 (0.07) 5.72 (0.10) 6.01 (0.10) 7.39 (0.07)

It can be seen that the 165/IL,RBF and 165/IL,RQD models result in lower posterior uncer-
tainty for all parameters compared to the reference model 4/IL,IID. This is also reflected in
the posterior predictive distributions shown below. In Figure 32 the 165/IL,IID and 4/IL,IID
models are shown. It can be seen that the lack of data in the latter case results in wide CIs.
This is the result of high uncertainty in the posterior distribution of Cv (Figure 28a). As
previously, the 165/IL,IID model results in narrow CRs for both the posterior and posterior
predictive. For this model the CRs generally correspond to the discrepancy between the
mean model prediction and measurements. The 165/IL,IID model results also illustrate that
increasing the number of available data points results in reduced prediction uncertainty. The
effects of increasing the number of measurements used in the inference is further investigated
in Section 6.3.3.
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(a) Posterior predictive forM1. (b) Posterior predictive forM6.

Figure 32: Posterior predictive distributions of stress influence lines for modelsM1 andM6.

It is expected that taking correlations into account will results in wider CIs compared to the
165/IL,IID model as the effective sample size is reduced. This is confirmed by the posterior
predictive distributions for the 165/IL,RBF and 165/IL,RQD models plotted in Figure 33.
The lower uncertainty and narrower CIs observed previously forM2 compared to the other
correlated models is also evident in this case.

(a) Posterior predictive forM2. (b) Posterior predictive forM3.

Figure 33: Posterior predictive distributions of stress influence lines for modelsM2 andM3.

For modelsM4 andM5, included here for completeness, the high uncertainty in the posterior
of the correlation parameters results in wide CIs as shown in the figures below.
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(a) Posterior predictive forM4. (b) Posterior predictive forM5.

Figure 34: Posterior predictive distributions of stress influence lines for modelsM4 andM5.

The obtained metrics for the set of models are summarized in the table below:

Table 18: R2 score, Max. error and error at peak for case 2.

Case 1 R2 [-] MSE [MPa2] ME [MPa] PE [MPa]

Model Left Right Left Right Left Right Left Right

165/IL,IID 0.96 0.99 0.91 0.78 3.82 3.87 3.82 2.73
165/IL,RBF 0.95 0.99 1.11 1.04 4.41 4.72 3.91 3.61
165/IL,RQD 0.94 0.99 1.43 1.77 5.25 5.70 5.25 4.65
165/IL,COS 0.95 0.99 1.27 1.29 4.94 5.16 4.94 4.14
165/IL,MAT 0.93 0.96 1.66 4.78 5.64 8.15 5.64 7.33
4/IL,IID 0.92 0.98 1.82 3.01 3.32 5.41 2.15 3.84

The advantage in terms of the overall model fit is highlighted by the high MSE values ob-
tained for the 165/IL,RBF model over the reference model. This is not the case for the
maximum and peak errors where, as expected, there is no indication of better fit for the
RBF model despite the significantly lower modeling uncertainty. These results correspond
to expectations: Using only a few peaks in the inference will results in improved fit at these
locations at the cost of the overall model fit, whereas using the entire influence line will likely
result in a better model fit on average.

The posterior probabilities for each model obtained by performing Bayesian model selection
are provided in the table below. As for the previous case, the posterior probability of the
165/IL,IID model is significantly lower compared to the correlated models.
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Table 19: Log-evidence, posterior probability and Bayes factors per model for case 2.

Model log(Z) p(M) K Interpretation
165/IL,IID -450.74 0.00 3.55E+30 Decisive
165/IL,RBF -381.18 0.24 2.19E+00 Barely worth mentioning
165/IL,RQD -380.40 0.53 1.00E+00 Barely worth mentioning
165/IL,COS -385.01 0.01 1.00E+02 Decisive
165/IL,MAT -381.30 0.22 2.45E+00 Barely worth mentioning

Based on the results presented throughout this section we can conclude that one of the ben-
efits of considering large N with correlations is the possibility of increasing the number of
physical model parameters, resulting in better fit and smaller modeling uncertainty. This
could also imply that there is a limit to the number of parameters that can be inferred under
the independence assumption, due to the limited number of measurements that can be se-
lected from the influence line while neglecting the correlations between them. Furthermore,
it is clear that considering a small number measurements at the peaks will generally result
in a better model fit to those peaks, while a large number of measurements distributed along
the length of the bridge will provide a better overall fit.

6.3.2 Selection of informative measurements

The sensor placement optimization method developed by Papadimitriou and Lombaert (2012),
described in Section 3.5.1 is implemented in order to evaluate the applicability for the case
of the IJsselbridge. A thorough comparison of the approximate method with an exact ap-
proach using the KL-divergence is presented in Appendix D.5. Given that the computational
cost of the likelihood evaluation typically scales with the cube of the number of points, it
becomes important when a large number of measurements is available to select a subset to
use in inference. Mathematically, this problem is similar to determining the set of sensors
that provide the most informative measurements. This method enables the selection of the
measurements with the highest information content and would result in the largest reduc-
tion in posterior uncertainty for the parameters of interest when used in system identification.

Measurement selection is applied for the single girder IJsselbridge model considering all of
the structural parameters, i.e. θs = {c1, Kr1, Kr2, Kr3, Kr4}. The nominal values of the
physical and uncertainty parameters are taken as follows:

• c1 = −0.1

• Kr1−4 = 104 kNm/rad

• Cv = 0.1

• σmeas = 1.0 MPa

• lcorr = 10.0 m
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The figures below depict the gradient of the left and right truckload influence lines w.r.t.
each of the structural parameters, as well as the normalized autocorrelation at the location
of each measurement and the stress influence lines. Only results for N = 5 and N = 10 are
shown for clarity.

(a) Measurement selection for N = 5. (b) Measurement selection for N = 10.

Figure 35: Measurement selection for the IJsselbridge case for N = 5 and N = 10 measure-
ments.

It can be seen that the selected measurements generally correspond to the peak locations
of the gradients. Some clustering of the sensors is observed at the first span located in the
region x = [0.0, 50.0] m. This is attributed to the high information content in that region
that is evident by the high values of the gradients for c1, Kr1 and Kr2 and the spacing of the
measurements imposed by the assumption of correlation. Generally, the resulting selection
is compatible with expectations and is applied when studying the effect on the inference of
increasing the number of measurements.
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6.3.3 Effect of increasing number of measurements

In order to determine if accurate inference for the IJssel bridge can be performed with a few
manually selected measurements, and to determine the benefit of considering large N , the
posterior mean and standard deviation of the unknown parameters as a function of N are
calculated. This is done by performing Bayesian inference for different values of N in the
range [4, 165]. The most informative measurements for each N are then selected using the
procedure detailed in 6.3.2. The selected measurement locations are plotted as a function of
N in the figure below, with the red dashed lines denoting the support locations.

Figure 36: Locations of selected measurements per N .

The coupled probabilistic-physical models are defined as shown in Table 15. The posterior
mean and standard deviation of Cv as a function of N is plotted in the figure below. It is
noted that the measurements used in the reference model are selected manually as shown in
Figure 14 and are not the same as those obtained by measurement selection.
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Figure 37: Posterior means and standard deviations of the model prediction uncertainty as
a function of N .

It is noted that the damped cosine model is not included in the analysis due to computational
issues, likely stemming from the unidentifiability of the parameters. Under the independence
assumption, the posterior variance of Cv drastically drops when additional measurements are
used up to N ≈ 15. A more gradual decrease of the uncertainty is observed for the correlated
models with the plotted curves becoming flatter up until N ≈ 100, with the exception of
the Matern model. The behaviour of the mean and standard deviation of the inferred
Cv as a function of N provide additional indication that it may be necessary to account
for dependencies for larger numbers of parameters. This is because based on the inferred
correlation lengths shown in Table 16, correlation may affect the inference even for a small
number of manually selected measurements. The means and standard deviations of physical
model parameters as functions of N are shown in Figure 38.
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Figure 38: Posterior means and standard deviations of physical model parameters as a
function of N .

Observing the standard deviation of the physical model parameters, it can be seen that
significantly lower posterior uncertainty is obtained for the IID case for all values of N . In
contrast for the models with correlation there is a plateau in the posterior uncertainty for
different values of N depending on the parameter. For Kr,1 and Kr,4, this occurs at N = 40
and N = 100 points respectively. Additionally, for these parameters over 15 and 20 points
are needed respectively to achieve similar posterior standard deviation with the IID model as
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for the RBF model. Based on the inferred correlation lengths, the dependencies in the model
prediction uncertainties can not be disregarded in that case. This reinforces the conclusion
that the number of parameters that can be inferred under the assumption of independence
is limited, while additionally indicating that there are limitations on which parameters can
be inferred.

6.4 Case 3: Inference with data from multiple sensors

6.4.1 Impact of considering multiple sensors and combined spatial and temporal
dependencies

In this section, influence lines from multiple sensors are used in the inference. An additive
model prediction error with combined spatial and temporal correlation is assumed, while
the measurement errors at each observation point are taken as i.i.d. Gaussian random
variables. The data generating process is described in Section 3.2.1. The discrepancies
between measurement and model prediction are modeled as realizations from a Gaussian
random field as shown in Section 3.3.2. Three models are used, labeled M1, M2 and
M3, distinguished by the size of the dataset and statistical model. Under M1, complete
independence is assumed in the model prediction error and the full influence line for each
sensor is used. ForM2 the model uncertainties are assumed to be exponentially correlated
in both space and time. A single correlation length parameter lcorr is assumed over both the
spatial and temporal dimension. The implications of this assumption were not investigated,
however, it is supported by the fact that both the spatial and temporal correlation are
defined for points along the longitudinal axis of the bridge, and will therefore be affected
by the same physical processes. Additional analysis into the validity of this assumption is
needed. Finally, for the reference modelM3 four peaks per influence line are used under the
assumption of independence. The details of Case 3 are summarized in Table 20.

Table 20: Summary of parameters for case 3.

Case #: 3 Sensors: H1, H4, H5, H9, H10
Physical model: Single girder θs: c1, Kr1, Kr2, Kr3, Kr4

Modeling uncertainty: Additive Meas. uncertainty: Additive, σmeas = 1.0 MPa

Model # Correlation Dataset size θc

1 Independent 181/IL σmodel

2 Exponential 181/IL σmodel, lcorr

3 Independent 4/IL σmodel

A subset of the available measurements is used due to the issues in the measurement pro-
cessing discussed in 5.2.2. The sensors listed in Table 20 are chosen such that:

• The discrepancies between the physical FE model and the measurements are mini-
mized.
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• The structural behaviour is similar in both the right and left lanes.

• The sensors are placed at an adequate distance from the supports where beam theory
can be assumed to apply.

Using nested sampling, the posterior distribution for the parameters of each model is ob-
tained. It is noted that in this case, the unidentifiability of σmodel and lcorr observed when
only data from a single sensor was used (see Sections 6.2 and 6.3) seems to have a lesser
effect on the posterior. This can be seen by examining the joint posterior distribution of
these parameters for the 181/IL,EXP model in Figure 39.

Figure 39: Joint posterior distribution of σmodel and lcorr for the 181/IL,EXP model.

Furthermore, in the second case (Section 6.3) the lack of data resulted in wide CIs for Kr,1

and Kr4 for the 4/IL,IID reference model. The additional influence lines considered in this
case allow for inference of these parameters. To determine the impact of considering mul-
tiple sensors and combined spatial and temporal dependencies in the inference of uncertain
parameters, the credible intervals of the marginal posteriors are compared in Figure 40. A
linear scale is used for all parameters.

85



Figure 40: Mean and 90% credible intervals for modelsM1,M2 andM3.

The additional measurements used in the 181/IL,IID and 181/IL,EXP models result in
reduced uncertainty and narrower credible intervals for all parameters, compared to the
reference 4/IL,IID model. This is also partially attributed to the fact that no filtering is per-
formed for the measured influence lines. Each measurement may be shifted from an assumed
static value (the measured stress if the loading was static) by up to the amplitude of the
vibration at that point. This is not expected to have a significant effect for the 181/IL,EXP
and 181/IL,IID due to the large number of measurements used, but could affect the 4/IL,IID
case substantially.

In order to assess the benefit of considering large datasets while taking into account corre-
lations in the model prediction errors, the quality of the model fit is determined using the
posterior predictive stress distribution at the peak of the influence line. This quantity is
relevant to reliability analysis, where an accurate prediction of the peak stress at a given lo-
cation is of importance. The credible intervals and means of the predicted stress distribution
at the peak for the different models are compared in Figure 41 for the left and right lane.
The sensor for which each influence line is calculated is also denoted, while the dashed red
lines indicate the corresponding measured peak stresses.
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(a) Left lane.

(b) Right lane.

Figure 41: Comparison of credible intervals of the posterior predictive stress distributions at
influence line peaks for each sensor and model.

Given that the used in the comparison were also used in the inference, it is expected that
the measured peak stresses will generally be within the plotted 90% credible intervals. This
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is confirmed by the results shown in Figure 41, indicating that the standard deviation of the
model prediction error σmodel is accurately inferred. Furthermore, the lower inferred σmodel,
as well as the lower uncertainty in the posterior distribution result in narrower credible
intervals for the 181/IL,IID and 181/IL,EXP models. To quantify the reduction in the
posterior predictive uncertainty, the bounds of the 90% CIs per sensor for each model are
provided in Table 21 and Table 22 for the left and right lane respectively.

Table 21: Summary of posterior predictive CIs at left lane influence line peaks (in MPa).

Model CI ȳH1,peak ȳH4,peak ȳH5,peak ȳH9,peak ȳH10,peak

Min. 10.35 10.64 8.86 7.83 11.40
181/IL,IID Max. 14.38 14.67 12.81 11.96 15.14

Range 4.03 4.03 3.95 4.13 3.74
Min. 8.38 8.41 6.92 6.20 9.23

181/IL,EXP Max. 13.18 13.19 11.48 10.89 14.08
Range 4.80 4.78 4.56 4.69 4.85
Min. 8.04 8.26 7.02 6.33 9.04

4/IL,IID Max. 14.07 14.51 13.02 12.45 15.19
Range 6.03 6.25 6.00 6.12 6.15

Table 22: Summary of posterior predictive CIs at right lane influence line peaks (in MPa).

Model CI ȳH1,peak ȳH4,peak ȳH5,peak ȳH9,peak ȳH10,peak

Min. 30.09 30.82 26.01 23.66 32.33
181/IL,IID Max. 34.08 34.77 29.97 27.80 36.09

Range 3.99 3.95 3.96 4.14 3.76
Min. 30.64 30.60 25.87 23.95 33.22

181/IL,EXP Max. 35.30 35.37 30.45 28.60 37.85
Range 4.67 4.78 4.57 4.65 4.63
Min. 28.13 29.36 25.19 23.53 31.48

4/IL,IID Max. 34.69 35.91 31.53 29.69 37.90
Range 6.57 6.55 6.35 6.17 6.42

The calculated 90% posterior predictive CI ranges show a 20% − 29% reduction for the
181/IL,EXP model compared to the 4/IL,IID model. This indicates that in the case of the
IJsselbridge, performing Bayesian inference with large datasets and considering dependence
in the model prediction error can yield a benefit in prediction accuracy. This provides mo-
tivation for further investigation into the approach in order to assess the benefit in other
types of structures and problem domains.
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6.5 Concluding summary

The IJsselbridge is used as a real-world case study to assess the feasibility of performing
Bayesian system identification for large datasets when dependencies may be present in the
model prediction error. The approach proposed in Section 1.3 is implemented for three cases,
each with a different pool of candidate models parametrized by the combined set of physical
model parameters and statistical model parameters.

In the first case, a single physical model parameter is considered, in order to focus on infer-
ring the statistical model parameters. Uniform priors are placed on all parameters and the
posterior is calculated using measurements from a single sensor. The results from models
where correlation is included in the probabilistic model formulation and 165 measurements
are used per influence line (and also model 165/IL,IID where independence is assumed) are
compared with a reference model using four independent measurements per influence line.
All parameters are identified with various degrees of posterior uncertainty, with the exception
of the correlation length for the damped cosine model where no reduction of the uncertainty
is obtained compared to the uniform prior. Subsequent Bayesian model selection indicates
that the 165/IL,IID model performs the worst compared to the other candidate models and
results in practically zero posterior probability. This initial case demonstrates the feasibility
of inferring the structure and parameters of the dependency in Bayesian system identifica-
tion, however, unidentifiability of the joint posterior of the correlation length and marginal
variance parameters may result in wide credible intervals and high point estimates of the
model prediction uncertainty. This results in wide uncertainty bands in the posterior pre-
dictive stress distribution, e.g. for the Matern model and rational quadratic models, while
no significant improvement in model fit or prediction accuracy is observed in comparison to
the reference model.

A similar analysis with additional physical model parameters is performed for the second
case considering the rotational stiffness parameters of the springs representing the bearings
at pillars F, G, H and J (see Figure 12). This case is aimed at studying the effect of the
number of inferred parameters and the dataset size on the Bayesian system identification.
The results highlight a potential benefit of considering larger datasets and accounting for
correlation, as more parameters can be identified in comparison to the reference model. Sig-
nificant reduction in the credible region for the posterior and the posterior predictive credible
intervals are observed. Additionally, the FIM method discussed in Section 3.5.1 is shown
to provide a good approximation of the information entropy with minimal computational
cost. It is applied for selecting the most informative measurements and studying the effect
of the number of measurements on the inference. It is concluded that when a small number
of points is used in inference under the assumption of independence in the model prediction
uncertainties, not all parameters can be inferred, e.g. the rotational stiffnesses of the springs
at supports F and J. Considering dependencies allows for a large number of measurements
to be used and makes it possible to infer those parameters.

Finally, in the third case Bayesian system identification is performed using measurements
from sensors H1, H4, H5, H9 and H10, assuming an additive model prediction error. The
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pool of candidate models is composed of a model with combined spatial and temporal depen-
dencies in the model prediction error, assumed to be described by an exponential kernel, and
two models where independence is assumed, differing in the size of the dataset. The efficient
likelihood evaluation method detailed in Section 4.3 is utilized to reduce computational time
for the model with exponential correlation and make inference feasible for the 5 × 181 grid
of observations. The additional data considered in this case results in a reduction of uncer-
tainty for the correlated model, both in the posterior and posterior predictive distributions,
compared to the reference model. This case shows both the feasibility and some potential
advantages of the proposed approach for performing system identification for large datasets
with spatial and temporal dependencies.
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7 Conclusions and future work
In the final section of this report, the conclusions drawn from synthetic examples and the
IJssel bridge case study are presented. The research questions posed in Section 1.2 are re-
capitulated and answered. Also additional insights on the application of Bayesian system
identification and sensor placement optimization are provided. This includes practical recom-
mendations for the application of the described approach and an evaluation of the potential
benefit compared to the approach applied in the established Bayesian system identification
literature. Finally, we indicate some topics where additional research is recommended.

7.1 Conclusions

The research sub-questions posed in Section 1.2 are answered based on the results from the
analyses presented throughout this thesis.

1. How can we quantify and model the dependencies in the model prediction error?

To capture the a-priori unknown structure of the dependencies in the model prediction er-
ror, a number of candidate probabilistic models is defined. By modeling the discrepancies
between the measurements and model prediction as dependent, normally distributed ran-
dom variables, the correlation can be described in terms of a kernel function and directly
incorporated in the formulation of the likelihood function. The Bayesian statistical frame-
work makes it possible to infer the posterior distribution of the parameters of the kernel
functions, in addition to physical model parameters, and perform model selection for the
pool of candidate models. The analyses presented in Sections 6.2 and 6.3 demonstrate how
the parameters of the statistical model can be inferred from the data while the results of
the model selection strongly favour the models where correlation is taken into account. For
both cases the model where independence is assumed yielded a practically zero posterior
probability, indicating that the assumption of correlation provides a better description of
the data.

2. How can we efficiently perform system identification using large datasets and compu-
tationally demanding likelihood functions and evidence?

Evaluation of the likelihood function for large datasets incurs a significant computational
cost. In Section 4, two different approaches based on tridiagonal inverse of the covariance
matrix for the Matern kernel family and Kronecker structure of the combined space and
time covariance were utilized. For the case of additive model prediction error, the sparse
inverse combined with an efficient likelihood evaluation method based on the eigendecom-
position of the Kronecker product yields an over 104 times faster likelihood evaluation on
a grid of 64 × 64 observations. For the case of multiplicative model prediction error, an
efficient method for likelihood evaluation is proposed. This approach achieves a reduction
in computational complexity by exploiting the Kronecker structure and tridiagonal inverse
of the covariance matrix. A symmetric tridiagonal block Cholesky decomposition can be
applied to significantly reduce the complexity of calculating the inverse and determinant of
the covariance matrix. For combined spatial and temporal dependencies this method was
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shown to be 900 times faster than a naive evaluation on a 64× 64 grid, while in the case of
correlation in a single dimension the complexity is linear in the number of points, allowing
for exact likelihood evaluation for N > 106 in under a second. Both methods avoid directly
forming the full covariance matrix and significantly reduce storage requirements, which can
be prohibitive for large problems when the likelihood is naively evaluated. Despite the dis-
advantage of imposing assumptions on the correlation structure, these approaches lead to
significant reduction in computational effort without approximation. To efficiently estimate
the evidence when numerical calculation of the high dimensional evidence integral is not
feasible, the nested sampling technique is utilized. Through the analyses of the three cases,
nested sampling was shown to be an effective approach for sampling the posterior and cal-
culating the evidence for the number of parameters considered (up to 8) with no additional
computational cost.

3. How can we efficiently perform sensor placement optimization?

A sensor placement optimization method based on the approximation of the differential
entropy using the FIM is implemented for selecting the most informative set of measurements
from the given influence lines, and compared with a method based on the calculation of the
KL-divergence. The latter requires a full Bayesian inference to be performed for each set
of measurements evaluated, which would result in several hours of computational time for
the case of the IJsselbridge. In comparison the approximate FIM method requires only the
evaluation of the model gradients for each physical parameter at selected nominal values,
reducing this time to seconds. Assumptions regarding the correlation structure can be taken
into account to determine the optimal set of measurements when dependencies in the model
prediction error are known to be present. By comparison to the KL-divergence method, the
accuracy of the approximation is deemed to be sufficient for application to the case of the
IJsselbridge.

4. What is the impact of considering dependencies in the model prediction error in
Bayesian system identification?

It was shown in the analyses presented in Sections 6.2 and 6.3 that considering correlations
by inferring the uncertainty parameters from the data resulted in a reduction of the effective
sample size and wider posterior CIs. In these cases the unidentifiability of the marginal
variance and correlation length parameters resulted in high estimates of the modeling un-
certainty. This effect is highly dependent on the probabilistic model, with the Matern and
Rational quadratic models obtaining similar or larger posterior and posterior predictive un-
certainty than the reference case, as quantified by the calculated credible intervals. For the
Radial basis function model low uncertainty in the posterior and posterior predictive was
obtained, while for the Damped cosine model the correlation length parameter was not iden-
tified. Additionally, in the second case (see Section 6.3) taking into account the dependencies
allowed for 165 points per influence lines to be used, resulting in accurate inference of the
full set of physical model parameters, which was not achieved when only the influence line
peaks were used. Similarly, for the case of inference using data from multiple sensors (see
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6.4) lower uncertainty in the posterior and more accurate posterior predictive distribution
of the peak stress were obtained when the full dataset was considered.

Through the answers to the sub-questions listed previously, the main research question is
addressed:

How to perform Bayesian system identification on real-world civil and offshore
structures in a practically feasible/manageable way, when spatial and/or tempo-
ral dependence might be present?

Through the IJsselbridge case study, it is demonstrated how Bayesian system identification
can be feasibly performed when spatial and temporal dependence might be present. Datasets
with up to 2 × 900 measurements are used to infer the uncertain parameters of both the
statistical and physical model parameters, and Bayesian model selection is applied to de-
termine the most suitable probabilistic model. In addition to updating the physical model
and quantifying the uncertainty in the physical model parameters, this approach makes it
possible to infer the correlation structure and quantify uncertainties in the model prediction.
The Matern, Radial basis and Rational quadratic kernel functions were found to provide
a good approximation of the correlation structure. To make the approach feasible for the
large datasets (e.g. N > 103) in the case of temporally and spatiotemporally correlated
multiplicative model prediction error with additive i.i.d. Gaussian white noise, an efficient
method for log-likelihood evaluation is proposed.

Through a real-world case study the implemented approach is compared with a reference case,
representing the typical approach followed in the literature. The most important conclusions
obtained from the case study are reiterated here:

• The number of measurements used in the system identification was found to have a
significant effect on the results. For small numbers of parameters (Nθ ≤ 3), sufficient
reduction of the posterior uncertainty and a high degree of model fit can be achieved
even with four measurements per influence line. Further increase of N under the
assumption of correlation did not provide any reduction of uncertainty in the posterior
and posterior predictive.

• For the number of physical model parameters necessary to improve model fit, quantify
the uncertainties and fully capture the structural behaviour (Nθs = 5 and Nθc ≥ 1 in
Case 2) using four peaks per influence line is not sufficient.

• The use of a few selected peaks under the i.i.d. assumption for the model prediction
error in Bayesian inference can lead to insufficient data and inability to infer all of the
parameters of interest, therefore limiting the number and type of parameters that can
be identified. Using the full dataset under the assumption of dependence allows for
additional parameters to be inferred.

• The unidentifiability of the σmodel and lcorr parameters results in wide a wide CIs for
the posterior of σmodel and CIs for the posterior predictive distribution of the stress
influence line for the Matern and Rational quadratic kernels.
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• For additive model prediction uncertainty using data from multiple sensors and con-
sidering spatial and temporal dependencies a 20% − 29% reduction in the posterior
predictive CI was obtained at the influence line peaks, compared to a reference model
where independence is assumed.

7.2 Future work

This section aims to identify topics where additional research is needed, questions that were
not addressed and methods that could potentially improve the feasibility and applicability
of the described approach. As discussed in Section 1.4, the scope of this thesis is limited to
the description of a practically feasible approach for considering dependencies in the model
prediction error in Bayesian system identification, and few conclusions are made on the
benefit of this method. Despite this, the results described in Sections 6.3 and 6.4 indicate
that there are advantages to this approach compared to the methods typically applied in the
Bayesian system identification literature and provide a motivation for further research. In
the following, a number of additional research questions are proposed.

7.2.1 Benefits and impact of the approach in practical applications

To the author’s knowledge, there are no other applications of this approach to real-world
structures in the Bayesian system identification literature. Although it is expected that the
conclusions drawn from the IJsselbridge case study could be generalized to a number of dif-
ferent structure types or problem domains, this should be carefully examined. Furthermore,
the impact and potential benefits of this approach are not extended to practical engineering
applications, such as the prediction of remaining service life, the assessment of structural
condition and damage identification, as well as reliability calculations. Investigation of these
topics could provide insight into the effect of dependencies in the model prediction error and
determine the benefits of considering them in Bayesian system identification.

• Extension of the approach to other types of structures.

• Investigation of the effect of spatial and temporal dependencies on reliability calcula-
tions, damage identification and remaining service life prediction.

• Evaluation of prediction accuracy for locations in the structure not used in inference.

7.2.2 Additional research into efficient evaluation of the likelihood

The proposed efficient likelihood evaluation method provides a substantial reduction in com-
putational complexity, but is limited to a single family of kernels. Furthermore, this method
can not account for correlation in more than two dimensions. It is expected that these is-
sues can be addressed by utilizing more sophisticated approaches that can be generalized to
other correlation structures, better describe the correlation in the model prediction error and
potentially take into account the measurements as a continuous record instead of discrete
points. These points are summarized below:
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• How can other efficient log-likelihood evaluation methods such as state space models,
particle filtering and approximate methods be utilized in Bayesian system identification
for structures?

• How can the continuous record log-likelihood be taken into account?

• How can the proposed efficient likelihood approach be extended to correlations in more
than two dimensions?

7.2.3 Additional consideration on sensor placement optimization

Sensor placement optimization was only briefly touched upon in this thesis. The quality of
the approximation of the FIM approach was evaluated for the case of the IJsselbridge and
no general conclusions on its applicability were drawn. Additionally, the application was
limited to selecting a set of informative measurements and not extended to sensor layout
optimization for point-like strain gauges or line-like fiber optic strain gauges. A summary of
additional research questions on the topic is provided below:

• How can the FIM approximation method be applied for efficient sensor layout opti-
mization?

• How can sensor layout optimization be applied under combined spatial and temporal
correlations?

• How can sensor placement optimization be performed for the case of linear fiber optic
strain gauges?

7.2.4 Impact of the statistical model assumptions

A number of assumptions regarding the structure of the correlation, the prior distribution
of the statistical parameters, as well as the distribution of the model prediction error and
the form of the model prediction uncertainties (e.g. additive or multiplicative) are made
throughout this thesis. These assumptions are not sufficiently investigated and additional
research is needed to gain better insight into how their effect on the results of Bayesian system
identification. Answering the following questions could provide insight into the validity and
impact of these assumptions.

• How can more suitable priors for the statistical model parameters be defined?

• What is the impact of considering multiplicative modeling uncertainty vs. additive
modeling uncertainty?

• What is the impact of the separable space-time covariance assumption?

• What is the impact of using other (i.e. not Gaussian) distributions to describe the
model prediction and measurement error?

• What is the influence of different kernel functions on the posterior distributions?
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• How are the results of model selection affected by the different kernel functions?

• Is there a benefit to considering complicated kernel functions that can more accurately
describe the correlation structure?
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A Appendix A - Model
Additional details on the model are provided in this appendix.

A.1 Sensitivity analysis

The sensitivity of the model response to variations of the physical parameters is examined.
The following show the influence lines obtained for a range of values for each of the structural
parameters c1, Kr1, Kr2, Kr3 and Kr4. Influence lines obtained using the single girder model
for sensor PBR-P4 are shown. During the variation of each parameter the following constant
values are assigned to all other parameters:

• c1 = -0.175

• Kri = 0.0

Figure 42: Sensitivity of model response to c1.
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Figure 43: Sensitivity of model response to Kr1.

Figure 44: Sensitivity of model response to Kr2.
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Figure 45: Sensitivity of model response to Kr3.

Figure 46: Sensitivity of model response to Kr4.
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The stress at each sensor for the truck front axle positioned at the sensor location is plotted
below as a function of the parameters listed previously.

Figure 47: Sensitivity of model response to c1.

Figure 48: Sensitivity of model response to Kr1.
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Figure 49: Sensitivity of model response to Kr2.

Figure 50: Sensitivity of model response to Kr3.
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Figure 51: Sensitivity of model response to Kr4.
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B Appendix B - Measurements
Additional information on the data acquisition, measurement processing, controlled loading
test parameters and assumptions are provided in this appendix.

B.1 Measured influence line plots

All influence lines for the Fugro sensors used in this thesis are provided in the figure below.
The dashed lines represent the manually selected peaks used in inference for the reference
4/IL,IID case:

Figure 52: Fugro measurements for all sensors with vertical lines corresponding to the mea-
surements used in the 4/IL,IID case.

B.2 Data acquisition and processing

Measurements are obtained by 34 sensors connected by a total of 9 fiber optic lines to an
interrogator sampling at a 50.0 Hz frequency. A total of six tests are performed with trucks
driving over the left or right lane at a constant speed, with the truck transverse position
roughly corresponding to that of the right or left girder depending on the test. Both the
transverse position and speed were manually controlled. A summary of these tests is provided
below.

108



Table 23: Controlled loading test parameters.

Time start [CET] Lane Speed [km/h]

21:56:55 Right 20
22:05:55 Left 20
22:21:30 Left 80
22:29:12 Left 80
22:41:25 Right 80
22:49:15 Right 80

The truck center of mass is calculated by assuming that the front axle take 12% of the total
load, with the remaining axles taking 22% of the load. The center of mass is calculated as:

xCM =

∑
wi · xi∑
wi

(65)

During processing it was found that the truck speed deviated from the assumed 20 km/h and
this deviation should be accounted for in the processing. To implement the correction it was
assumed that the influence line peak for each sensor occurs when the truck center of mass
coincides with the sensor longitudinal position. The time difference ∆t between the peaks
of sensors H1 and H10 was measured. The distance ∆x between the two sensor positions
was then divided by ∆t to obtain the truck velocity for the left and right lanes equal to
vl = 21.18 km/h and vr = 21.66 km/h respectively.

The influence lines are obtained by applying a time window to the strain timeseries. The
window start and end times correspond to the first track axle entering the bridge and the last
truck axle leaving the bridge respectively, as shown in Figure 53. The time corresponding
to the start and end position can be determined using the known distances ∆x1 and ∆x2

and the truck speed calculated previously. A −0.1 s shift was applied to the right lane
measurements to minimize the discrepancies between the measured and predicted stress
influence lines discussed in the following section.
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Figure 53: Load position at influence line start (top), peak (middle) and end (bottom).

B.3 Measurement and model discrepancies

Discrepancies between the measured and predicted stress influence lines were found dur-
ing the measurement processing. These included an apparent shift between the model and
measurement influence lines Figure 54, as well as differences in the structural behaviour Fig-
ure 55. The twin girder model was fitted to the measurements by optimization to determine
if the behaviour observed in the measurements can be captured by the physical model. The
vector of structural parameters is θs = {c1, Kv, K

l
r2, K

r
r2, K

l
r3, K

r
r3, K

l
r4, K
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r4, K
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(a) Comparison for sensor H2. (b) Comparison for sensor H3.

Figure 54: Shift in influence lines between model and measurement.

(a) Comparison for sensor H7. (b) Comparison for sensor H8.

(c) Comparison for sensor H9.

Figure 55: Structural behaviour discrepancies between model and measurement.

Potential causes for these discrepancies include:

• Non-constant truck speed during the measurement runs.
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• Incorrect assumptions in the measurement processing.

• Structural behaviour that can not be captured by the FE model.
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C Appendix C - Implementation details
Python 3.8 and Julia 1.5 were used to perform the analyses presented in this report. The
code is available upon request. A list of the main Python packages utilized is provided in
the table below.

Table 24: Main Python packages used.

Package Description Use

NumPy Fundamental package for computing in
Python, providing basic functionality
such as arrays, linear algebra, random
number generation and efficient vector-
ized computation.

General computation.

SciPy Scientific computing package for
Python offering routines numerical in-
tegration, interpolation, optimization,
linear algebra and statistics.

General computation.

Torch Optimized tensor library for deep learn-
ing using GPUs and CPUs.

Likelihood evaluation.

Numba Open source JIT compiler for Python
and NumPy.

Transformation of
Python code into fast
machine code.

Numdifftools Python package offering a suite of tools
for numerical differentiation using an
adaptive finite differences method.

Calculation of FE
model gradients.

scikit-learn Python library for supervised and un-
supervised machine learning.

Implementation of
kernel functions

PyJulia Python interface to Julia. Interface with the Ju-
lia FE model.

Dynesty Pure Python implementation of Dy-
namic Nested Sampling.

Estimation of
Bayesian posteri-
ors and evidences.
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D Appendix D - Minimal examples
A number of minimal examples are presented in this section, with the aim of illustrating con-
cepts that are relevant to Bayesian system identification when dependencies in the modeling
uncertainties are considered, determining the impact of dependencies, and investigating the
applicability of the approach detailed in Section 1.3. The following examples are presented:

• Example D.1: Dependencies in model prediction uncertainties are illustrated in a syn-
thetic sheet-pile wall example. Additionally, dependencies observed in the real-world
case of bridge 705 are compared to those observed in a synthetic example.

• Example D.2: Inference of the correlation length for a simple synthetic case.

• Example D.3: Investigation of the effect of correlation on the posterior variance.

• Example D.4: Application of the FIM approximation method for selecting informative
measurements for a simple beam.

• Example D.5: Comparison of the FIM approximation method with a method based on
the KL-divergence.

D.1 Structure of dependence due to modeling uncertainties

As an initial step to determine the impact of dependencies in the model prediction error
in Bayesian system identification, synthetic and real-world examples are studied in order
to evaluate if such dependencies can be observed. Model predictions and measurements
are presented for a synthetic sheet-pile wall example and a real-world concrete bridge in
Figure 56. In Figure 56a, the predicted displacements along the height of a sheet pile wall are
plotted against synthetic measurements. It can be observed that the discrepancies between
model prediction have a specific structure and are not independently randomly distributed
around the model prediction. This conclusion can also be drawn by Figure 56b. In this figure
the real measured displacement influence line of bridge 705, a concrete bridge in Amsterdam
where controlled loading tests were performed, is plotted along with the corresponding model
prediction. The residuals appear to have a structure. These examples are indicative that
modeling the residuals between model predictions and measurements as independent random
variables may not be valid.
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(a) Measurement and FE model prediction differences for a sheet pile profile pull-over test (from
Chai (2019)).

(b) Measured influence line for a reinforced concrete slab bridge (bridge 705 in Amsterdam), model
prediction and residuals (from Rozsas et al. (2020)).

Figure 56: Examples of dependencies in model prediction errors for synthetic sheet-pile wall
(top) and real-world concrete bridge (bottom) cases.

D.2 Accounting for dependence in parameter estimation

In this example the feasibility of inferring the correlation length is explored. Realizations
of five Gaussian random processes (GP’s) with mean µ = 0, marginal variance σ = 1.0 and
exponential correlation (see Table 2) are generated over a domain with length L = 295.0.
The domain is discretized into 165 points and a total of 50 realizations are generated for
each lcorr,0 in the set l = {10.0, 20.0, 50.0, 100.0, 200.0}, with lcorr,0 denoting the true value
of the correlation length.
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Bayesian inference is performed for each GP considering lcorr as an uncertain parameter with
a uniform prior taken as U(10−3 · lcorr,0, 5 · lcorr,0). The posterior is calculated by numerical
evaluation of Equation 1, using trapezoidal integration to obtain the evidence (Equation 16).
The posterior mean per realization as a function of the number of observations from that
realization used in the inference is shown in Figure 57. The variance of the posterior means
is also plotted.

Figure 57: Posterior mean of lcorr per realization (left) and ensemble variance (right) as a
function of the number of observations considered in the inference. The dashed red line
denotes the ground truth, and the green line denotes the ensemble mean.
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The size of the domain and the discretization are chosen to be similar to the IJsselbridge
cases presented in Sections 6.2 and 6.3. Additionally, the true correlation lengths lcorr,0 in the
set l span the support of the uniform prior defined for the correlation length in those cases.
This simple example serves to indicate that N = 165 points per realization is sufficient to
estimate the mean of lcorr for lcorr ∈ l in the IJsselbridge case study.

D.3 The effect of dependence on posterior variance

The effect of dependence on the posterior variance is analyzed in this section using a simple
example of a simply supported linear elastic beam, with the aim of illustrating how assump-
tions regarding the correlation can impact the results of Bayesian inference. The simply
supported beam is loaded by a point load P at the midspan and is assumed to be outfitted
with sensors measuring the vertical displacement y at L/2 and L/4, as shown in Figure 58.

Figure 58: Illustration of simply supported beam with point load at the midspan and sensors
at L/2 and L/4.

Bayesian inference is performed using the measured displacements to determine the posterior
of the Young’s modulus E. The prior distribution of E is defined as:

E ∼ N (µ0, σ0) (66)

The process generating the measurements is modeled as (capital letters denote random vari-
ables):

Ymeas = ymodel +Emodel (67)

where:

• Ymeas denotes the vector of measurements;

• ymodel denotes the vector of the physical model prediction;

• Emodel denotes the vector of model prediction error random variables.

The model prediction error Emodel is taken as Normally distributed with zero mean and
covariance:
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Σ(ρ) =

[
σ2

model ρ · σ2
model

ρ · σ2
model σ2

model

]
(68)

, where ρ denotes the correlation coefficient. It is noted that the quantities used in the
example are not chosen to represent a realistic case. The properties and loading condition
of the beam are as follows:

• Length L = 20.0 m;

• Load P = 1000.0 kN;

• Area moment of intertia Iy = 5.538 · 10−3 m4;

• Etrue = 250.0 GPa;

• µ0 = 375.0 GPa;

• σ0 = 125.0 GPa;

• σmodel = 2.5 · 10−2 m.

Synthetic measurements using the true Young’s modulus are generated. Bayesian inference
is performed by numerical evaluation of Equation 1 for values of the correlation coefficient
in the range [0.0, 1.0] using a single measurement from each of the sensors. The prior and
posterior distributions select values of ρ are shown in Figure 59.

Figure 59: Posterior distribution calculated for varying correlation coefficients.

As expected, the posterior variance increases as the correlation coefficient increases. However,
for ρ = 0.99 a significant reduction of the posterior uncertainty is observed. This counter-
intuitive result is detailed in Simoen et al. (2013), and discussed in this section in order to
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determine the impact of correlation in the model prediction on the posterior variance. The
posterior variance as a function of ρ is plotted in Figure 60.

Figure 60: Posterior variance as a function of the correlation coefficient.

It is evident that the posterior variance is not a monotonic function of ρ, and higher values
can lead to a sharper posterior distribution. A visual illustration of this effect is provided in
Figure 61. The values of the deflections y1 and y2 for the prior support of E are calculated
and the likelihood surface for each pair of possible observations is plotted for increasing ρ.
The red line denotes the pairs of y1 and y2 predicted by the model for increasing values of
E.
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Figure 61: Visual explanation of the effect of increasing the correlation factor on the posterior
variance.

The intersection of the vertical plane defined by this line with the likelihood surface will
be the likelihood as a function of E, since there is a one-to-one correspondence between E
and the model outputs: (y1, y2) = f(E). It can be seen that for ρ ≥ 0.7, the intersection
between likelihood surface and the line defining the possible pairs of model outputs becomes
narrower, with values outside the narrow intersection having low likelihood. Given that the
posterior is dependent on the shape of the likelihood (assuming a wide prior distribution),
this also results in the narrower posterior distributions observed previously. This example
demonstrates that the relation between the correlation and the posterior variance is not
monotonic, and that higher correlation does not necessarily results in wider posteriors and
higher uncertainty. This highlights the importance of considering dependencies in the model
prediction uncertainties in Bayesian system identification.
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D.4 Calculation of the information entropy with the FIM approxi-
mation method.

A simply supported Euler-Bernoulli beam model is used as a toy example to study the
FIM approximation method for measurement selection and to gradually introduce related
concepts. For a point load P acting at point xp of the beam, the displacement measured by
a sensor at position xd can be calculated as:

Pbxd
6EIL

· (L2 − b2 − x2
d), (69)

where:

• P is the load

• b is the distance from the right support

• xd is the sensor longitudinal position

• E is the Young’s modulus

• L is the total length of the beam

The vertical deflection influence line for position xd is obtained by calculating the deflec-
tion for a number of discrete locations of the point load across the structure. In practical
applications of this method, a vector of nominal parameters θ0 is defined based on previous
knowledge and/or engineering judgement. In this case the Young’s modulus E is considered
as the unknown parameter and the the nominal value E0 = 2.1 · 109 Pa is assumed. The
sensor position is taken as xd = L/2 The remaining parameter values are taken as shown
below. It is noted that these values are arbitrary and were not chosen to be representative
of a real system.

• P = 10−4 N

• Iy = 10−3 m4

• L = 10.0 m

The correlated additive modeling uncertainty with i.i.d. Gaussian measurement uncertainty
presented in Section 3.2.1 is used for the example. It is assumed that a radial basis function
(Table 2) describes the correlations between different measurement positions. The uncer-
tainty parameters are as follows:

• σmodel = 0.01 m

• σmeas = 0.01 m

• lcorr = 1.0 m

121



A significant advantage of the FIM approximation method over the KL-divergence method is
the reduction of computational cost. It can be seen by the sketch of the algorithm in Section
3.5.2 that application of forward sequential sensor placement would require performing a full
system identification for each load position at every iteration. This would be prohibitively
expensive. Alternatively, global optimization could be applied, however, the computational
cost would still be significant. In comparison, the approximate method only requires calcu-
lation of the gradient of the physical model with respect to the set of structural parameters
θs. These can be evaluated numerically at a fraction of the time of a full Bayesian inference.
Furthermore this calculation is only performed once and no model evaluations are required
between steps or between iterations. The gradient of the vertical beam displacement v w.r.t.
the unknown parameter E is shown below:

Figure 62: Gradient of the vertical deflection influence line w.r.t. E for sensor at position
xd = L/2.

Initially no measurements are selected, i.e. N0 = 0. For the first step Equation 28 is
applied for every load position along the beam and the determinant of the FIM, detQ, is
calculated. The optimal measurement is found at the position where detQ is minimized,
which corresponds to the highest information as shown by Equation 27. In subsequent steps
the previously selected measurements are included in the observation matrix L. This is
repeated and an additional measurement is selected at each step until Ni < Nmax. The first
four steps are illustrated in Figure 63. For each load position the calculated detQ is plotted,
forming a continuous curve along the length of the beam.
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Figure 63: Successive steps of the measurement selection procedure using the FIM approxi-
mation method for a synthetic example.

As expected the measurement at the center of the beam is selected initially, with subsequent
steps selecting measurements at a distance of approx. 1.0 m. This distance is determined
by the covariance matrix Σ0 included in Equation 28. It is evident by the shape of the
detQ curve that the correlation between closely spaced measurements results in a loss of
information near the center. Since the gradient tends to zero near the boundaries and the
information content of measurements diminishes near x = 0 and x = L, the selection favours
points between the boundary and the already selected center point for the second and third
step, in accordance with expectations. For the fourth step the optimal point is again near
the center. The observed asymmetry of the detQ curve is caused by the load positions being
asymmetric with respect to the vertical axis passing through L/2.

D.5 Evaluation of the FIM approximation method for the IJssel-
bridge case

D.5.1 Overview

The aim of this example is to determine the applicability of the FIM approximation method
for measurement selection in the case of the IJsselbridge. To this end the effect of the con-
sidered physical model parameters in the measurement selection is examined initially. This
is done in order to confirm experimentally that the selected measurements are the most
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informative for inferring the parameters of interest. Additionally, the impact of the assumed
uncertainty parameters is also evaluated in a similar manner by performing measurement
selection under the assumption of multiplicative modeling uncertainty and additive i.i.d.
Gaussian noise. A Radial Basis correlation function is chosen to describe the unknown cor-
relation structure and the covariance matrix is obtained for varying values of the correlation
length parameter lcorr. It is shown that the spacing of the selected measurements corresponds
to the assumed length scale. Finally, the approximate FIM method is compared with mea-
surement selection using the exact solution of the KL-divergence, obtained from Bayesian
system identification.

The FIM approximation method for measurement selection is applied to the case of the
IJsselbridge. Additionally, the effect of the number of physical model parameters Nθ in rela-
tion to the number of measurements N0 is discussed in Papadimitriou and Lombaert (2012).
Specifically, it is noted that when Nθ > N0, the FIM Q becomes singular and detQ = 0.
To remedy this, detQ is instead calculated as the product of the non-zero eigenvalues of Q.
This allows for calculation of the optimal sensor positions with the FSSP algorithm starting
with no selected measurements for any number of parameters.

D.5.2 Effect of physical model parameters

We consider the single girder FE model of the IJsselbridge presented in Section 5.3, parametrized
by the LLF coefficient c1 and the rotational stiffnesses of the first four supports Kri with
i ∈ {1, 2, 3, 4}. Measurement selection is performed using a global optimization algorithm9.
The nominal values assumed for the physical parameters are:

• c1 = −0.175

• Kr1−4 = 105 kNm/rad

Three tests are performed for Nmax = 5. For simplicity only the output for load on the right
lane of the IJsselbridge is considered. For each test a different rotational spring stiffness Kr

is considered in the parameter vector θ:

• Test 1: θ = Kr1

• Test 2: θ = Kr2

• Test 3: θ = Kr3

The results of the measurement selection are plotted in Figure 64. From left to right the
three plots illustrate the results for θ = Kr1, θ = Kr2 and θ = Kr3. The gradient of the
model output w.r.t. each parameter, the normalized autocorrelation and the diagonal of the
covariance matrix, as well as the stress influence line are shown. The vertical dashed lines

9The results with FSSP and global optimization were compared. The observed differences were found to
be negligible for the purpose of this example and the comparison is omitted.
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represent the positions of the selected measurements while the grey dashed-dotted lines mark
the locations of the supports. The assumed uncertainty parameters are also provided in the
plot.

(a) Measurement selection for
θ = Kr1.

(b) Measurement selection for
θ = Kr2.

(c) Measurement selection for
θ = Kr3.

Figure 64: Illustration of the effect of considering different structural parameters in the
gradient vector on the measurement selection.

It is immediately evident that the positions of the selected measurements depend on vector
of parameters. In accordance with expectations, when the gradient vector includes the
rotational stiffness of support F the selected measurements are located near that support.
When the second and third rotational stiffness are considered the measurements are located
near supports G and H respectively. These results indicate that we can expect the FIM
approximation method to determine the locations of the optimal measurements that are
most informative regarding the unknown parameters of interest.

D.5.3 Effect of uncertainty parameters

A similar experiment is performed to determine how the uncertainty parameters affect the
optimal measurement positions. The vector of nominal parameters θ0 is the same as that of
the previous experiment. Three tests are performed for Nmax = 5 with varying values of the
correlation length parameter lcorr = 1, 5 and 10 m. The rotational stiffnesses are not included
in the gradient vector ∇θ and only the gradient of the stress influence line w.r.t. the LLF
coefficient c1 is calculated. The resulting measurement selection for increasing correlation
length is shown in the figure below.
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(a) Measurement selection for
lcorr = 1.0 m.

(b) Measurement selection for
lcorr = 5.0 m.

(c) Measurement selection for
lcorr = 10.0 m.

Figure 65: Illustration of the effect of varying the correlation length parameter on the mea-
surement selection.

The previous plots indicate that the correlation length has significant influence on the se-
lected optimal measurement locations. Higher correlation lengths will result in reduced
information content for closely spaced measurements. This leads to larger spacing of the
optimal measurement locations. Furthermore, it can be expected that the other uncertainty
parameters, modeling uncertainty coefficient of variation and measurement uncertainty stan-
dard deviation, as well as the kernel function used to describe the structure of the correlation,
will all affect the optimal measurement locations.

D.5.4 Comparison with exact method

Results using the FIM approximation method are compared with the exact entropy calcu-
lation, referred to as the exact method. For the exact method, the full expression of the
information entropy given in Equation 26 is used. At each step of every iteration, a full
Bayesian inference is performed for the exact method using numerical integration. Inference
by numerical integration is only feasible for a small number of parameters. Therefore only a
single parameter, the lateral load coefficient c1 is considered with a uniform prior distribu-
tion taken as c1 ∼ U(−0.5, 0.5). In both cases the FSSP algorithm is applied to obtain the
optimal measurement locations.

Synthetic measurements of the stress influence line are generated for a sensor located at
x = 65.37 m, i.e. the location of sensor PRB-P4. A fine discretization with a maximum
element length of 0.5 m is used in the IJsselbridge FE model for all calculations. The "ground
truth" value for the LLF coefficient is c1 = −0.175. It is assumed that the correlation in the
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residuals can be described by a radial basis function. The uncertainty parameters are taken
as:

• σmeas = 1.0 MPa

• Cv = 0.2

• lcorr = 10.0 m

A comparison of the exact and approximate information entropy curves for each considered
load position is shown in Figure 66. The information entropy curve is plotted for N = 1, 2, 5
and 10 measurements in order to evaluate the accuracy of the approximation for different
N .

(a) N = 1 (b) N = 2

(c) N = 5 (d) N = 10

Figure 66: Comparison of the exact and approximate information entropy for increasing
numbers of selected measurements.

For the assumed parameter the selected measurements for the two methods overlap up to
N = 10. Deviations are observed forN > 10. It is noted that although the calculated entropy
values differ between the two methods, the overall shape of the curve which determines the
measurement selection is in good agreement. Discrepancies between the two methods are
observed at N = 1 for regions of the influence line where the magnitude of the model output
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is smaller in comparison to the measurement uncertainty, e.g. for sensor positions in the first,
fourth and fifth spans corresponding roughly to the x = [0, 45.0] and x = [200.0, 295.0]. For
N = 5 and N = 10 discrepancies at the locations of selected measurements are also observed,
indicating that the deviation of the two curves increase as the number of measurements
increases. A comparison of the selected measurements for N = 40 is shown in the following
figure.

Figure 67: Comparison of the exact and approximate information entropy curves for N = 40.

It is evident that there are similarities in the overall layout for large numbers of measure-
ments with clustering of measurements at roughly the same locations. Dissimilarities are
also observed, notably the clustering of sensors in the peak located at roughly x = 275.0 m
for the approximate entropy curve.

The experiments detailed in the previous sections suggest that the approximate FIM method
is applicable for the IJsselbridge case. The parameters to be inferred as well as the structure
of the correlations are taken into account in determining the optimal measurements and the
measurement layout is sufficiently similar to the one resulting from the exact method despite
discrepancies. It should be noted that these experiments are limited and aim to show the
feasibility of this method for the case of the IJsselbridge. No general conclusions on the
accuracy of the approximate method should be drawn from these results. A more systematic
assessment of the approximate method should include:

• Investigation of the effect of measurement and modeling uncertainty.

• Investigation of the approximation accuracy when considering multiple structural pa-
rameters.

• Investigation of the effect of different correlation structures.

• Quantification of the accuracy of the approximation.
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• Evaluation of the approximation when extended to sensor placement optimization.
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