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Abstract

The increasing integration of renewable energy sources and power electronic devices is changing the
electricity grid, leading to widespread harmonic and supraharmonic distortions. Accurate measurement
and calibration of current transformers (CTs) up to the 150 kHz range are essential for reliable power
quality assessment and grid monitoring. However, traditional calibration approaches are limited in both
bandwidth and practicality, particularly for high-current and high-frequency conditions.

This thesis develops and validates a broadband calibration methodology for CTs, enabling ratio and
phase error characterization from 50Hz to 150 kHz using a high-precision digital sampling amme-
ter (from a power analyser) as the core measurement instrument. The proposed system eliminates
the need for auxiliary equipment and thus reduces component count, ultimately allowing for simplified
broadband calibrations. An uncertainty budget is established with combined expanded uncertainties
(k = 2) for the measurement system of less than 10 ppm up to 10 kHz, and less than 100 ppm at 150 kHz
for the secondary-to-secondary comparison method. This is an improvement over the previous state
of the art for this setup, which had an uncertainty of 50 ppm and a maximum frequency of 10 kHz. For
primary-to-secondary calibration, uncertainties remain below 110 ppm at the highest frequency, allow-
ing for the further development of a reference current transformer.

The thesis systematically examines the influence of critical experimental factors, such as grounding
configuration, shunt selection, conductor positioning, cabling, and measurement duration, on overall
calibration accuracy and repeatability. Key findings include the importance of instrument warm-up,
the impact of earth-loop currents, and practical considerations for shunt and cable selection for high-
frequency application. The demonstrated approach provides a metrological foundation for future im-
plementation of wideband CT accuracy classes and supports ongoing international efforts to establish
traceable measurement infrastructure for power quality applications.

This work, carried out at the Dutch national metrology institute (VSL), aims to contribute to the goals of
the European ADMIT project.
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Introduction

1.1. Background and Context — The Green Transition

1.1.1. The European Commission’s Ambitious 2030 Energy Goals

With a strong commitment to sustainability and climate change mitigation, the European Commission
has set ambitious targets for the integration of renewable energy sources into the electricity grid [1].
Initial plans called for a 20 % share of renewable energy by 2020, a milestone achieved by late 2019;
by 2020, 22 % of all energy originated from sustainable sources [2].

In 2018, the European Green Deal was introduced, accelerating these goals by requiring all Euro-
pean Union (EU) member states to reach 32 % renewable energy. However, the 2021 energy crisis,
along with growing protests, the electoral success of green parties, and the urgent need to reduce de-
pendence on Russian gas, prompted the Commission to further increase the European wide target to
42.5 %, with a goal of 45 % by 2030. Due to the varying circumstances and capabilities across member
states, no country-specific targets were imposed.

According to Eurostat [3], 2023 saw the largest annual increase to date, with a 1.5 % rise to 24.5 %
renewable energy—equivalent to an additional 5 million tonnes oil equivalent (Mtoe). This growth was
primarily driven by a 28 % increase in solar power and a 6.6 % increase in wind power. Meanwhile,
non-renewable energy sources declined by 2.9 %, largely due to higher gas prices and nuclear plant
closures. Although more projects are coming online each year, the overall growth rate has slowed
since 2020. To achieve the 2030 target, the rate of new project development will need to double [3].

1.1.2. The Changing Grid
The drive for a greener economy is fundamentally transforming three key aspects of the electricity grid,
as described in [4], [5]:

First, the energy landscape is shifting from large, centralized power plants towards smaller, decentral-
ized production facilities. For instance, in the Netherlands, nearly 18 % of total net electricity production
in 2023 came from solar panels [6], [7]. The total installed capacity in 2023 was spread over 2.8 million
installations, with 2.5 million of those on homes. The average power of residential systems was around
4 kW. Businesses had an average capacity per installation of around 60 kW. These photovoltaic (PV)
installations make heavy use of direct current (DC) to alternating current (AC) power converters.

Secondly, demand patterns are changing. Electric vehicles are a prominent example, but the shift
from gas heating to electric (including heat pumps) could have an even bigger impact on the grid.
By December 2024, there were about 560000 battery electric vehicles and 370000 hybrids in the
Netherlands [8], all requiring charging infrastructure. Rapid "super chargers” also convert AC to DC to
power vehicle batteries. At the end of 2024, the Netherlands had over 150000 public chargers, and
5000 super chargers [9], [10]. This gives them the highest density of chargers of any European Country,
and thus a high density of AC to DC converters.
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Power electronics, particularly inverters, are used to convert DC to AC and vice versa [11]. Inverters
rapidly switch DC input signals, generating AC outputs. However, this rapid switching inherently pro-
duces non-sinusoidal ("chopped”) waveforms. These distortions negatively affect power quality on the
nearby grid [12], as illustrated in Figure 1.1.
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Figure 1.1: Scenario where high penetration of power inverters alters the grid voltage and current waveform. This example is
at the household level, however, distortions can propagate to other parts of the networks.

Because many new sources generate DC power, an equivalent number of inverters is required. With
2.8 million solar installations across the Netherlands, this means at least 2.8 million inverters must be
connected to the grid. Each of these inverters injects some harmonic distortion.

Thirdly, more of the grid’s power lines are going underground to reduce visual impact, lower mainte-
nance costs, and improve reliability under adverse weather conditions. In the Netherlands, around
100 % of the low-voltage distribution network and > 95 % of the medium-voltage network is laid un-
derground [13]-[15]. Burying lines alters the network capacitance and can shift resonant frequencies,
potentially amplifying certain harmonics and distortion phenomena. Hence, underground cables can
intensify the effects of frequency-dependent disturbances.

The combined impact of increased renewable integration, widespread use of power electronics, and
the physical changes in the grid infrastructure has led to new and complex power quality challenges,
most notably in the form of harmonic and supraharmonic emissions. Understanding and quantifying
these disturbances has become an area of research and engineering practice.

1.1.3. Harmonic Emission Measurement and Effects

Recent studies have highlighted the substantial presence of high-frequency disturbances in power distri-
bution networks, particularly those with a high penetration of renewable energy sources. For example,
[12] reported pronounced disturbances at 16.1 kHz, along with a primary emission at 2.5kHz, both
traced to photovoltaic installations connected to the grid. Similarly, [16] identified a dominant emission
at 10 kHz originating from the switching frequencies of wind turbine converters. Their frequencies shift
in response to the turbine’s operational speed, especially during periods of low wind, when converter
switching frequencies ranged from 7 kHz to 10 kHz.

Further investigations [17], [18] have revealed high-frequency disturbances in both voltage and current,
with spectral components spanning 2kHz to 50 kHz, with peaks at 12.5kHz, 16.1 kHz, and 34.1 kHz.
The amplitudes of these supraharmonic emissions are reported at approximately 0.1 % for voltage and
0.25% for current. In scenarios with high levels of PV integration, distinct frequency components at
10kHz, 26 kHz, and 36 kHz have been observed [18]. The same study documented an emission at
126 kHz with an amplitude of 0.15V, likely linked to resonances in inverter filter networks and their
interaction with the grid.

These supraharmonic distortions in medium-voltage distribution grids are recognized as damaging for
several reasons. First, fast voltage transitions (high dV/dt exceeding 100 kV/us) can reduce the par-
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tial discharge inception voltage, accelerating insulation ageing and potentially shortening insulation
lifetimes by an order of magnitude [19]-[21]. Second, as frequency increases, eddy current and prox-
imity losses within transformer windings grow exponentially, resulting in elevated hotspot temperatures
(sometimes by as much as 10-15,°C) imposing additional thermal stress on critical components [22].
Supraharmonic currents can also unintentionally trigger protective devices or generate audible noise
in low-voltage switchgear, with sound levels reported above 50 dB(A) [21]. Finally, these disturbances
can propagate through transformer windings from the medium-voltage grid into low-voltage circuits,
contributing to flicker in LED lighting, interfering with power line communication systems, and ultimately
causing malfunction or failure of sensitive domestic appliances and IT equipment [20], [23].

The economic impact of poor power quality (PQ), including the effects of harmonics and suprahar-
monics, is significant. Across the EU, the cost to industry is estimated at around €150 billion annually
[24]. Faced with these high costs, governments and grid operators have become increasingly inter-
ested in quantifying the level of distortion present in their networks. To support this, manufacturers
must develop measurement equipment capable of detecting and quantifying these disturbances, while
purchasers demand assurance that the instruments they acquire are both accurate and reliable.

In addition to these measurement challenges, a question for grid operators is whether existing, prein-
stalled metering and protection instrument transformers can be effectively used to monitor suprahar-
monic currents and voltages. Since these harmonics are likely to propagate through instrument trans-
formers, their secondary outputs could potentially be used for power quality monitoring. However, to
ensure meaningful results, it is important to characterize and quantify how input signals are transferred
through instrument transformers at higher frequencies. For this application, a measurement accuracy
of around 1-5 % is probably considered sufficient for grid monitoring purposes.

These evolving power quality challenges, driven by the proliferation of supraharmonics and the need
for practical, network-wide monitoring, directly expose gaps in current metrology and standardization
practices.

1.2. Problem Statement—Power Quality and Metrology

To address these measurement needs, several initiatives within Europe are now focused on bridging
gaps in standards and improving methodologies for power quality assessment, particularly at frequen-
cies above 2kHz. Notably, the European Association of National Metrology Institutes (EURAMET)
project ADMIT, an international collaboration among European National Metrology Institutess (NMls), is
dedicated to developing traceable calibration methods and comprehensive standards for power quality
measurements up to 150 kHz [25]. This work is being carried out at VSL, the Dutch National Metrology
Institute, they have an operational 50 Hz CT calibration laboratory, giving them both the equipment and
expertise to expand calibration capabilities up to 150 kHz.

At the international level, standards organizations, including the Institute of Electrical and Electronics
Engineers (IEEE) and International Electrotechnical Commission (IEC), have recognized similar mea-
surement challenges. Both IEEE Std 519 and the IEC 61000-series standards are undergoing active
revision to better address high-frequency power quality phenomena that arise from the growing use of
inverter-based resources [26]-[28].

Despite this progress, a gap remains when measuring power quality on high-voltage and medium-
voltage grids, where primary currents can reach 10 kA, far exceeding the input range of conventional
power quality measurement equipment (typically limited to 30 A and 230 V). The solution in practice is to
utilize existing grid instrument transformers (ITs), which step down the primary current to a manageable
secondary value. While these ITs are well-characterized at the fundamental frequency (50 Hz), with,
for example, a 1000:1 ratio and 0.5 % uncertainty, existing international standards (such as the IEC
61000 series) focus mainly on disturbances measured at the instrument level and do not address errors
introduced by ITs themselves.
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Figure 1.2: A high-voltage transmission line carrying 10 kA primary current, with an instrument transformer reducing it to 1 A for
the measurement instrument.

Establishing a robust metrological framework for these ITs is therefore essential for effective power
quality monitoring. Traceability to national or international standards ensures that grid operators and
regulatory bodies can compare and validate data with confidence, and that calibration of measurement
instruments is consistent across different countries and manufacturers.

However, despite the central role of ITs in delivering accurate grid voltage and current signals, no ded-
icated standards currently exist for their characterization in power quality applications at frequencies
above 2kHz. This is a critical shortcoming, as ITs can introduce amplitude and phase errors, com-
promising overall measurement accuracy [24]. At present, to the best of the authors knowledge, no
NMI declares calibration capabilities for current transformers (CTs) up to 150 kHz, creating a gap for
grid operators, manufacturers, and calibration laboratories seeking reliable and traceable power quality
measurements across this extended frequency range.

Nonetheless, it is important to note that calibration laboratories still maintain traceability to national
metrology institutes for current transformer calibrations up to 10 kHz. Several laboratories across Eu-
rope and beyond can achieve calibrations in this frequency range. For example, the comparator system
described in [29] achieved expanded uncertainties (k = 2) of several hundred parts per million for ratio
error and a few microradians for phase error up to 9kHz. Similarly, the reference setup presented
in [30] reached uncertainties of +20 ppm and +20 yrad at the fundamental frequency, increasing to
+400 ppm and +800 prad at 9 kHz.

1.3. Project Objectives

Although recent advances have expanded CT calibration capabilities, key gaps remain. Most existing
measurement systems and calibration techniques are only validated up to 10 kHz, leaving the suprahar-
monic frequency range (10 kHz to 150 kHz) largely unaddressed [30]. Furthermore, many calibration
setups depend on auxiliary equipment—such as current transducers and reference shunts—whose
own frequency responses must be characterized, complicating traceability at higher frequencies [31].
Even recent digital comparator methods, while reducing operational complexity, have not been thor-
oughly validated above 10kHz, and lack a comprehensive uncertainty assessment that includes the
influence of practical setup choices and measurement chain components [32].

Consequently, despite the introduction of wideband accuracy classes (WB0-WB4) up to 500 kHz in
IEC 61869-2 [33], the metrological infrastructure to support reliable wideband CT calibration is not yet
fully established.

This work contributes to a larger project called ADMIT [25], currently being carried out by several Eu-
ropean NMIs. ADMIT’s goal is to develop traceable measurement methods and procedures for char-
acterizing AC and DC medium voltage instrument transformers up to 150 kHz. Ultimately, the ADMIT
project supports the revision of international standards and enhances the reliability of power quality
measurements. ADMIT stands for "AC and DC medium-voltage (MV) Instrument Transformers”.

1.4. Thesis Organization

This thesis is organized into four main parts, each building upon the previous to provide a thorough
investigation of wideband current transformer characterization.
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Part I: Foundations introduces the theoretical background and essential terminology for readers of
all experience levels. Chapter 2 provides a foundational literature review, covering the core concepts
and language necessary for understanding power quality measurement and instrument transformers.
Readers new to these subjects are encouraged to read this chapter in detail, while those already familiar
may wish to use it as a reference. Chapter 3 presents a more topic specific literature review, examining
the latest advancements, state-of-the-art methodologies, and identifying key gaps in the fields of power
quality and instrument transformer characterization as they relate to this research.

Part II: Experimental Methodology details the measurement setup and analytical approaches devel-
oped for this thesis. Chapter 4 outlines the design, construction, and operation of the experimental
setup, including all relevant methods and equipment. Chapter 5 explains the algorithms employed for
accurate current amplitude estimation and compares the selected method’s performance with alterna-
tives.

Part lll: Experimental Results presents the findings from the measurement campaigns and justifies
the chosen experimental design. Chapter 6 reports the results obtained using the reference setup as
described in the previous chapters, and establishing a baseline for subsequent comparisons. Chap-
ter 7 investigates the system’s measurement behaviour, focusing on noise and repeatability. Chapter 8
analyses the impact of various alternative configurations and design decisions, with the goal of identi-
fying sources of measurement error and optimizing accuracy. It will also try to answer some common
industrial calibration laboratories questions about current transformer calibration.

Part IV: Interpretation and Conclusions Chapter 9 summarizes the quantified uncertainties associ-
ated with each experimental factor, providing a consolidated uncertainty budget for the final measure-
ment setup. Chapter 10 interprets the results, placing them in the context of existing literature and
current industry needs and assesses the broader impact of the research, acknowledges its limitations,
and offers recommendations for future work.
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Foundations




Background

In this chapter, the fundamental concepts are introduced related to power quality (PQ), harmonic distor-
tions (including supra-harmonics), and the role of instrument transformer (IT) in measurement systems.
Additionally, an overview of metrological principles is provided, outlining standards and practices. This
background aims to equip readers with the necessary context for understanding the challenges and
objectives of this thesis. In the next chapter, a more subject specific literature survey is performed.

2.1. Power Quality

PQ describes how closely the voltage, current, and frequency in an electrical power system conform to
their ideal (typically sinusoidal) values [34]. Deviation from these ideals can arise from both generation
(e.g., photovoltaic inverters) and loads (e.g., induction motors), introducing a variety of disturbances.
Some of these, such as grid frequency changes, evolve slowly, while others, like switching transients,
appear suddenly and can be highly dynamic.

Common power quality phenomena include voltage sags, swells, frequency deviations, and spectral
distortions such as harmonics and supraharmonics [35]. While traditional PQ analysis often focuses
on harmonics (integer multiples of the fundamental frequency), this thesis centres around the growing
interest in high-frequency distortion—components well above the nominal 50 Hz or 60 Hz, including
what is often termed supraharmonic distortion (distortions over 10 kHz).

2.1.1. Sources of Power Quality Disturbances

A wide variety of industrial and residential sources contribute to power quality disturbances. In in-
dustrial environments, equipment such as variable frequency drives, electric motors, and welding ma-
chines inject non-linear currents that distort the voltage and current waveforms [34], [35]. The rapid
rise of renewable energy installations, particularly solar inverters, has further increased the prevalence
of non-sinusoidal and high-frequency phenomena, producing not just harmonics but also significant
interharmonic and supraharmonic distortion [5], [36].

2.2. Harmonic and High-Frequency Distortion

The voltage or current in a power system can be mathematically described as a sum of a fundamental
component (50 Hz or 60 Hz) and additional frequency components:

f(t) = > Acos(n x 2rfot +6). (2.1)

These additional components are broadly termed harmonic distortion. However, real-world distortion
also includes interharmonics and, of relevance to this thesis, high-frequency and supraharmonic com-
ponents [5], [37]. DC components, which pose their own risk, require different techniques and consid-
erations, are excluded from the present scope.
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High-frequency distortion is characterized by significant spectral content above the traditional harmonic
range, extending from 10 kHz up to 150 kHz or beyond [38], [39]. These supraharmonic frequencies
are an increasing concern in both MV and LV grids as more power electronic devices are connected.
By contrast, the HV transmission system is not covered in this thesis. Because HV feeders are long
and exhibit a high characteristic impedance, supraharmonic currents injected at one substation are
heavily damped and believed not to propagate beyond the immediate neighbourhood of their source.
Field measurements confirm that voltages and currents in the 2kHz to 150 kHz range “are generally
assumed to have a short distance of propagation” and are quickly attenuated along the line [40], [41].
Consequently, supraharmonics originating in HV networks are unlikely to reach the MV/LV interface
where they could endanger customer equipment, allowing this work to focus on MV and LV grids where
the impact is presumably highest.

2.3. Instrument Transformers

ITs are critical components in modern power systems, providing a means to scale high voltages and
currents in transmission and distribution networks down to levels suitable for measurement instruments,
protective relays, and monitoring equipment. In addition to enabling safe and accurate metering, ITs
provide galvanic isolation, protecting low-voltage instrumentation and personnel from hazardous grid
voltages and currents. The design, testing, and performance of instrument transformers are governed
internationally by the IEC 61869 series of standards.

Part 1 (IEC 61869-1 [42]) outlines general requirements such as terminology, rated values, insulation
coordination, and essential test procedures applicable to all types of instrument transformers. Sub-
sequent sections, including IEC 61869-2 [43] (current transformers) and IEC 61869-3 [44] (inductive
voltage transformers), expand these requirements with type-specific criteria, focused on the conven-
tional power frequency range (typically 10 Hz—100 Hz), with some consideration for frequencies up to
2kHz.

2.3.1. Fundamentals of Instrument Transformers

Instrument transformers operate by electromagnetic induction (for current and inductive voltage trans-
formers) or capacitive voltage division (for capacitive voltage transformers). Their primary function is
to provide an accurate and stable scaling—or ratio—between the primary and secondary quantities
(current or voltage).

The accuracy of instrument transformers is classified according to standardized accuracy classes (e.g.,
0.2, 0.5, 1, 3), which specify the permissible error in both magnitude and phase (as a percentage) under
nominal conditions. While these classes are well established for conventional power system operation
at 50/60 Hz, they provide limited guidance for performance at higher frequencies. To address this
gap, |IEC 61869 has introduced optional wideband (WB) accuracy classes (WBO to WB4), extending
standardized performance definitions up to 500 kHz. Of direct relevance to this work is the WB3 class,
which covers the 50 Hz to 150 kHz range, encompassing the supraharmonic emissions produced by
modern power electronic converters (see also the Introduction). Although these new classes provide
a framework for assessing high-frequency behaviour, many practical manufacturing and testing details
remain under development, and compliance is not yet mandatory.

2.3.2. Current Transformers

CTs, defined in IEC 61869-2 [43], are used to replicate primary currents, often hundreds or thousands of
amperes, at a reduced level (commonly 1 A or 5 A) suitable for regular measurement instruments. The
standard CT design consists of a toroidal iron core with secondary windings, optimized for accuracy,
linearity, and thermal stability. CTs are deployed both for measurement and for protection applica-
tions. Key performance parameters include the accuracy class, rated burden (specified in ohms or
volt-amperes), and permissible thermal limits.
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Figure 2.1: 110kV Current transformer [45]

Operating Principle of Current Transformers

A current transformer functions by electromagnetic induction: the primary conductor (carrying the high
grid current) passes through the CT core and produces a time-varying magnetic flux, which in turn
induces a proportional current in the secondary winding. For an ideal CT, this relationship is given by:
Np

Ng’
where |p, is the primary current, Is is the secondary current, and Np/Ns is the ratio of primary to secondary
turns [46]. In practice, the actual transformation ratio can be affected by non-idealities such as core
losses, stray capacitance, and magnetization current, especially at higher frequencies.

ls = Ip x (2.2)

Equivalent Circuit of Current Transformers

To analyse and predict the behaviour of a CT across a broad frequency range, it is useful to consider
its equivalent circuit model [47].

L/ lfo lL

Rshum!
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Figure 2.2: Equivalent circuit (T-model) of a current transformer.

As shown in Fig. 2.2, the equivalent circuit includes: the primary impedance (referred to the secondary,
Rp. Lp), magnetizing branch (Rge, Lm), secondary impedance (Rs, Ls, Cs), and the connected load
or burden (Rgnynt)- The total primary current Ié, splits into a magnetizing current |y (which establishes
the magnetic flux in the core) and the secondary current Is delivered to the burden [46]. At higher fre-
quencies, parasitic capacitances, increase core losses, which can significantly influence CT accuracy,
reinforcing the importance of careful characterization and calibration in the supraharmonic range.

As industry demand grows for reliable, traceable measurement at high frequencies, it is essential that
all manufacturers and users evaluate their devices against common reference standards. In most coun-
tries, national metrology institutes maintain these standards and provide reference values that enable
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harmonization and comparability between different laboratories, manufacturers, and grid operators.
The next section discusses the organization and role of the metrological infrastructure that supports
such traceable measurements.

2.4. Introduction to Metrology and Measurement Accuracy

Modern power quality measurements, require not only advanced instrumentation, but also a robust
framework for ensuring that measurement results are reliable, comparable, and internationally ac-
cepted. This framework is provided by metrology, the science of measurement. Metrology establishes
the theoretical and practical foundation for achieving consistency, reliability, and traceability in all quan-
titative assessments, from basic laboratory research to industrial power system diagnostics.

A few fundamental metrology concepts are essential for power quality measurement and, by extension,
for this thesis:

 Traceability: The property of a measurement result whereby it can be related to a reference (usu-
ally an international or S| standard) through an unbroken chain of calibrations, each contributing
to the overall uncertainty.

» Measurement Uncertainty: A quantified estimate of the doubt about a measurement, typically ex-
pressed as a range within which the true value is believed to lie with a specified level of confidence
[48], [49].

* Calibration: The process of comparing a measurement instrument or standard with a reference of
known accuracy, thereby quantifying and, if necessary, correcting systematic deviations. You can
never get a more accurate reading than the reference’s accuracy. This is the reason NMls put
such effort into high-quality results, because if the reference is inaccurate, the measurements that
follow will only be worse. On the other hand, a highly accurate reference simplifies calibrations
as less care can be taken at the calibration laboratories, and still achieve a desired uncertainty.

2.4.1. National Metrology Institutes and the Metrology Infrastructure

To enable such traceability, every country maintains an NMI, which is responsible for developing, main-
taining, and disseminating primary measurement standards. NMIs such as VSL (Netherlands), PTB
(Germany), NPL (UK), and LNE (France) provide the highest reference for quantities like voltage, cur-
rent, and resistance. Their role is foundational: they ensure that all calibrations performed within their
national borders, and by extension all measurements that rely on them, are tied to internationally rec-
ognized standards.

NMIs work together through organizations like EURAMET (Europe) and Bureau International des Poids
et Mesures (BIPM) (globally). The CIPM Mutual Recognition Arrangement (CIPM MRA) underpins this
cooperation, guaranteeing that calibration certificates from any signatory NMI are accepted internation-
ally. This is crucial for global industry and scientific research, facilitating trust, trade, and regulatory
compliance [50].

Within this landscape, VSL—the Dutch NMI and the host institute for this research—develops and main-
tains the primary electrical standards relevant to this work, including those for resistance, voltage, and
current. VSL also participates in collaborative European research projects (such as IT4PQ and AD-
MIT) aimed at developing new calibration methods and reference setups for emerging PQ challenges,
particularly in the area of high-frequency distortion.

2.4.2. Uncertainty Evaluation in Electrical Measurements

A core objective in metrology is not only to report measurement results, but also to quantify the asso-
ciated uncertainty. The internationally recognized framework for uncertainty evaluation is the Guide
to the Expression of Uncertainty in Measurement [51], which underpins both laboratory practice and
standardization in electrical engineering.

Measurement uncertainty represents the range within which the true value of the measurand is esti-
mated to lie, with a specified level of confidence. The process of uncertainty evaluation in the GUM
framework is structured as:
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* Type A evaluation refers to uncertainties evaluated by statistical analysis of a series of repeated
measurements. For example, the standard deviation of the mean from repeated ratio measure-
ments or phase measurements falls into this category.

» Type B evaluation encompasses all other sources of uncertainty that are not evaluated statis-
tically, but are instead based on scientific judgment using all available information. This may
include calibration certificates, instrument specifications, manufacturer data, or previous experi-
ence.

After identifying all significant sources of uncertainty—both Type A and Type B—they are combined, by
root-sum-square, to obtain the combined standard uncertainty (uc). To provide a meaningful confidence
interval, this is then multiplied by a coverage factor (k). For a normal (Gaussian) distribution, k = 2
corresponds to an approximate 95 % confidence interval, which is the convention adopted in most
calibration and research laboratories.

2.4.3. The Traceability Pyramid

The process by which measurement accuracy and traceability propagate through the measurement
community is often illustrated by the traceability pyramid (see Fig. 2.3). At the apex are the Sl units and
international standards. These are disseminated to NMIs, then to accredited calibration laboratories,
and finally to industry and end users. At each stage, the uncertainty typically increases, but so does
accessibility and applicability.

Int.
Standards

National
Standards

Accredited
Laboratory Standards

Industry
Laboratory Standards

Calibrated
Test Equipment

Figure 2.3: lllustration of the Metrology Traceability Pyramid (by AST [52]).

The Role of Metrology in Power Quality Research
While primary standards (such as those based on the quantum Hall effect for resistance) are highly
stable and accurate, they are not directly applicable to field measurements or PQ instrumentation.
The challenge, and the focus of initiatives like ADMIT and IT4PQ, is to translate these fundamental
standards into practical calibration tools for industry.

This research, directly supports this effort. By improving calibration techniques for high-frequency mea-
surements and quantifying their uncertainties, the work contributes to the broader goal of making high-
frequency PQ assessment traceable, reliable, and internationally accepted.
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3.1. The ADMIT Project

The developments in this thesis aim to contribute to a project called ADMIT. The ADMIT project [25],
builds upon the foundations established by Instrument Transformer for Power Quality (IT4PQ).

Key objectives of ADMIT include:

» Defining Accuracy Parameters: Establishing performance indices and accuracy limits for CTs
operating up to 150 kHz, ensuring precise PQ measurements in the presence of high-frequency
distortions (HFDs).

» Developing Reference Systems: Creating measurement systems and testing conditions that
accurately characterize CTs under various scenarios.

» Evaluating Influence Quantities: Investigating the impact of factors such as temperature, hu-
midity, vibrations, and proximity effects on CT performance across the extended frequency spec-
trum.

» Contributing to Standardization: Providing empirical data to influence the development and
revision of international standards related to ITs and PQ measurements in modern power systems.

3.2. Complex Ratio Error of a Current Transformer

In an ideal scenario, a CT would reproduce the primary current waveform at its secondary winding
exactly, scaled by a constant transformation ratio n = Ip/Is. This means both the amplitude and phase
of the primary current would be perfectly preserved after scaling.

However, in practice, CTs exhibit both amplitude and phase errors. These errors are frequency-dependent
and arise due to a combination of core magnetization effects, leakage reactance, and winding capaci-
tances. To quantitatively describe the deviation of a CT from ideal behaviour, the concept of complex
ratio error is used [53].

The complex ratio error, as a function of frequency f, is defined as:

Is() _

e(fy=nx o

(3.1)

where:

* nis the nominal transformation ratio of the CT,
* Ip(f) is the primary current at frequency f,
* I5(f) is the measured secondary current at frequency f.

Here, ¢(f) is a complex quantity whose magnitude gives the amplitude error (relative scaling error), and
whose argument (angle) gives the phase error (phase displacement) introduced by the CT at frequency

12
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f. Accurate knowledge of this complex error is essential for power quality monitoring. Small deviations
in phase measurements, can have a big impact on how much power is effectively flowing.

3.3. Ratio-Based Approach for CT Characterization

Traditionally, characterizing CT performance over a wide frequency range would require direct mea-
surement of the primary current, ideally using a wideband, high-current shunt resistor. However, com-
mercial shunt solutions that operate linearly from 50 Hz up to 150 kHz and at the required current levels
(up to several kiloamperes) are not available or are prohibitively complex.

To overcome this limitation, a ratio-based method is employed. In this approach, the device-under-test
CT (subscript X) is connected in series with a well-characterized reference CT (subscript R), such that
both CTs experience the exact same primary current. This setup offers several advantages:

+ Elimination of direct primary current measurement: Since the primary current is common to
both CTs, it can be algebraically eliminated from the analysis, removing the need to measure it.

» Simplified time synchronisation: Both secondary currents can be measured simultaneously
by the same acquisition system, reducing errors related to timing or phase alignment between
measurement channels.

+ Common-mode rejection: Any slow drift, noise, or ripple in the primary current source is expe-
rienced identically by both CTs and thus cancels out when their ratio is computed.

The current measured on each CT secondary is given by:
_p _
lsx = fx [1+ex(A], g = R [1+er()], (3.2)

where ny and nr are the nominal ratios for the DUT and reference CTs, respectively, and ex(f) and er(f)
are their respective complex ratio errors.

Taking the ratio of these two measurements yields:

lox _ R 1+ ex(f)

== 3.3
R nx T+ (D) 53
This relationship can be rearranged to solve for the unknown complex error of the DUT CT:
ny |
ex(f) = X X1+ er(f)] — 1 (3.4)

NR Isr

Thus, provided the complex ratio error of the reference CT egr(f) is well-characterized, the error of the
DUT can be determined over the frequency range of interest.

3.4. Overview of CT Calibration Methods
3.4.1. Classical 50 Hz Calibration Techniques

Early instrument-transformer calibration was performed exclusively at power frequency (50 Hz/60 Hz)
using bridge or comparator arrangements [31], [54]. In a typical setup, a test CT and a multi-winding
reference comparator share the same primary conductor, while their secondaries are connected in
opposition so that any residual current directly represents the CT error [54]. A null detector and ad-
justable burden then drive this residual to zero, yielding the ratio and phase error of the device under
test. While these classical methods can achieve ppm-level uncertainty, they provide no information
beyond the fundamental frequency.

3.4.2. From Single-Frequency to Wideband Calibration

Modern grids contain harmonics, interharmonics, and supraharmonics extending beyond a couple kHz.
Consequently, instrument transformers intended for 50 Hz service must also be characterised under
wideband, non-sinusoidal conditions [55]. Several complementary approaches have been developed.
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Calibration using a Shunt

One approach to CT calibration employs wideband shunts for direct primary current measurement. In
[55], a composite current, consisting of a 50 Hz fundamental plus harmonics up to 5 kHz, is injected into
the CT primary. A transconductance amplifier generates the test waveform, while two wideband coax-
ial shunts synchronously measure the primary and secondary currents [56]-[58]. Frequency-domain
analysis is then used to determine the ratio and phase error at each spectral component.

Despite the conceptual simplicity of shunt-based calibration, substantial practical limitations emerge
at high currents and high frequencies. In [59], coaxial manganin shunts capable of up to 10 kA are
demonstrated with DC reproducibility at the 10 ppm level; however, their frequency response is limited
to “tens of kHz.” [60] reports the results of an NMI round-robin up to 100 kHz and 100 A, achieving phase
uncertainties below 0.05 mrad and amplitude uncertainties in the 200 to 500 ppm range. Below the
current rating needed for CT calibration, and above the uncertainty what is required for our application.
There is still active research and development in this domain, so it is possible that in the coming years
this equipment will be available [58].

Across decades of research, it is evident that no shunt currently exists which combines high current
capacity (=1 kA), wide bandwidth (up to 150 kHz), and accuracy (<10 ppm) in a single package. This is
precisely the motivation for the use of CTs in this research because they can operate at the kA current
level and, when properly calibrated, maintain high linearity with increasing current.

Auxiliary equipment

An alternative approach is to directly compare a CT to reference CT, as shown in [53], [61], uses
current transducers and current buffers, an approach that allows for high accuracy, but because of
all this auxiliary equipment, each part requires calibration. It can achieve ppm-level uncertainty, but
needs calibration of each component at every frequency. Making it unsuitable for wideband application.
Moreover, the set-up in [53] relies on sampling voltmeters (e.g., HP 3458A with an effective 10 kHz
bandwidth). A simplified set-up is thus desirable, allowing easier scaling to higher frequencies.

Sampling

Current Buffer Voltmeter

CTy SDT
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Figure 3.1: Schematic of a CT sampling current ratio measurement system. High primary currents are generated using a

power amplifier and a step-up transformer. The CT under test is measured against a reference CT where both secondary

currents are scaled down using Step-Down Transformers (SDTs). Operational amplifiers with precision AC resistors act as
current buffers that convert current to voltage, while digital sampling voltmeters record the buffer voltage signals. [53]

Wideband Voltage Transformer Calibration

For voltage transformers (VTs) recent research is enabling wideband calibration, but this method is not
suitable for CTs. [62] demonstrates a two-source technique for medium-voltage VTs: a 50kV funda-
mental is generated by a step-up transformer, while low-amplitude harmonics (5 V) are injected through
a capacitive network. A precision resistive—capacitive divider measures the primary voltage, and the
VT secondary is digitised. Expanded uncertainties of 0.01 % at 50 Hz and 0.2 % to 1 % up to 150 kHz
were achieved.

Digital Sampling Comparator Methods
To address these challenges and reduce system complexity, in [32] a two-channel, high-resolution
power analyser (sampling ammeter) that functions as a digital comparator is introduced. In this setup,
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the analyser simultaneously measures the secondary currents from both the reference and DUT CTs.
Through coherent sampling and FFT processing, the system achieves an uncertainty of less than
35 ppm up to the 50th harmonic (2 kHz), and was shown to be able to measure up to 10 kHz. This ap-
proach significantly reduces the number of required components, while providing enhanced frequency
coverage and streamlined procedures for wideband CT calibration.

Building upon this foundation, the present thesis adopts and extends this sampling ammeter method-
ology. In contrast to [32], which did not comprehensively assess the influence of system variations, or
calibration performance above 10kHz, this work expands the calibration range to 150 kHz, provides
a full uncertainty budget, and systematically investigates the impact of grounding, cabling, primary
conductor positioning, and other practical factors possibly affecting wideband CT calibration.

While digital sampling comparator methods represent a significant step forward in simplifying and ex-
tending wideband CT calibration, their effectiveness ultimately depends on the stability and accuracy
of the reference CT used in the setup. To achieve ppm-level performance across a broad frequency
range, modern reference CTs employ electronic compensation techniques. Which have been proven
to lead to sub-ppm level ratio accuracy at the fundamental 50 Hz. The aim of these compensation
mechanisms is to minimize any residual error. The next section provides a technical overview of the
operating principle and compensation electronics used in the reference CTs used for this work.

3.5. Operating Principle of Electronically Compensated Current Trans-
formers

]‘Is
D

Figure 3.2: Operating Principle of a Current Transformer With Electronic Compensation [63], [64]

The CT consists of a magnetic core (red ring) with a primary conductor passing through its centre. The
primary winding is typically just a single conductor, while the secondary winding consists of many turns
of wire wound around the magnetic core. The direction of primary current flow (lp) is indicated by the
yellow arrow.

When current flows through the primary conductor, it generates a magnetic field within the core. Ac-
cording to Faraday’s law of electromagnetic induction, this changing magnetic field induces a current
in the secondary winding (ls). The secondary winding is connected to a measurement circuit, usually
with a known load or burden resistor. The current in the secondary winding ideally generates an equal
but opposite magnetic field. However, because of factors explained in the previous chapter, this is
impossible.

Therefore, to maintain accuracy, the CTs used in this experiment have compensation electronics (il-
lustrated by the small circuit block in the image) [64], [65]. These electronics sense any remaining
magnetic flux in the CT’s core, which is an indication that too little current is flowing in the secondary to
fully cancel out the magnetic flux, and inject a correction current into the secondary winding, driving the
core flux to zero, minimizing the effects of core nonlinearity, leakage, and other sources of error. This
allows the CTs used in this experiment, to achieve 1 ppm accuracy at 50 Hz, meaning that for a 1 kA
primary current with a 400:1 ratio, the secondary current is accurate to 5yA. One limitation, however,
is the bandwidth of the amplifiers within these electronics, possibly not allowing them to compensate
for high-frequency errors.
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Measurement Setup and Methodology

The primary objective of this research is to develop a simplified measurement set-up for characterizing
the performance of an unknown current transformer over the frequency range from 50 Hz to 150 kHz.

A current transformer typically features a defined transformation ratio, such as 100:1. Under ideal
conditions, applying a current of 10 A to its primary winding results in a secondary current of 100 mA.
At the standard grid frequency of 50 Hz, this ratio is well-defined and can be made highly accurate.
However, as frequency increases into the tens or even hundreds of kilohertz, standard CTs can exhibit
deviations from their nominal amplitude ratio. Quantifying these deviations is therefore crucial, and one
of the many services NMIs try to provide traceability for, so CT manufacturers can compare equipment,
industry, and grid operators can trust the equipment they use, and regulators have a framework for
standardization.

Ideally, one would measure the primary and secondary currents directly and determine the CT’s ratio
across this extended frequency range. However, as discussed in the previous chapter, measuring
kiloampere-level currents directly at high frequencies poses significant practical challenges.

To overcome these limitations, this research uses an indirect measurement approach: instead of mea-
suring absolute primary current, the technique involves comparing the unknown CT Device Under Test
(DUT) against a well-characterized reference CT measuring the same current. For example, if both
the DUT and a reference CT with a nominal ratio of 100:1 have a primary current of 1 kA, both should
ideally produce a secondary current of 10 A. If the DUT produces only 9 A, it indicates a 10% error in
its transformation ratio.

The core of this thesis thus centres around developing a measurement setup capable of accurately
comparing secondary currents from two CTs simultaneously, under varying conditions and frequencies.
The focus is not on creating the reference CT itself, but rather on the measurement setup and the
methods necessary for achieving accurate, repeatable, and reliable measurements.

This chapter describes the experimental setup and procedures developed to characterize CTs across
the frequency range of 50 Hz to 150 kHz. The core of the experimental approach is the relative compar-
ison of secondary currents between the device under test CT and a reference CT. By placing both CTs
in series and subjecting them to identical primary currents, the setup enables a direct ratio measure-
ment of the secondary outputs. This ratio-based approach (see Section 3.3) isolates the influence of
configuration changes and DUT variations, as any deviation in the measured ratio directly reflects the
impact of the test condition or modification. A sampling ammeter channel interchanging technique, de-
scribed in Section 4.2, is applied to further minimize systematic gain differences between measurement
channels.

To validate and supplement the secondary-to-secondary current comparison, a direct primary-to-secondary
current measurement is also conducted. In this method, the primary current (lp) is measured simultane-
ously with the CT’s secondary current (ls) using a the same calibrated sampling ammeter (for ammeter
calibration details see Appendix A). While this approach directly indicates the CT’s absolute ratio error,

17
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its accuracy is limited by the calibration of the ammeter and shunt resistor, especially at higher frequen-
cies and elevated current levels. For this reason, the practical current range for direct measurements is
typically limited to approximately 20 A, and uncertainties increase above 100 kHz due to the incomplete
characterization of available shunts.

Overall, the measurement strategy prioritizes the reliability and repeatability of the secondary-to-secondary
comparison as the principal means of CT characterization. The primary-to-secondary ratio measure-
ment is employed primarily as a supporting method to validate findings and quantify the true absolute
error under controlled conditions. This dual-method approach ensures that, once a fully characterized
reference CT is available, the system can provide high-accuracy (with a known uncertainty) calibrations
across the intended frequency range.

The remainder of this chapter outlines the measurement setup. The next chapter goes into detail about
the algorithms used to determine the amplitude of the sampled current.

4.1. Standard Measurement System Description
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Figure 4.1: Schematic representation of the measurement setup where a high-current source feeds both the DUT CT and the
Ref. CT. The secondary outputs are recorded for ratio comparison.

Figure 4.1 provides a schematic overview of the measurement setup employed for simultaneous char-
acterization of the DUT and reference CT. A high-current source provides the necessary primary excita-
tion current (Ip) at 10 A at one frequency from 50 Hz up to 150 kHz through both transformers connected
in series. The power analyser current channels (sampling ammeter) measure the secondary currents
using internal coaxial shunts. A compensation capacitor and inductor are incorporated into the cur-
rent generation circuit of the setup to prevent DC magnetization of the CT cores and to provide series
compensation for the circuit impedance.
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4.1.1. Detailed Component Overview

Figure 4.2: Photographic overview of the laboratory measurement setup.

The measurement campaign was carried out in a controlled laboratory environment, maintained at
22°C (£0.5°C) and 45 % (+5 %) relative humidity, enclosed within a Faraday cage to minimize elec-
tromagnetic interference. All measurement equipment is powered from a 58 Hz source, decreasing the
power grid’s 50 Hz interference. Key setup components include:

* CTA and CTB: Two nearly identical electronically compensated NRC current transformers [64],
each serving as a primary standard for both current ratio and phase, were used as the DUT and
reference in this study. These CTs offer accredited uncertainties better than 1 ppm in ratio and
1urad in phase at 50Hz. As primary standards at 50 Hz, they provide a stable and traceable
reference for both amplitude and phase calibration. Throughout this work, to study the effects
of various experimental parameters, changes were typically introduced to CT A (DUT), and the
resulting impact was evaluated by comparing the secondary-to-secondary current and phase ratio
before and after each modification.

* PA: The Precision Power Analyser (YOKOGAWA WT5000) was utilised for voltage and current
measurements, capable of sampling up to 2MS/s. The analyser has interchangeable modules
(6) with internal shunts of 6.5mQ (up to 30A), 110mQ (up to 5A), and 500 mQ (up to 500 mA).
The appropriate shunt selection and its impact on measurement uncertainty are detailed in Sec-
tion 8.3. Throughout this work, the term "sampling ammeter” or "power analyser (PA)” refers to
this instrument. The calibration and characterization of this instrument are detailed in Appendix A.

* PC: A laptop PC is used as Data Acquisition System connected via high-speed USB to the PA,
which records and stores raw measurement data for subsequent analysis and processing.

* 1: A copper bus-bar delivered the primary excitation current through both CTs simultaneously.

» 2: Non-conductive, magnetically neutral plastic is used to centre the primary conductor within
the CT’s core to ensure consistent geometric conditions and reduce possible position-dependent
variability. Although subsequent tests revealed minimal sensitivity to conductor position (see
Subsection 8.5), this arrangement allows for separation of variables.

» 3 and 4: Twisted-pair cables connect the secondary outputs of both CTs to the ammeter, min-
imizing induced interference. Additional cables measured the secondary voltage directly at the
CT terminals for diagnostic and performance assessment purposes.
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» 5: Asingle-point grounding configuration was implemented to prevent ground loops and minimize
electrical noise. In this setup, the star point was established at the ammeter. All components,
including the CT secondary windings, CT compensation electronics, CT housings, and the high-
current generation equipment were referenced to this common grounding point on the ammeter.

4.1.2. High-Bandwidth Power Amplifier System

To generate the required primary current of 10 A in the frequency range of 50 Hz to 150 kHz, a high-
bandwidth power amplifier system was constructed, as illustrated in Figure 4.3. This system is de-
signed to maintain stable, safe, and accurate current injection into the primary circuit under varying
frequency-dependent load conditions. Because of the DUT and reference CT system are simultane-
ously measured, a small deviation/drift of a couple of percent deviation from the ideal current is not an
issue.
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Figure 4.3: High-bandwidth power amplifier system. Capable of generating 10 A of primary current at 150 kHz.

The components and their functions are as follows:

» Arbitrary Waveform Generator (AWG): Provides a sinusoidal voltage output with programmable
amplitude and frequency (50 Hz to 150 kHz).

Variable Potentiometer (POT): Allows gradual adjustment of the input voltage to the power am-
plifier. As the impedance of the primary circuit changes with frequency, the potentiometer is used
to fine-tune the output and achieve the target 10 A current, as verified by the clamp metre. This
allows for a gradual and safe ramp-up of the primary current.

Amplifier (AMP): Provides sufficient gain and drive capability to overcome the inductive and
capacitive reactance of the primary circuit at high frequencies.

Inductor (L): Connected in parallel with the CTs to divert any DC components originating from
the amplifier. This is to prevent core magnetisation in the CTs, which could lead to measurement
errors.

+ Compensation Capacitor (C): Placed in series with the CTs, this capacitor helps to block DC
and further ensures that only AC current is present in the measurement circuit. It also helps with
series compensation of the long cable connected that loops through the CTs.

Current Clamp (Clamp): Provides a convenient means for real-time monitoring and adjustment
of the primary current during ramp-up and operation. Accurate measurement of the primary cur-
rent is done using the sampling ammeter, not the current clamp.

To ensure standardized and consistent characterization, the regular setup applies a primary current
of 10 A to the CTs, each configured with a 100:1 turns ratio. The primary current is tested at a series
of discrete frequencies: 50Hz, 100 Hz, 200 Hz, 500 Hz, 1 kHz, 2kHz, 5kHz, 10 kHz, 20 kHz, 50 kHz,
75kHz, 100kHz, 125kHz, and 150 kHz (a total of 14 points). These frequency points were selected
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to provide approximately three measurement samples per decade (with some extra points at higher
frequencies, as this is most crucial for this research).

4.2. Ammeter Module Interchanging for CT Characterization

In order to characterise and calibrate a DUT CT, it is measured against a reference CT. If they are
measuring the same primary current, their secondary currents can be compared, resulting in a ratio
between the DUT and reference CT secondary current. Assuming the reference is well known, the
error or the CT under test can be determined by this relative ratio (more details on this in Section 3.3).
This work did not contain a formal 'reference’ CT, rather two identical CTs are used, to help characterize
the system set-up. In order to not give the impression of a reference CT, CTA and CTB are used to
name, the two CTs.

Let the nominal step-down ratios of CTA and CTB be denoted as ngta and ngtg, respectively. The
relative CT ratio is define as

n
ncTaB = 2. (4.1)

4.2.1. Measurement Challenge Due to Module Gains

A problem however arises when trying to measure and calibrate the ammeter at the ppm level. When
the first time, the primary current |4 is applied simultaneously to both CTs, the measured secondary
currents depend not only on the CT ratios but also on the gains of the measurement modules. If we
denote the gains of the two ammeter channels (or modules) as gpyoqq and gmoq2, then the measured
secondary currents are given by

lctA1 = 11 - NCTA - Imod1s (4.2)

lcte,1 =11 - NCTB * Imod2- (4.3)

Thus, when measured the first time, the ratio is

lctA1 _ NCTA  Imodt _ (4.4)

NctaB,1 = |
cTB,1  NcTB * Imod2

Since gimeq1 and gmod2 are unknown and non-unity gains (as demonstrated in Section A.4), one cannot
directly extract nctag from ngra 1 Without extra effort, such as very precisely determining the gains
of the modules at every frequency, temperature, current, and other unknown factors.

4.2.2. Module Interchanging Approach

An alternative method to eliminate the effect of the unknown module gains is to interchange the connec-
tions between the CTs and the measurement modules after the first measurement. After interchanging,
CTA is connected to module 2 and CTB to module 1. The second time, a primary current |, is applied
(which is approximately equal to |1; any discrepancy of only a few percent is acceptable due to the high
linearity and time consistency of the system as demonstrated in Section A.9), the measured currents
become

lcta2 =12 - NcTA - Imod2s (4.5)

lct,2 =12 NcTB * Imod1- (4.6)

Hence, the second measured ratio after interchanging is
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lcTA2 _ NCTA * 9mod2 4.7)
lctB,2  NCTB * Imod1

NctaB,2 =

4.2.3. Determination of the Relative CT Ratio

The two measured ratios ncta/g 1 @and ngtasg 2 include the unknown module gains in reciprocal form.
By taking the geometric mean of these two measurements, the influence of the module gains cancels
out:

NCTA - 9mod1  NCTA - 9mod2 _ NcTA (4.8)

NctaB = v/NcTAaB,1 " NcTAB2 = \/ .
\/ NCTB *9mod2 NCTB *Imod1  NCTB

In practice, this approach simplifies the calibration procedure significantly: the relative CT ratio ncta/s
can be obtained directly from the measured ratios before and after interchanging, without needing to
characterize the individual module gains.



Sampled-Signal Parameter Estimation
Algorithm

Accurate estimation of amplitude and phase for sampled sinusoidal signals is fundamental to CT ratio
measurements. Achieving this requires careful measurement practices, including the use of a sampling
frequency that is an integer multiple of the test signal frequency, removal of DC offsets, and acquisition
of sufficiently long data samples to maximize frequency resolution.

The most straightforward method is to compute the Fast Fourier Transform (FFT) of the sampled data
and extract the amplitude from the frequency bin with the largest magnitude. However, this approach is
only accurate when the signal frequency aligns exactly with a discrete FFT bin. In practical scenarios,
this is seldom the case, resulting in spectral leakage, where signal energy spreads into adjacent bins,
thereby distorting amplitude and phase estimates.

While it is true that for ratio measurements between two nearly identical signals, certain systematic
amplitude errors may partially cancel, the basic FFT approach does not provide reliable absolute am-
plitude information. As a result, this method is insufficient for high-accuracy applications and does not
allow for rigorous verification of the measurement system’s performance.

To address spectral leakage, signal resampling can be applied to realign the frequency content to dis-
crete FFT bins. However, resampling algorithms are computationally demanding, and can thus not be
applied inreal time. An investigation on resampling algorithms and their performance for this application
was done in Appendix B. Instead, this thesis employs the interpolated Discrete Fourier Transform tech-
nique, specifically the three-point interpolated Hanning-window DFT method (idft3phann), following
the approach described in [66] and adapted from [67]. This method allows for the accurate estimation
of frequency, amplitude, and phase even when the signal frequency does not coincide with an integer
FFT bin, while being at least 2 orders of magnitude more computationally efficient than the resampling
method.

5.1. Implementation Procedure
The estimation and ratio calculation procedure comprises the following steps:

1. Each channel’s time-series data is segmented into fixed-duration windows (0.04 s); for a 1s ac-
quisition, this results in 25 segments per channel.

2. A Hanning window (in Figure 5.1b) is applied to each segment to reduce spectral leakage. The
Hanning window is selected for its favourable balance between main-lobe width and side-lobe at-
tenuation (approximately —31.5dB). The first half of the windowed signal is shown in Figure 5.1a.

3. The FFT is computed for each windowed segment, and the frequency bin with the highest mag-
nitude (peak bin) is identified.
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4. The magnitudes of bins directly adjacent to the peak bin are used to estimate the frequency offset
from the centre of the peak bin, based on the side-bin amplitudes. This parameter is essentially
estimating how far left or right from the peak bin the true fundamental frequency is.

5. Using the estimated offset and side-bin values, a three-point interpolation method is applied to
estimate the true signal parameters: frequency, amplitude, phase, and DC offset.

6. For each segment, the amplitude and phase ratio between the two channels is calculated, follow-
ing the procedure in Subsection 4.2.

7. The resulting ratios are averaged across all segments to yield the mean and standard deviation
for the measurement.
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Figure 5.1: Time- and frequency-domain effects of windowing. Figures 5.1a and 5.1b show the tapered record and it's window;

Figures 5.1c and 5.1d illustrate the decreased spectral leakage (how high the signal peak is compared to the rest of spectrum),

but also illustrate main-lobe broadening (how wide the peak is), thus the need to interpolate the side-lobe energy to recover an
accurate amplitude estimation.

The procedure adds only a few arithmetic operations to the FFT yet improves frequency resolution by
two orders of magnitude.

5.2. Simulation Study

A numerical simulation was performed to demonstrate the advantage of the idft3phann algorithm
for parameter estimation in noisy environments. In this simulation, a cosine signal with frequency
f = 51.3Hz, amplitude = 1, phase = 0.2 rad, and DC offset = 0.1 was sampled at Fs = 8 kHz for 1s.
Significant noise was intentionally added: both 50 Hz and 100 Hz harmonic noise at 5% of the signal
amplitude, and Gaussian noise at 10%.

Figure 5.2 (left) compares the original and noisy signals, as well as the reconstructed signals from both
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the traditional FFT and the proposed idft3phann method. The results show the idft3phann method
accurately recovers the signal parameters even under heavy noise, whereas the FFT approach suffers
from significant leakage and inaccuracy.

Table 5.1 summarizes the parameter-estimation accuracy for each method.

Source signal 104
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(a) Parameter estimation performance: original, noisy, FFT, and (b) Computation time per algorithm for processing 1s of 1 MHz data.
idft3phann reconstructed signals. The resampling method is about 1000 times slower than idft3phann '

Figure 5.2: Left: Signal parameter recovery in noise (see Table 5.1 for quantitative results). Right: Relative computation time
for common amplitude estimation algorithms.

Table 5.1: Parameter estimation results for the simulated test signal using different algorithms.

Method f (Hz) A é(rad)  DC
True value 51.3000 1.0000 0.2000 0.1000
Peak FFT bin 51.0000 0.8617 -0.4240 0.1054

iDFT3pHann (proposed) 51.3001 1.0003 0.1981 0.1002

The interpolated method (idft3phann) recovers parameters with errors less than 1 x 1074 Hz in fre-
quency, 0.03% in amplitude, and 0.002 rad in phase, significantly outperforming the FFT method under
noisy conditions. In addition, while the commonly used resampling algorithm requires about 18 s per
1s of measurement data on the used computer, the idft3phann method processes the same data in
approximately 17 ms; fast enough for real-time use. The FFT method is fastest, at 10 ms, but does not
deliver the same estimation accuracy in non-ideal conditions. It should be noted that this comparison
reflects a conservative scenario; noise levels encountered in practical measurements are expected to
be substantially lower, potentially reducing the performance gap between these algorithms.

"Average of 10 runs. Benchmarked on Apple M1 MacBook Pro. While computation times will vary with hardware, the relative
differences between algorithms should remain similar.
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Baseline Set-up Measurement Results

This chapter presents the results obtained with the baseline measurement setup, which serves as a
reference for all subsequent analyses in this thesis. The aim is to establish a robust and repeatable foun-
dation for evaluating the performance of current transformers across the 50 Hz to 150 kHz frequency
range.

6.1. Secondary-to-Secondary Current Ratio: Baseline Results

The reference measurement for this research is the direct comparison of the secondary currents of
the device under test (CT A) and the reference CT (CT B). This measurement reveals how similarly
two almost identical, electronically compensated CTs behave when subjected to the same primary
current. Such a comparison is particularly important for detecting frequency-dependent differences
and for quantifying the influence of any introduced experimental effects in later chapters.

Figure 6.1 summarizes the amplitude ratio (left) and the same data on a symmetric logarithmic (symlog)
scale (right) between I 1A and Is c7g across the frequency range of interest. ' The plot demonstrates
the near-perfect agreement of both CTs at frequencies below 5kHz, within the stated measurement
uncertainty limits.
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Figure 6.1: Left: Relative ratio between secondary currents of CT A and CT B. Deviations increase above 5kHz, up to
approximately 3000 ppm at 150 kHz. Right: The same data plotted on a symlog scale highlights the near-identical performance
below 5 kHz (within measurement uncertainty).

At frequencies below 5kHz, the difference between the two CTs is negligible, remaining well within
the measurement uncertainty. However, at higher frequencies, especially above 20 kHz, differences

A symlog scale combines linear scaling from —10 to 10 with logarithmic scaling for the rest. This approach allows visualization
of data spanning multiple orders of magnitude while clearly displaying small deviations around zero.
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become increasingly pronounced. These deviations, reaching up to 3000 ppm at 150 kHz.

The phase relationship between the two CTs’ secondary currents is shown in Figure 6.2, confirming
that the phase error also grows with frequency.
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Figure 6.2: Measured phase difference between secondary currents of CT A and CT B, demonstrating near-0 phase error at
low frequencies and increasing deviations above 10 kHz.

These secondary-to-secondary measurements form the essential baseline for this thesis. In subse-
quent chapters, various controlled changes will be introduced to CT A—such as modifications to ca-
bling, grounding, or external influences. The impact of these changes will be assessed by comparing
the altered secondary-to-secondary ratios to the baseline results presented here. This methodology
enables sensitive detection of small influences on CT performance, without requiring absolute primary

current measurements.

6.2. Primary-to-Secondary Current Ratio: Absolute Reference

For completeness, the direct ratio between the measured primary current |, and the secondary currents
ls cta @nd ls ctg Was also evaluated. This primary-to-secondary comparison provides an absolute
reference for CT ratio performance and is important for quantifying any systematic errors that might be
missed by relative measurements.
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Figure 6.3: Left: Measured primary-to-secondary current ratios for CT A and CT B across the full frequency range. Right: The
same data plotted on a symlog scale.

Both CTs ratio is near 100:1 below 10 kHz, with deviations increasing at higher frequencies.

Phase differences between the primary and secondary currents are presented in Figure 6.4, which
provides additional context for understanding the CTs’ frequency-dependent behaviour.
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Figure 6.4: Measured phase difference between primary current I, and secondary currents | cta and I ctg. Smaller phase
differences correspond to more ideal frequency responses.



Time-Dependent Behaviour
Characterisation

Current transformer ratio measurements in this set-up require management of three key time-dependent
factors:

1. Thermal Stabilisation: Primarily concerning the sampling ammeter current measurement mod-
ules. Adequate warm-up is necessary to minimise drift in the measurement electronics.

2. Statistical Convergence: The exposure (sampling) time needed for the measurement standard
deviation to decrease below a defined parts-per-million (ppm) target.

3. Intra-day Stability: Even with a daily reference measurement, factors such as powering down
the system, reconnecting cables, or slight repositioning of the CTs, and other unknown factors,
can introduce additional variability. By fully disassembling and reassembling the setup five con-
secutive times and recording the measurements, the repeatability and short-term stability of the
system can be quantified.

This chapter addresses these topics.

7.1. Sampling ammeter Warm-Up

During measurement campaigns, a 10 A primary current is applied to the CTs, resulting in a secondary
current of approximately 100 mA (for a 100 : 1 ratio). As described in Chapter 4, both CTs are measured
in parallel, and their ratio is used as the primary evaluation metric. To ensure that time-dependent errors
are minimised, the ammeter itself must be thermally stable. Any temporal drift in the ammeter, partic-
ularly between current channels, undermines the effectiveness of error-cancellation methods such as
the channel-swapping technique outlined in Section 4.2.

To assess ammeter stability, the instrument was operated continuously with a fixed current for 60 min,
while monitoring the measured current ratios at 150 kHz. Since it is impossible to know which shunt is
drifting and which one is stable, and thus what the true current is, the focus is placed on the stability of
ratios between shunts, which directly affects measurement repeatability.

The time-evolution of the ratio can be described by a first-order exponential model:
R(t) = Reinal + AR (1 - e‘t/T) (7.1)

where:

* R(t) is the measured ratio at time t,
* Rfnal is the final, steady-state ratio,
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* AR is the total drift amplitude (in ppm),
* 7 is the thermal time constant (in seconds),
* tis the elapsed time since power-on.
At 150 kHz, fitted values were AR =-10.2 ppm and 7 = 763 s, meaning that after approximately 27 min,

the residual drift (future expected drift) is less than 1 ppm. Figure 7.1 displays this model fit overlaid on
the observed ratio drift.
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Figure 7.1: Measured residual’ drift (blue) and fitted heating model (orange) for the CTB:l, ratio at 150 kHz, with drift
amplitude of 10.2 ppm and a thermal time constant of 763 s.

This warm-up experiment was repeated at 50 Hz and 50 kHz, and the resulting drift amplitudes and
time constants are compared in Figure 7.2. The results show that higher frequencies lead to greater
temperature-induced drift.
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Figure 7.2: Comparison of measured thermal drift curves for the ammeter at three different frequencies. Drift amplitude
increases with frequency, requiring longer warm-up for high-frequency measurements.

For all subsequent testing, a standard 30 min warm-up period was adopted, limiting the drift between
the two identical type secondary side current measurement shunts inside the ammeter to less than

1ppm.

7.2. Averaging Time for Target Measurement Standard Deviation

When measuring the ratio between the two CTs, there is some inherent fluctuations and noise. By
increasing the sampling duration, the measurement standard deviation can be reduced.

The required number of samples n for a target accuracy can be calculated as:
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where:
* n = required number of samples,
+ z = standard normal value for the confidence level (2 for 95%),
» ¢ = standard deviation of the ratio,
» E = desired error bound (in ppm or absolute units).

(7.2)

Figure 7.3 summarizes the required measurement duration (in minutes) to achieve a 1 ppm standard
deviation across frequencies. The time required increases with frequency, limiting the achievable un-

certainty at higher frequencies for practical measurement durations.
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Figure 7.3: Measurement duration (minutes) required to reach 1 ppm standard deviation as a function of fundamental

frequency.

To confirm the statistical nature of the noise, the Allan deviation oa(7) is computed as a function of
averaging time . As shown in Figure 7.4, the observed 7~"2 trend demonstrates white (memoryless)
noise, confirming that uncertainty decreases with longer measurement times.
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Figure 7.4: Allan deviation of the CT ratio as a function of averaging time for three different frequencies. The 72 slope
confirms white noise dominance, justifying simple time averaging.
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7.3. Repeatability of the Complete Test Cycle

Daily reference measurements are essential for verifying that the measurement system remains stable
and free from long-term drift. However, for practical purposes, it is also important to quantify short-term
(within-day) repeatability. To this end, the full test procedure: including cable reconnections, power
cycling, 30 min warm-up, and 10 s data acquisition at the 14 predefined frequencies with 10 A primary
current, was performed five times. Each cycle was separated by a 20 min pause, simulating typical
reconfiguration scenarios. After each run, the residual ratio (the deviation from the mean across runs)
was computed, and the standard deviation across runs was used to quantify repeatability.

Residual Ratio Across Test Cycles
Figure 7.5 displays the residual ratio, defined as:

s

<'CTA> (7.3)
run lcTs all runs

For frequencies up to 20 kHz, the spread remains within a few ppm; above this, the variation increases.
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Figure 7.5: Residual CT ratio across five independent runs. Repeatability is better than +5 ppm below 20 kHz, and degrades
at higher frequencies.

7.3.1. Relationship Between Ratio Magnitude and Standard Deviation
The relationship between the observed ratio and its standard deviation is shown in Figure 7.6. Here,
the standard deviation o (for each 10 s measurement) is plotted against the ratio amplitude. A possible
trend emerges: as the CT ratio deviates more from unity, the random variation increases.

A linear fit to the data yields:
610s [PPM] = (1.91 £ 0.06) + (1.03 = 0.04) x 102A 40,  R% =0.974, (7.4)

where A.44io is the secondary-to-secondary amplitude ratio deviation in ppm. The intercept represents
the minimum uncertainty limit set by the 10 s acquisition, while the slope captures the additional vari-
ability induced by larger ratio deviations.
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Figure 7.6: Sample standard deviation (o9 ¢ trace) versus CT-to-CT ratio amplitude. The solid line is the least-squares fit as
per Eq. (7.4).



Component Configuration
Characterization

Accurate characterization of current transformer performance depends not only on the transformers
themselves but also on the configuration of measurement system components. This chapter examines
how variations in secondary-side cabling, grounding practices, shunt resistor selection, compensation
electronics, primary conductor positioning, and CT mutual proximity influence the accuracy and stability
of ratio and phase measurements in broadband CT calibration.

Practical calibration setups in industry and laboratory environments are subject to variations in cable
routing, component selection, and physical arrangement. Quantifying the sensitivity of the measure-
ment system to these factors ensures that calibration results are robust and repeatable under different
conditions.

The sections that follow present experimental studies of each configuration parameter. For each case,
the underlying theory is outlined, relevant electrical parameters are measured across the frequency
range of interest, and the impact on CT ratio and phase measurements is quantified. The goal is to
provide guidance and insight into the construction of such a CT ratio measurement set-up, enabling
accurate calibration while minimizing unnecessary setup complexity.

8.1. Cable Characterization

This section evaluates the electrical characteristics of cables connecting the secondary side of the
current transformer to the ammeter. Cable selection impacts measurement accuracy due to its inherent
series impedance, comprising series resistance (R), series inductive reactance (X ), and potentially
parallel parasitic capacitance depending on cable type. Figure 8.1 shows a simplified equivalent circuit
of the measurement system.

Rp Lp R, L, Reapie L cabie
y
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Figure 8.1: Equivalent circuit of the cable measurement setup. The CT secondary winding (green) connects via the test cable
(orange) to the internal shunt resistor internal to the ammeter (red). Voltage across the ammeter shunt is used for secondary
current (Is) measurement. Cable parameters are determined by measuring the voltage (Vs, blue) at the CT output terminals.
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Cable impedance (Z.apie) Was experimentally measured by simultaneously capturing the amplitude
and phase of voltage Vs and current Is. Measurements were performed across a frequency range from
50 Hz to 150 kHz. Using phasor representation, impedance components were calculated as follows:

Vv
Zcable = T = R =Re(Zcaple): XL =IM(Zcaple) (8.1)

At high frequencies, current transformers are particularly sensitive to excessive secondary impedances.
The CT generates the necessary secondary current to achieve its desired current ratio. From Figure 8.1
it can observed that, the secondary impedance influences drives the CTs to generate a voltage across
the magnetizing inductance (Lm) and core losses (Ry), causing increased leakage current through
these parallel paths.

8.1.1. Twisted-Pair Cable Performance

Twisted-pair cables are a possible contender for their magnetic interference resistant properties, achieved
through twisting and close conductor spacing, effectively cancelling external electromagnetic interfer-
ence. However, these cables do still exhibit inductance.

Measurements of inductive reactance (X| ) at 150 kHz were performed for twisted-pair cable lengths of
50 cm, 100 cm, and 190 cm (Table 8.1). To isolate cable inductance from other circuit components, a
linear regression was applied, resulting in a slope of 0.74 Q/m, an intercept of 0.1430 Q, and R? = 0.99.
These were converted into inductance values (L) by applying the relationship X, = 2x#fL. These param-
eters indicate an inductance of approximately 0.78 uH/m for the cable, with an additional inductance of
0.15 uH attributed to circuit components other than the cable.

Table 8.1: Measured inductive reactance of twisted-pair cables at 150 kHz

Cable Length (cm) Reactance X; (Q)

50 0.52
100 0.88
190 1.56
®
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Figure 8.2: Left: Linear relationship between cable length and reactance at 150 kHz, indicating a cable inductance of
0.78 yH/m. Right: Reactance (X ) versus frequency for various cable lengths. Due to X, = 2=fL, with a linear increase in
frequency there is a linear increase in reactance. This shows there is nearly ideal inductive behaviour, with inductance
proportional to cable length

Resistance measurements of the cables at 50 Hz were similarly obtained by subtracting the internal
ammeter shunt resistance of (0.110 Q) from total measured resistance. Linear regression yielded a
slope of 0.04 Q/m, an intercept of 0.1179Q, and R2 = 0.99. The intercept is essential the resistance
that can not be attributed to the cables, and it closely matches the known internal shunt resistance.
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Table 8.2: Measured resistance of twisted-pair cables at 150 kHz, corrected for internal shunt (0.110 Q)

Cable Length (cm) Measured Rigi5 (Q) Rgapie(Q)

50 0.14 0.03
100 0.16 0.05
190 0.20 0.09
4 Shunt Resistance
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Figure 8.3: Left: Linear correlation between cable length and resistance at 50 Hz, indicating a resistance of 0.04 Q/m and
validating the other resistance is from the internal shunt of 0.11 Q. Right: Frequency-dependent resistance highlighting
increased resistance proportional to cable length. Note that high-frequency effects (skin and proximity) can increase the

observed R compared to the 50 Hz value.

8.1.2. Coaxial Cable Performance

Coaxial cables are an alternative, and are frequently employed in applications requiring shielding, pre-
cise impedance control, and reduced noise susceptibility. In comparison to twisted-pair cables, coax-
ial cables exhibit slightly lower inductance (0.68 uH m~1 versus approximately 1.05 uH m~! ), yet have

higher resistive losses, in this scenario more than twice those observed in twisted-pair cables for equiv-
alent lengths.
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Figure 8.4: Left: Resistance of a 100 cm coaxial cable compared to a 100 cm twisted-pair cable. The coaxial cable can be
observed to have a significantly higher resistance. Right: Measured inductive reactance (X.). Frequency is plotted on a linear
scale, demonstrating the linear behaviour characteristic of purely inductive components. The coaxial cable exhibits slightly
lower inductance compared to the twisted-pair cable.

Additionally, coaxial cables inherently include higher parallel capacitance (typically tens to hundreds of
pFm™ ), which was not explicitly measured in this investigation. This capacitance, however, poses a

notable risk: at higher frequencies, capacitive coupling allows current to bypass the ammeter’s shunt
resistor, thus decreasing the accuracy of the current measurement.

In applications prioritizing minimal inductance, coaxial cable may offer slight advantages over twisted-
pair. However, increased resistance and parasitic capacitance add to the uncertainty. These factors
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must be carefully evaluated, especially considering many CT’s limited capability to generate secondary
voltages without sacrificing measurement accuracy.

8.2. Grounding and Earth-Loop Effects

Although both the sampling ammeter (power analyser) and the current transformers are designed for
floating operation, with optical isolation between ammeter measurement shunt and digitizer, and the
rest of the power analyser, and galvanic isolation between CT secondary and primary windings, small
but finite parasitic capacitances exist between internal circuits and instrument chassis. When protective
earth (PE) connections tie CT casings and the ammeter enclosure together, these capacitances (Cgtray)
create closed-loop paths, possibly enabling unintended earth-loop currents (Ig) to flow. In addition,
leakage currents from CT compensation electronics referenced to PE may also contribute. Figure 8.5
summarizes the two main earth-loop current paths identified:

1. Capacitive coupling between internal circuit nodes and grounded enclosures.
2. Leakage currents from compensation electronics referenced to PE.

Power Analyser

o
1

2

Figure 8.5: Equivalent diagram of potential earth-loop paths in the measurement setup. While CT secondary conductors
(green) and the ammeter shunt (red) are ideally isolated, stray capacitances Cgray and leakage through compensation
electronics may create unintended current paths to protective earth (PE). These currents can superimpose on measured
secondary currents and bias CT ratio measurements.

8.2.1. Measured Earth-Loop Currents

By placing a 110 mQ shunt in series with the ground connection of the secondary side, it is possible
to directly measure the earth current. This reveals two distinct categories of earth-loop currents in the
system. The first category consists of broad-spectrum currents centred near 52 kHz, appearing in both
time and frequency domains even when the excitation frequency is much lower (e.g., at 50Hz). As
depicted in Figure 8.6, the RMS value of this broadband earth-loop current is approximately 680 A,
with spectral components appearing and disappearing during the 10 s measurement window.
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Figure 8.6: Earth-loop current (Ig) during a 50 Hz excitation. The broadband spectral content complicates high-frequency
measurements when PE is connected.

At higher excitation frequencies (e.g., 150 kHz), the RMS magnitude of the earth-loop current remains
comparable (680 uArms).

A second, distinct group of earth-loop currents is observed at the primary excitation frequency itself,
only observed at 50 Hz and 100 Hz. Unlike the broad-spectrum earth-loop currents that dominate at
higher frequencies, these low-frequency currents exhibit a much smaller amplitude, on the order of
0.4 pA at 50Hz and 0.7 yA at 100Hz. Figure 8.7 presents the frequency-domain measurements of
these earth-loop currents for both excitation frequencies.
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Figure 8.7: Frequency-domain analysis of earth-loop currents at primary excitation frequencies. Left: 50 Hz (0.4 pA). Right:
100 Hz (0.7 uA). These measurements reveal the presence of earth-loop current directly at the excitation frequency, while such
currents are not detectable at higher frequencies.

These low-frequency earth-loop currents are of particular concern for several reasons. First, even
though their absolute magnitudes are small relative to the secondary current (for example, 0.4 yA com-
pared to a typical secondary current of 100 mA), their direct appearance at the fundamental measure-
ment frequency means that they can bypass the intended shunt resistance of the ammeter. This can
lead to a systematic bias in the calculated CT ratio, on the order of a few ppm at 50 Hz, which is a
significant portion of the total uncertainty of 10 ppm at these frequencies.

It is important to note that these excitation-frequency earth-loop currents were reliably detected only
up to 100 Hz. At higher primary frequencies, the amplitude of these currents falls below the detection
threshold of the measurement setup. It is important to note that for the uncertainty budget, a con-
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servative estimate has to be made. Except for 50 Hz and 100 Hz, the noise floor of the earth current
measurement at each frequency is chosen as the uncertainty contribution.

8.2.2. Impact on Ratio Measurements

To directly assess the influence of grounding on measurement accuracy, CTA is ungrounded, and CTB
is grounded, then the current ratio measurements were compared for both grounded and ungrounded
secondary-side configurations. Figure 8.8 summarizes these results.

At most frequencies, the effect of grounding on both the primary-to-secondary ratio (left) and the
secondary-to-secondary ratio (right) remains within the expanded measurement uncertainty. How-
ever, at 50 Hz and 100 Hz, a small but statistically significant shift of about 4 ppm was observed in
the primary-to-secondary ratio, matching the magnitude of the measured earth-loop current (0.4 A
relative to a 100 mA secondary current). This bias demonstrates that at low frequencies, earth-loop
effects can reach a level that is non-negligible for high-accuracy calibration.

100.00
99.95 - 10
] E 5 4
E < 99.90 - \%E o
F
2O 9985 29 51
=5 | 69 7 < ©n
22 = -10 -
==y o<
g 99.80 o
g 20 -100 A
=
99.75 A
—— Is grounded E‘E -1000
99.70 —$— Isnot grounded < —$— Is grounded
—_r— T —— $— Is not grounded
102 103 104 105 T LEELELELRLRLL | LR | L LR |
2 3 4 5
Frequency (Hz) 10 10 10 10
Frequency (Hz)
(a) Primary-to-secondary current ratio of CTA in grounded and
ungrounded configurations. (b) CTA to CTB secondary current ratio, showing negligible difference.

Figure 8.8: Ratio measurements comparing the impact of grounding the CT secondary side. Differences remain within
measurement uncertainty, except for a small but measurable impact at 50 Hz and 100 Hz.

8.2.3. Mitigation Strateqgy
While disconnecting all earth connections would eliminate earth-loop currents, this approach compro-
mises both operational safety and measurement repeatability—particularly for field or different labora-
tory calibrations. Therefore, a single-point grounding configuration was implemented, in which all CT
secondary circuits, the ammeter enclosure, and all shielding are bonded at a single star point, located
at the ammeter (see Figure 4.2).

This approach confines earth-loop currents to predictable paths. The dominant earth-loop current com-
ponent (52 kHz) remains spectrally separated from the measurement frequencies of interest. The ob-
served impact on high-frequency ratio measurements is below the stated expanded measurement un-
certainty, as detailed in Section C.2.

However, at 50 Hz, it may be advisable to temporarily disconnect the secondary ground to achieve the
highest possible accuracy; provided this can be done safely and without magnetic pick-up from nearby
components.

8.3. Selection of Ammeter Internal Shunts

To measure the primary and secondary currents, a power analyser is used with built in ammeter mod-
ules. The ammeter offers three factory-installed shunt resistors:
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Module Rsh (MQ) Nominal Range Coverage in this work
30 A module 6.5 0-30A Primary current (10 A)

5A module 110 0-5A Secondary current (up to 4.6 A)
0.5A module 500 0-0.5A Not Used

A lower resistance shunt minimizes burden on the CT but increases the signal to noise ratio; conversely,
a higher shunt increases signal magnitude yet loads the CT. Figure 8.9 compares (a) the primary-to-
secondary ratio of CT A for each shunt and (b) the inter-CT ratio I g/ls A '
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Figure 8.9: Influence of shunt selection on CT-ratio measurements. The 110 mQ shunt provides the best compromise: it loads
the CT secondary by only ~0.5V at 5A, yet keeps the signal well above the ammeter’s noise floor.

The 6.5mQ element increases the noise related standard deviation by 2 orders of magnitude at low
secondary currents (< 200 mA), while the 500 mQ loads the CTs more than standard testing protocol,
and especially for non-compensated CTs leads to too high of a secondary voltage of 2.5V. Hence the
110 mQ shunt is adopted for all subsequent secondary-current measurements.

Quantization Noise

Quantization noise arises from the inherent resolution limitations of the analogue-to-digital converter
used in the sampling ammeter. For an N-bit analogue-to-digital converter operating over a current
measurement range Ir, the smallest increment in measurable current, the least significant bit, is given

by:
(8.2)

where IR is the selected full-scale range. The ammeter employed in this study uses an 18-bit delta-
sigma analogue-to-digital converter (N = 18) on all current channels.

For the secondary current measurement channel, the measurement range is Ig = 500 mA, resulting in
a quantization step size:

a4 = ~ (8.3)

Since the maximum quantization error is half the least significant bit, the effective uncertainty is:

_1.9uA

Ug =~/ = 0.95 yA (8.4)

For a typical secondary current of 100 mA, this yields a relative quantization uncertainty of:
0.95 uA
100 mA

"This experiment was performed early in the research, and thus the low frequency behaviour of this set-up was not optimal.
The figures serve as an indication rather than an absolute estimate of measurement impact when a different shunt is used.

= 9.5 ppm (8.5)
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For the primary current measurement channel, with a full-scale range of Ig = 20 A, resulting in a relative
quantization uncertainty of approximately 3.8 ppm for a 10 A primary current.

These quantization errors are incorporated in the overall uncertainty budget as a rectangular distribu-
tion.

8.4. Effect of CT Compensation Electronics

Both CTs employ electronically compensated feedback that injects a correcting current to cancel core
magnetization. At higher frequencies the amplifier bandwidth limits this compensation, potentially intro-
ducing ratio error. The effect was examined by repeating the primary-to-secondary measurement with
the compensation circuitry disabled via the rear-panel switch.
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Figure 8.10: Primary-to-secondary ratio error of CTA and CTB, compensation off (left) vs. on (right). With compensation
disabled, both CTs exhibit a systematic =50 ppm ratio difference below 1 kHz. Enabling compensation restores the
low-frequency ratio to within measurement uncertainty, but diverging amplifier bandwidths possibly cause the two CTs to
deviate beyond 20 kHz.

Disabling compensation increased low-frequency ratio error by roughly 50 ppm for both CTs, confirming
the efficacy of the feedback network at 50 Hz. Above 20 kHz, however, CTA benefits from a wider-band
amplifier, whereas CTB shows negligible improvement. When the electronics are disabled, the CTs be-
have almost identically. Future designs could explore specially designed high-bandwidth compensation
to further flatten the CT response into the supraharmonic range.

8.5. Primary-Conductor Positioning

NMlIs and calibration laboratories spend effort centring the primary conductor within a CT. The working
theory is that, if the conductor is significantly off-axis, the magnetic field lines inside the core become
non-uniform, potentially driving one sector of the core closer to saturation while another remains less

magnetized.

8.5.1. Theoretical Considerations
A primary current I, produces a magneto-motive force:

Fp =Nplp

Where Np, is the primary turns ratio, in our case Np = 1. The idealised core field strength is:
Hp = Fp/lm

Where /n, is the mean magnetic path length. In a CT, the induced secondary current:

|3 ~ —(Np/Ns)lp
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(neglecting magnetising current), forcing the net B toward zero everywhere in the core, even for a
slightly eccentric conductor. In practice, however, any residual voltage on the secondary winding
causes a finite magnetising current, and the local B—H trajectory will follow the non-linear curve of
Figure 8.11. When a portion of the core intercepts a higher flux density due to conductor eccentric-
ity, that sector may enter the knee region earlier, distorting the ratio at large currents or with elevated
secondary burdens.
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Figure 8.11: Typical B—H curve for grain-oriented silicon steel. Below the coercive field Hc the relationship is quasi-linear; near
the knee the incremental permeability falls sharply, and beyond Bs the core saturates.

At high frequencies potentially an additional mechanism appears: the eccentric primary conductor
forms an asymmetric capacitance to the secondary winding. The resulting displacement current in-
troduces an internal common-mode voltage that is not fully cancelled by the CT feedback network—an
effect sometimes termed electrostatic coupling imbalance. Certain high accuracy CTs therefore bond
the secondary terminals with a short, equipotential strap to equalize this capacitance.

8.5.2. Experimental Evaluation

A piece of magnetically and electrically neutral plastic is used as a centring fixture (Figure 8.12) inserted
between the bus-bar and the CT aperture. Two configurations were compared:

1. Centred: bus-bar concentric;
2. Eccentric: bus-bar placed at the bottom of the CT aperture.

Figure 8.12: Laboratory arrangement for the positioning study. The non-magnetic fixture holds the bus-bar in the middle of the
CT core (centred configuration). For the eccentric test the spacer is removed from CTA and the conductor is placed against the
bottom of the aperture wall.
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To assess the influence of primary conductor positioning on CT performance, the secondary-to-secondary
current ratio between CT A and CT B was measured for both centred and eccentric bus-bar placements.
As shown in Figure 8.13, no statistically significant difference was observed between the two config-
urations over the entire frequency range up to 150 kHz. All measured deviations remained within the
stated measurement uncertainty, even at the highest investigated frequency.
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Figure 8.13: Secondary-to-secondary current ratio error between CTA and CTB for centred (bus-bar concentric) and eccentric
(bus-bar against the aperture wall) scenarios. Results demonstrate no statistically significant influence of conductor centring
within the measurement uncertainty up to 150 kHz.

These findings indicate that, for the current levels (<10 A) and burden values (110 mQ) employed in this
study—where secondary voltages remained well below 0.5 V—the mechanical centring of the primary
conductor does not measurably affect the accuracy of secondary-to-secondary CT ratio measurements.
In other words, sub-millimetre alignment of the bus-bar within the CT aperture is not required to achieve
part-per-million (ppm) accuracy under typical medium-voltage CT calibration conditions.

In addition to the mechanical positioning effects, capacitive coupling between the primary conductor and
the secondary windings can also introduce errors, particularly at high frequencies. As described in [68],
the voltage-induced leakage current in a shielded high-voltage cable can be modelled as ljggx = wCV,
where C is the capacitance, V the voltage between conductor and shield, and w the angular frequency.
This mechanism results in a voltage-dependent complex ratio error in the current transformer, given
by:

VvV .

e(V) = oJCI— singp (8.6)
p

where ¢ is the phase angle between the current and the leakage path.

Although the present experiments maintain low secondary voltages, it is important to note that at higher
frequencies, even small capacitances can couple displacement currents. This effect may introduce
additional ratio errors via capacitive coupling between the primary conductor and the CT secondary
winding. However, under the measurement conditions used in this study, with low applied voltages and
moderate current levels, no measurable impact was detected. Nonetheless, this phenomenon should
be carefully considered in high-voltage or high-frequency calibration environments, where elevated
voltages and higher capacitances could result in non-negligible ratio errors.

Implications for Calibration Practice

For practical calibration work, these results greatly simplify the mechanical requirements of industrial
and laboratory set-ups. Standard mechanical fixtures that position the primary conductor within a few
millimetres of the aperture centre are sufficient to ensure high-accuracy calibration, provided that sec-
ondary voltage remains low and no large voltage gradients are present. This reduces complexity and
setup time while maintaining traceable accuracy for CTs in medium-voltage applications.
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8.6. Mutual Proximity of Two CTs

When two CTs share the same primary conductor during comparison, mutual inductance and stray
capacitive coupling between their cores and compensation circuits could, in principle, affect the mea-
sured ratio. The transformers used in this study incorporate a grounded metal shield, which should
suppress external flux linkage; nonetheless, an experimental check was performed. However, this
effect cannot be isolated to a single CT. As a result, it is necessary to assess the impact using a
primary-to-secondary ratio measurement, which is inherently less sensitive to investigate effects than

the secondary-to-secondary method.

Figure 8.14 compares the primary-to-secondary ratio of CTA for both geometries. The maximum devi-
ation is just within uncertainty across the full 50 Hz—150 kHz band.
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Figure 8.14: Influence of CT proximity on ratio error for CT A. In the baseline scenario the CTs are spaced 30 cm apart, in the
alternative scenario the CTs are spaced 3 cm apart. At higher frequencies there appears to be some coupling between the CTs,
which affects the ratio between them. At lower frequencies, no systematic trend with spacing is observed, confirming the
efficacy of the grounded shield in suppressing mutual coupling.

In conclusion, the observed effects of mutual proximity between current transformers are strongly de-
pendent on the specific CT design. The CTs employed in this study feature an engineered grounded
shield, which to some extent suppresses external coupling and minimizes proximity effects. However,
many commercial or customer-supplied DUT CTs may lack such shielding, making them more suscep-
tible to errors from mutual inductance and stray capacitance when placed in close proximity during
calibration. This consideration is particularly important when evaluating or calibrating client CTs, as
unshielded designs could exhibit more pronounced proximity-induced errors. However, spacing them
apart further, increases the possibility of capacitive leakage currents from the primary conductor to
ground, which makes the measured currents between the CTs not identical. A balance should thus
be reached between spacing the CTs far apart, possibly having them not measuring the same primary
current, and placing them next to each other, likely introducing capacitive coupling between the CTs.

For all measurements in this work, a spacing of 30 cm between CTs was maintained, which proved
adequate for the shielded models tested. Nevertheless, for CTs without dedicated shielding, or in
cases where even higher accuracy is required, greater separation is recommended. Future work should
further investigate the influence of proximity effects on these and other CTs, or investigate introducing
an equipotential plate between the CTs.
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Interpretation and Conclusions



Uncertainty

A comprehensive uncertainty budget was constructed following the principles and practices outlined in
the Guide to the Expression of Uncertainty in Measurement (GUM) [51]. The objective is to quantify the
total measurement uncertainty associated with CT ratio error evaluation using both the secondary-to-
secondary and the primary-to-secondary methods. These budgets in essence summarize the results
of previous analysis sections, providing an overview of all relevant uncertainty contributions across the
frequency range of interest.

Table 9.1 summarizes the expanded uncertainty (k = 2) contributions for the secondary-to-secondary
current comparison approach, in which the device under test CT is directly compared to a reference
CT. It should be emphasized that the uncertainty figures reported here do not include the uncertainty
of the reference CT’s own calibration, as the creation and traceable characterization of a broadband
reference CT remains ongoing work. This method leads to a lower uncertainty compared to the primary-
to-secondary measurement, as many of the sources of uncertainty drop out when comparing two sec-
ondary currents, especially when using the interchanging technique.

Table 9.1: Uncertainty budget for the secondary-to-secondary current CT-ratio measurement system. All entries are expanded
uncertainties (k = 2) in ppm.

Source of uncertainty 50Hz 10kHz 150kHz
Shunt temperature drift (Subsec 7.1) 0.5 0.5 1.0
Measurement noise (Subsec 7.2) 3.0 3.3 10.8
Intra-day repeatability (Subsec 7.3) 3.1 3.4 96
Grounding/interference (Subsec 8.2) 4.0 ~5 ~10
Instrument quantization (Subsubsec 8.3)' 3.8 3.8 3.8
Combined expanded uncertainty U; (k=2) 7.0 7.9 97

Table 9.2 details the uncertainty budget for the primary-to-secondary current comparison method, which
can be adapted for the absolute calibration of a reference CT. Here, the secondary current is compared
to a direct measurement of the primary current using the ammeter’s internal shunt. This method inher-
ently introduces additional sources of uncertainty, such as shunt gain calibration and quantization.

Table 9.2: Uncertainty budget for the primary-to-secondary CT-ratio measurement system. All entries are expanded
uncertainties (k = 2) in ppm.

Source of uncertainty 50Hz 10kHz 150kHz
Combined expanded uncertainty (secondary-to-secondary method) 7.0 7.9 97
Instrument quantization (Subsubsec 8.3) 1.9 1.9 1.9
Different shunt temperature drift 2.0 2.0 10.0
Instrument calibration (gain) 5.0 5.0 50.0
Combined expanded uncertainty U; (k = 2) 9.0 9.7 110
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At low frequencies (50 Hz), the secondary-to-secondary method achieves a combined expanded un-
certainty of 7.0 ppm. The same method maintains sub-10 ppm uncertainty up to 10 kHz. At the upper
frequency limit (150 kHz), uncertainty increases, to 97 ppm, which in part can be attributed to the larger
intra-day repeatability, which is presumed to be related to the ratio difference between the CTs 2.

For the primary-to-secondary method, which becomes necessary for reference CT calibration or when
no suitable reference CT exists, the combined expanded uncertainty increases: from 7.5 ppm at 50 Hz
to approximately 110 ppm at 150kHz. The larger uncertainty at high frequencies is mainly driven by
shunt mismatches and instrument calibration.

It is important to emphasize that in both cases, the expanded uncertainty remains below the observed
CT ratio error deviations (e.g., up to 3000 ppm at 150 kHz for the DUT CT), providing ample sensitivity
to detect and quantify high-frequency CT performance limitations. The uncertainty analysis presented
here validates the suitability of the measurement setup for both high-accuracy relative measurements
(secondary-to-secondary) and possibly primary-to-secondary calibrations.

2The source of why intra-day repeatability gets worse with increasing frequency has not been investigated. However it is
known that at higher frequencies, temperature, capacitances, cable positioning and more, play a bigger role, leading to increased
uncertainty in the measurement.
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Discussion and Conclusion

This thesis has presented the development and evaluation of a streamlined calibration methodology for
current transformers suitable for applications up to 150 kHz. The approach replaces the more traditional,
complex calibration setups with a system based primarily on a high-accuracy digital sampling ammeter
(power analyser) for direct ratio measurement of CT secondary currents. This simplification not only
reduces system complexity and setup time but also enables a wider measurement bandwidth than
previously attainable with established methods.

The implemented calibration system achieved an expanded measurement uncertainty (k = 2) of ap-
proximately 10 ppm for frequencies up to 10kHz. This represents an improvement over the 50 ppm
uncertainty previously reported with the same equipment. For frequencies above 10 kHz and extending
to 150 kHz, the measurement uncertainty remained below 120 ppm.

Throughout the course of this research, several key operational parameters and configuration choices
were investigated for their impact on both accuracy and repeatability. Notably, it was determined that
the digital sampling ammeter requires a warm-up period of at least 30 minutes to ensure thermal stability.
This step is essential to limit temperature-induced gain drift, with measurements indicating that such drift
can be contained to within 1 ppm following warm-up. Additionally, the chosen measurement protocol,
a data acquisition duration of 10 seconds per frequency point, was found to keep the contribution of
random sampling uncertainty below 5 ppm up to 20 kHz. To further ensure stability and reproducibility,
a daily reference measurement is advised, enabling correction for any slow drift or temporal changes in
laboratory conditions. While this daily reference approach is not strictly necessary for every application,
it provides a practical safeguard in environments where high accuracy is required.

The effect of grounding arrangements was also systematically examined. Establishing a single-point
ground at the power analyser, and grounding the CT secondary circuits, was found to produce a mea-
surable change of approximately 4 ppm at frequencies up to 100 Hz. No significant differences were
observed at higher frequencies, suggesting that earth-loop effects are primarily a concern at power
frequency. Nevertheless, proper grounding was adopted as a standard procedure for all subsequent
experiments to maximize repeatability and minimize susceptibility to common-mode noise. Future re-
search could focus on further dissecting the causes of observed earth-loop currents. For example,
by measuring earth currents at various secondary current levels or temporarily disconnecting internal
compensation amplifiers to isolate their influence.

The selection of the shunt resistor value for measuring secondary current is another consideration. In
this study, a value of approximately 110 mQ was employed. While this resistance is relatively high
for CT calibration (as it increases the CT’s voltage burden and associated magnetization losses), it
was chosen as a compromise between minimizing power loss and achieving manageable averaging
times for uncertainty. Considering that the impedance of typical secondary-side cabling can approach
1Q at 150 kHz for just a meter of twisted pair, the selected value remains practical. Although the
electronically compensated CTs evaluated here demonstrated negligible sensitivity to cable type, it
should be recognized that other CT designs, particularly conventional iron-core types, may exhibit
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greater sensitivity to cable geometry, length, and material. Future work could investigate alternative
cabling solutions, such as short lengths of Litz wire, to further reduce high-frequency impedance and
maintain calibration integrity.

The physical arrangement of the measurement setup, including the positioning of the primary conductor,
was also evaluated. Within the range of configurations tested, no significant influence on measurement
results was detected. However, capacitive coupling between the primary and secondary circuits, espe-
cially at elevated voltages and frequencies, remains a potentially important effect that warrants further
investigation in future studies, particularly as CTs are generally connected to a voltage bearing primary.

The influence of mutual proximity between current transformers was also examined, with respect to the
shielding and potential coupling effects. The CTs used in this study were engineered with dedicated
grounded shields, which, according to the experimental results, were probably effective in suppress-
ing mutual capacitive coupling. It is however difficult to quantify this effectively, as the secondary-to-
secondary measurement technique does not work in these circumstances. When the CTs were spaced
as closely as 3 cm, deviations within the measurement uncertainty were observed, primarily at the high-
est frequencies tested. For all measurements, a spacing of 30 cm was maintained.

However, it is important to note that these findings are highly dependent on the CT design. Many
commercial or customer-supplied CTs may lack such external shielding, making them more sensitive
to proximity-induced errors. In unshielded CTs, close placement could lead to measurement bias due
to coupling. Conversely, spacing CTs too far apart increases the risk of capacitive leakage currents
from the primary conductor to ground, which can introduce errors due to the CTs no longer sensing
identical primary currents. Therefore, a balance must be struck between reducing mutual coupling and
maintaining accurate primary currents between CTs. Additionally, the use of equipotential plates or
further shielding could be explored in future work to reduce proximity effects. These considerations
should be addressed when calibrating or evaluating DUT CTs, as the effect could be beyond the levels
observed using the CTs used in this work.

A methodological contribution of this thesis lies in the development and implementation of an improved
signal parameter estimation algorithm. In this work, an interpolated DFT technique, was adopted and
compared to common alternative approaches. This algorithm, as presented in Chapter 5, allows for
improved accuracy estimation of frequency, amplitude, and phase even when the test signal frequency
does not coincide with a discrete FFT bin, as compared to ’just’ selecting the highest bin in the frequency
spectrum. All algorithmic steps and processing windows were benchmarked and validated for this
application, including comparison with conventional FFT methods, and the computationally intensive,
resampling algorithms. A comparison was conducted, both in simulation and with experimental data,
to evaluate the performance of various signal analysis approaches. The application of this algorithm to
broadband CT calibrations represents a contribution, offering an alternative, practical method to further
simplify and validate existing measurement methods.

In summary, the results of this thesis demonstrate that modern digitally assisted techniques, combined
with thoughtful consideration of practical implementation details, can enable high-accuracy CT calibra-
tion at frequencies up to 150 kHz. This work provides a foundation for future expansion of traceable
CT calibration services, and highlights several avenues for further research, including detailed stud-
ies on grounding, cabling, and high-frequency effects in both measurement and real-world application
contexts.
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Appendices




Power Analyser Characterization

A.l. Introduction

In this chapter, the YOKOGAWA WT5000 is characterized in terms of its amplitude and phase accuracy
across its measurement channels over a range of frequencies. The YOKOGAWA WT5000 serves as
the primary power analyser (PA) in this research and is equipped with seven measurement slots, each
containing an interchangeable power measurement module. Two versions of these modules are used:

* Model 760902, rated for 5A.
* Model 760901, rated for 30 A.

A.11l. Power Measurement Cassettes

Each measurement slot in the WT5000 can accept one of these two types of interchangeable cassettes.
These cassettes include the necessary conditioning circuits, shunt resistors, and anti-aliasing filters
(optional) that feed into the internal Analogue to Digital Converter (ADC) of the WT5000. When installed
in the analyser, each cassette communicates the measured voltage and current signals to the main
system. This modularity allows the PA to handle a wide range of input currents (from milliamperes to
tens of amperes, depending on the cassette specification) and voltages (up to several hundred volts).

This chapter focuses on the relative accuracy of these modules when measuring amplitude and phase.
Although each slot and cassette is designed to meet the high-accuracy specification, slight deviations
exist, particularly at higher frequencies or due to small mechanical and component tolerances. The
following sections describe the experiments performed to quantify these deviations and discuss their
implications for precise power and phase-angle measurements.

A.2. Methodology

To characterize the current transformers (CTs) used in the setup, the amplitude ratio between two
channels is measured, along with the relative phase shift. For instance, if a CTs input registers 2V and
its output registers 1V, the CT can be said to have a transformation ratio of 2:1. Because it is hard to
accurately control the input, definitely for our final goal of

> 1kA

, Itis therefore for our experiment most important that the ratio measurements remain consistent across
the measurement channels. If they are consistent, a known calibrated reference can be used, to char-
acterize the object under test.

Additionally, the phase shift introduced by each CT is of interest. To evaluate both amplitude and
phase characteristics, a function generator provides a sinusoidal signal at a specified frequency to all
measurement slots of the power analyser. Under ideal conditions, every slot would measure identical
amplitude and phase. However, small deviations (ideally 0) typically arise:
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» Magnitude ratio error, expressed in parts per million (ppm).
» Phase difference, expressed in microradians (urad).

Rather than relying on a simple time-domain ratio (which can be influenced by noise and harmonics),
the signals are analysed in the frequency domain. A 0.4 s tumbling window computes the complex
representation of the measured signal at each channel. From this complex vector, both the magnitude
and phase are extracted. The ratio between the magnitudes and the difference between the phases
of different channels can then be computed to quantify the deviations introduced by the measurement
system.

A.3. Experimental Characterization of Relative Phase Accuracy
A.4. Channel-to-Channel Effect

When a single-frequency sinusoidal signal of 50 Hz (3V peak-to-peak) is fed into each channel, the
power analyser exhibits slight variations in both amplitude ratio and phase among the channels. Ta-
ble A.1 summarizes the mean and standard deviation of the ratio and phase difference for three chan-
nels (U2, U3, and U4), using U1 as the reference. Each statistic is calculated over 25 samples, and a
95% confidence interval (assuming normal distribution) is provided.

Table A.1: Comparison of Ratio and Phase Measurements at 50 Hz. U1 Used as Reference for Channels U2, U3, and U4

Channel | Parameter | Mean | Std 95% CI (k=2)
U2/U1 Ratio (ppm) 58 5 [56.0, 60.0]
Phase (uprad) -2 7 [-4.8, 0.8]
U3/U1 Ratio (ppm) 40 6 [37.6, 42.4]
Phase (urad) 5 6 [2.6, 7.4]
U4/U1 Ratio (ppm) | -157 7 | [-159.8, —154.2]
Phase (urad) -1 5 [-3.0, 1.0]

Figure A.1 illustrates the amplitude ratios and phase differences over time. In Fig. A.1a, the ratios
are close to unity (expressed as near 0 ppm deviation), but small deviations are evident. Meanwhile,
Fig. A.1b shows that phase differences are also small but non-zero.
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Figure A.1: Amplitude Ratio and Phase Difference in Time for a Single-Tone Signal at 50 Hz. U1 is used as the reference
channel.

A.5. Frequency Effect

The next step is to characterize how these measurement deviations (i.e., ratio and phase errors) vary
with frequency. The experiment was repeated at selected harmonics and multiples of the nominal 50 Hz
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fundamental frequency:
50, 100, 200, 500, 1 kHz, 2 kHz, 5 kHz, 10 kHz, 20 kHz, 50 kHz, 75 kHz, 100 kHz, and 150 kHz.
At each frequency, the average ratio and phase difference for each channel were recorded. These

measurements allow us to observe how the channel-to-channel imperfections evolve with frequency.
Figure A.2 shows the results of these tests.
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Figure A.2: Amplitude Ratio and Phase Difference as a Function of Frequency, for Harmonics of 50 Hz. U1 Serves as the
Reference Channel. From this it can be Observed that Amplitude Ratio and Phase Difference Error Increase with Frequency.

Phase Differences as Time Delays

Another way to interpret phase difference is by converting it from radians into an equivalent time delay.

For a signal of frequency f, a phase difference A¢ (in radians) corresponds to a time shift At given by
A¢

At= 2 (A1)

Figure A.3 shows an example of phase errors translated into time delays. It can be observed that the
phase difference in seconds, does not increase at the same rate as the frequency increase.
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Figure A.3: Phase Differences Expressed as Time Delays (us) Versus Frequency for Harmonics of 50 Hz. U1 is the reference
channel. Higher frequencies reduce the equivalent time delay for the same angular offset.

A.6. Grid Harmonic Effect

The laboratory environment in which the measurements are taken includes typical power grid cables
crossing the room. These cables can emit magnetic and electric fields at (or near) the 50 Hz fundamen-
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tal of the grid supply, which may introduce small induced voltages or currents in the equipment under
test, thereby affecting the measurement accuracy.

To mitigate these effects, the power analyser (and other equipment) are powered from a 56.9 Hz sup-
ply. This has the practical benefit of shifting any stray fields inside and around the equipment away
from 50Hz. Since we are often interested in equipment behaviour at 50 Hz, this isolation improves
measurement quality.

A.7. Estimating Energy at Nearby Frequencies

To verify that the influence of stray grid frequencies is negligible, an experiment was performed by
injecting a 70 Hz signal from the source while examining the energy at 50 Hz, 53 Hz, and 56.9Hz. A
60s aperture was used, and resampling was performed to properly capture the energy distribution.
Table A.2 summarizes the measured energy components at these frequencies, relative to the total
energy.

Table A.2: Measured Energy at Various Frequencies During a 70 Hz Input Signal (60 s Aperture)

Frequency (Hz) | Energy | % of Total Energy
50 2000 83 ppm
53 2500 104 ppm
56.9 3500 145 ppm
70 2.4x107 99.95 %

From Table A.2, one can see that the unwanted frequency components (50 Hz, 53 Hz, and 56.9 Hz)
are negligible, each being on the order of parts per million. Even with a long 60 s acquisition window,
their levels remain close to the noise floor. The largest extraneous component is at 56.9 Hz (the power
analyser’s own supply frequency), but it is still small relative to the 70 Hz fundamental injection.
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Figure A.4: Frequency Spectrum of a 70 Hz Signal Over a 60 s Acquisition Window. Very Little Energy is Present at 50 Hz,
53 Hz, or 56.9 Hz.

A.7.1. Repeating the Frequency Sweep at 53 Hz

To further confirm whether grid pollution affects the measurement accuracy, the experiment in Sec-
tion A.7 was repeated using 53 Hz instead of 50 Hz. In deciding which harmonics to test at 53 Hz, two
potential approaches were considered:

1. Same harmonic orders as the 50 Hz case: For example, the 100th harmonic at 50 Hz is 50 kHz,
whereas the 100th at 53 Hz is 53 kHz. However, this yields a frequency gap of 3 kHz between
the two tests, potentially complicating direct comparisons.
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2. Match the actual test frequencies as closely as possible: For example, choose h at 53 Hz so
that h x 53 Hz is as close as possible to h’ x 50 Hz from the original test. This reduces the gap

between the two measurement sets.

The second approach was selected to minimize frequency discrepancies. Table A.3 shows the chosen
harmonic orders for 53 Hz.

Table A.3: Choice of 53 Hz Harmonics to Closely Matching 50 Hz Test Frequencies

50 Hz Harmonic | 50 Hz Frequency | Closest 53 Hz Harmonic | 53 Hz Frequency

1 50 Hz h=1 53 Hz

2 100 Hz h=2 106 Hz

4 200 Hz h=4 212 Hz
10 500 Hz h=9 477 Hz
20 1 kHz h=19 1007 Hz
40 2 kHz h =238 2014 Hz
100 5 kHz h=94 4982 Hz
200 10 kHz h =189 10017 Hz
400 20 kHz h =377 19981 Hz
1000 50 kHz h =943 49979 Hz
1500 75 kHz h =1415 74995 Hz
2000 100 kHz h =1887 100011 Hz
3000 150 kHz h =2830 149990 Hz

Figure A.5 shows an example comparison of amplitude ratio measurements at selected 50 Hz and
53 Hz test frequencies. The small observed differences are within the overall uncertainty range and do
not indicate significant additional error due to grid pollution at these frequencies.
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Figure A.5: Comparison of Measured Amplitude Ratio for Harmonics of 50 Hz and 53 Hz. The difference between the two
sweeps is small and within random uncertainty, indicating minimal impact from stray grid frequencies.

A.8. Anti-Aliasing Filter Effect

The YOKOGAWA WT5000 includes an optional analogue anti-aliasing-filter (AA-filter), specified at ap-
proximately 1 MHz, before the Analogue to Digital Converter (ADC). This filter can be enabled or dis-
abled depending on the measurement requirements. To assess its impact, the same harmonic sweep
was performed with the AA-filter either enabled or disabled.
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Figure A.6: Amplitude Ratio and Phase Difference with and without the 1 MHz Anti-Aliasing Filter Enabled. Measurements are
at harmonics of 50 Hz.

Figure A.6 suggests that the AA-filter introduces slight additional deviations in amplitude ratio and phase
compared to the no-filter case, particularly at higher frequencies. The analogue components within the
filter (resistors, capacitors, etc.) each have manufacturing tolerances, which lead to channel-to-channel
differences. Although the anti-aliasing filter may help mitigate high-frequency noise or frequency fold-
ing, disabling it might be preferable in the case where the highest possible amplitude and phase ratio
consistency between channels is desired.

A.9. Time Stability Effect

Finally, the possibility of drift in the power analyser over time is investigated. If the analyser’s internal
components or references shift with temperature or operational time, the channel-to-channel amplitude
or phase accuracy may degrade. To test this, a measurement at multiple frequencies (the same 50 Hz
harmonics from Section A.5) was taken at 0 min, 30 min, and 60 min after powering on the instrument.

Figure A.7 shows the amplitude ratio (U2/U1) at these three time intervals. No significant long-term
drift is observed.
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Figure A.7: Amplitude Ratio (U2/U1) as a Function of Frequency at 0 min, 30 min, and 60 min After Instrument Power-Up.
Harmonics of 50 Hz are Tested.

To quantify the stability, the difference between the amplitude ratio at 0 min and at 60 min was calculated.
If no drift occurred, this difference would be zero for all frequencies. Figure A.8 plots the differences
in both amplitude ratio and phase difference. The largest deviations, which occur around 150 kHz, are
around 13 ppm, and remain within the expanded uncertainty bounds (k = 2) of the PA.
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Figure A.8: Differences in Amplitude Ratio and Phase at 0 min and 60 min After Power-Up. Measurements Are at Harmonics
of 50 Hz with U1 as the Reference Channel. All Differences Remain Within the Standard Deviation.

A.10. Voltage-channel calibration

A.10.1. Experimental procedure
1. A nominal 1 Vs sine wave was synthesised at the 14 discrete frequencies of interest.
2. Each point consists of 10 consecutive 1 s integrations of the power analyser channel 1, averaged
to obtain UPA,i-
3. Simultaneously the same voltage was measured with a calibrated reference meter yielding Uy ;.

For every frequency f;

& =

(ppm),

A= UPA' — Urefi
' A e Uref; Upa,i

where k; is the gain-correction factor to be applied to future measurements of the PA at that frequency.

A.10.2. Results
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Figure A.9: Relative gain error in ppm of the PA Channel 1 voltage module compared to a know reference at different
fundamental frequencies. The peak gain
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f (Hz) Uref (V) | Upa (V) | < (PPm) k

50 1.000006 | 1.000010 [ +4 | 0.999996
100 1.000008 | 1.000010 | +2 | 0.999998
500 1.000011 | 1.000100 | +89 | 0.999911

1000 1.000009 | 1.000150 +141 0.999859
5000 1.000016 | 1.000570 +554 | 0.999446
10000 | 1.000017 | 1.001270 | +1253 | 0.998728
50 000 | 1.000190 | 1.000690 +500 | 0.999501
75000 | 1.000414 | 1.000450 +36 0.999964
100 000 | 1.000717 | 1.000290 -427 1.000427
150 000 | 1.001503 | 1.000300 | -1202 | 1.001203

The error curve (see Figure A.9) peaks at 1250 ppm near 10 kHz. Applying k(f) reduces the residual
flatness error to <50 ppm over the entire band.

A.11. Conclusion

The results presented in this chapter indicate that the YOKOGAWA WTS5000 generally maintains very
low amplitude ratio and phase difference errors across a wide range of frequencies. Channel-to-
channel variations are on the order of a few parts per million in amplitude and a few micro-radians
in phase. Additionally, the effect of grid pollution at 50 Hz is mitigated by powering the analyser at
56.9 Hz, ensuring minimal coupling.

Enabling the anti-aliasing filter does introduce slightly larger deviations, presumably because of minor
tolerances in the analogue filter components. Finally, the analyser demonstrates good time stability:
after a 60-minute warm-up, any drift is within the measurement uncertainty. These characterizations
provide confidence that the PA can be used in precision measurement scenarios requiring high accu-
racy in amplitude and phase ratios, which is important for the rest of this research.



Algorithm Implementations

B.1. Synchronization of ADC

The algorithm presented by Kurten-lhlenfeld [69] provides a systematic approach for synchronizing an
ADC to the fundamental frequency of an unknown continuous periodic signal. It relies on detecting
Discrete Fourier Transform (DFT) leakage and iteratively tuning the sampling frequency. This section
offers a step-by-step guide to implementing the algorithm in a practical digital signal processing setup.
Experimental results are included to demonstrate its performance in both simulation and our testing
environments.

B.1.1. System Setup and Requirements
Before implementing the algorithm, ensure you know the input signal characteristics:

» The bandwidth BW of the signal is known.
» The number of samples n in each analysis window is predetermined.

B.1.2. Initial Conditions for the First Sampling
1. Set the Initial Sampling Frequency

* Choose fs = 2BW (to satisfy the Nyquist condition).
« Initiate ADC sampling at this frequency and collect n samples.
2. Compute the DFT
» Perform a FFT on the n sampled points to obtain the frequency spectrum.

+ ldentify the fundamental frequency f, as the spectral component with the highest amplitude
Aq.

3. Detect Side-Band Leakage

» Measure the amplitudes of the side-bands at f1 — fﬁs and fq + fﬁs denoted as A1_and Aq..
+ Store the values (A4_, Ay, Aq4) in a record vector Ry.

B.1.3. Iterative Frequency Adjustment
4. Adjust the Sampling Frequency fs Based on Side-Band Energy

* If A1+ > Aq_, increase fs by a small step Afs.
* If A4+ <A4_, decrease fs by Afs.
* Update fg < f5 + Afs.

5. Resample the Signal and Recompute FFT

 Collect or resample a new set of n samples at the updated fs.

64
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* Recalculate f1, A1_, A1, and A44, and store them in a record vector R».
6. Check Convergence

+ Compute the difference:

Afy = —fq. (B.1)
. If ¢
|Afy| > 052,
n
reduce the step size (e.g., Afs « Afs/2), resample, and repeat step 4.
. If ¢
|Afy] <0.52,
n

proceed to phase-based fine-tuning.

B.1.4. Phase-Based Fine-Tuning
7. Split the Data Record into Two Subsets

« Divide the n samples into two subsets of equal length:

— Set 1: ny samples
— Set 2: n, samples
8. Compute the Phase Difference

« Perform FFT on both subsets and measure the phase of the fundamental in each. Then

compute:
Adq = dn2 = dn1- (B.2)
9. Compute Frequency Correction

_ Q¢ nqny

Afg = o X fs. (B.3)
10. Loop Until Convergence
afs ¢ (B.4)
fs

where ¢ is a precision threshold (in our case, 1079).

B.1.5. Handling Special Cases
A. Dealing with Interharmonics

* Increase n to improve FFT resolution.
* Introduce randomized variations in fs and re-run the algorithm.

B. Handling Noise and Unstable Signals

» Apply digital filtering before performing the FFT.
» Employ adaptive filtering techniques for more robust frequency detection.
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B.1.6. Experimental Validation
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Figure B.1: Time domain comparison of the original and synchronized sine.
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Figure B.2: Comparison of the original and synchronized sine signals, showing reduced spectral leakage after applying the
algorithm.

The algorithm was tested using both simulation and real-world experiments:
» A 500 Hz bandwidth signal with an unknown 51 Hz fundamental was successfully synchronized.

* In the presence of 50 Hz power-line interference, the algorithm estimated the frequency with an
error of ~ 2 x 1078 in relative terms.

» The phase deviation caused by interference was found to be about -10.6 urad.

These results indicate that the algorithm achieves sub-ppm accuracy, making it suitable for applications
requiring precise ADC synchronization.

B.1.7. Applicability of the Synchronization Algorithm

The algorithm redistributes the signal’s energy in the frequency domain, thereby minimizing side-lobes
and focusing energy at the fundamental frequency. In practical scenarios, this could reduce sampling
artifacts and yield more repeatable measurements. For instance, by aligning frequency bins using a
0.2 s window, the signal amplitude becomes more stable. Figure B.3 shows that, after synchronization,
the signal’s energy is more tightly concentrated around the fundamental peak.



B.1. Synchronization of ADC

le6

—8— Ul Original

2.0
Ul Synced
1.5 /
Q
=
2
5 1.0 1
=]
=
0.5
0.0 ==
T T T T T T
-2 -1 0 1 2 3

(a) Frequency Domain

Phase (rad)

3 1 —&— Ul Original
Ul Synced

|
—
1

-2 4

-3 4

T T T T T T
-2 -1 0 1 2 3

Frequency (Hz)

(b) Phase Domain
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Resampling to include an integer number of cycles (see Figure B.4) reduces discontinuities at window
boundaries, mitigating leakage in the FFT analysis.
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Figure B.4: Time-domain resampled signal at 50 000 Hz.

When a rolling 0.2s window is employed to compute the ratio between two channels, the standard
deviation of that ratio decreases following synchronization. Figures B.5a and B.5b show the amplitude
ratio before and after resampling, and Figures B.6a and B.6b compare phase differences under the

same conditions.
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Figure B.5: Comparison of the magnitude ratio between two channels at 53 Hz.
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Figure B.6: Comparison of the phase difference between two channels at 53 Hz.

Table B.1: Comparison of magnitude (ratio) and phase difference between original and resampled data sets.

Parameter Original Data | Resampled Data
Reference frequency 50000.500 Hz 50000.114 Hz
Mean phase difference (urad) 136 138
Phase difference std. (urad) 7 6

Mean ratio 1.001327 1.001327
Ratio std. 0.000005 0.000005

Across Frequencies

To assess whether resampling meaningfully improves channel-to-channel consistency over a wide
range of input frequencies, we applied the same sinusoidal signal (at varying frequencies) to all four
ADC inputs (U1-U4). Figures B.7a and B.7b show the measured amplitude ratios and phase differ-
ences, respectively, as functions of frequency when U1 serves as a reference channel. The amplitude
ratios lie very close to unity (within 10~ of one another) for all tested frequencies from about 50 Hz to
150 kHz. Meanwhile, the measured phase differences remain below a milliradian in magnitude.
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Figure B.7: Frequency sweep (U1 as reference) results after resampling.

To isolate the effect of resampling, we additionally plotted the difference between the original and re-
sampled data in Figures B.8a and B.8b. These “difference” plots confirm that the resampling procedure
shifts the amplitude ratios and phase differences by only a few parts in 10~ or less. Even at higher
frequencies, where small numerical or interpolation effects might be more pronounced, the deviation
introduced by resampling remains negligible. This implies that, for signals spanning 100 Hz to 100 kHz,
resampling has little impact on the final amplitude or phase measurements.
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Figure B.8: Comparison of original vs. resampled data (difference plots) across different frequencies.

Linear vs. Cubic Interpolation

To explore interpolation effects, a 50 000 Hz sine wave of length 1 s was sampled at 1 MHz. This data set
was then resampled via linear and cubic (spline) interpolation for four channels, each routine repeated
ten times. The average execution times and standard deviations are as follows:

* Linear Interpolation:
— Mean run time: 71.11s
— Standard deviation: 0.38 s
* Cubic (Spline) Interpolation:
— Mean run time: 64.98 s
— Standard deviation: 0.34 s

Although cubic interpolation is inherently more computationally intensive per loop, it converges in fewer
steps (two) than linear interpolation (three), resulting in a slightly shorter overall runtime. Figures B.9a
and B.9b compare the execution-time distributions for both methods.
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Figure B.9: Execution times (10 runs) for linear vs. cubic interpolation.

Accuracy comparisons show negligible differences between the two interpolation techniques in both
ratio and phase estimates. The mean phase difference remains at about 0.000138 rad, with a standard
deviation of 0.000006 rad. Figures B.10 and B.11 confirm that both methods yield virtually identical
frequency and phase responses.
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Figure B.10: Magnitude ratio for linear vs. cubic interpolation.
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Figure B.11: Frequency and phase domain comparison, showing identical outcomes between linear and cubic interpolation
outcomes.

B.1.8. Conclusion

In this work, the synchronization algorithm effectively reduces side-lobe leakage and concentrates the
signal’s energy at the fundamental frequency. Under our test conditions (low noise, minimal highTlenergy
harmonics, and identical signals on all channels), resampling offered limited benefit. Because each
channel saw the same frequency distribution, using channel-to-channel ratios as the main metric did
not reveal significant improvements from resampling.

However, if the signals differ across channels (having different spectral distributions) resampling can
shift each channel’s energy more precisely into the desired frequency band. This would lead to more ac-
curate ratio measurements. Consequently, we will continue comparing original and resampled signals
in future measurements, particularly when the channel inputs are not identical.



Frequency Sweep

This appendix presents the limitations of using a frequency sweep, for characterizing the behavior of
a current transformers and other filters over a broad frequency range in a single experiment. The idea
is to use a continuously varying sinusoidal signal (sweep) that spans the frequencies of interest, in this
case from 50 Hz to 150 kHz, and then sample this signal with a sufficiently high sampling rate (e.g.,
1 MHz) using a power analyzer.

C.1. Definition of a Logarithmic Frequency Sweep

A logarithmic sweep is defined by a time-dependent frequency f(t) that evolves from a starting frequency
fstart to @ stopping frequency fsiop Over a specified sweep duration T. The mathematical form of this
instantaneous frequency is:

fstop % t ln( Ismp )
f(t) = fstart (M) =fsart€®, where a= fi}a" : (C.1)
sta

The instantaneous phase ¢(t) is the integral of the angular frequency 2xf(t). Thus:

t t
o(t) = 27r/ f(r)dr = 27Tfstart/ e dr, (C.2)
0 0
eft—1
— {27Tfstart a ifa#0, (C.3)
27Tfstart t, ifa=0 (i.e., fstart = stop)-

The resulting logarithmically sweeping sinusoidal signal is then given by:
x(t) = sin(o(t)). (C.4)

Figure C.1 illustrates an example of such an ideal logarithmic sweep from 1 Hz to 100 Hz over 1 s.
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Figure C.1: Ideal waveform: Logarithmic sweep from 1 Hz to 100 Hz over 1s.

C.2. Effect of Sampling

While a logarithmic sweep ideally provides a continuous frequency transition from fgy,t to fgtop, SaMpling
can introduce distortions if the sampling frequency is not significantly larger than the highest frequency
component of the signal. This effect can be analyzed following an approach similar to that presented

in [70].

C.2.1. Sampling in the Time Domain
Consider the continuous-time sweep signal:
at _ 4 In(fs‘ﬂ)

fstar\

X(0) = sin(9(0), o) = 2nfyan - ——, a=—

When sampled with a sampling period Tg = % the resulting discrete-time sequence is:

x[n] = x(nTs) = sin(4(nTs)), neZ.
This can be interpreted as multiplying x(t) by a Dirac comb A+(t), yielding:

xs(t) = x(t) A1, (t) = x(t Z&(t—nTs

n=—o0

C.2.2. Practical Observations and Examples

To illustrate these sampling effects, consider a simple logarithmic sweep from 1 Hz to 100 Hz over 15,
sampled at 100 Hz (i.e., only one sample per cycle at 100 Hz near the sweep’s upper limit). Figure C.2
shows the resulting time-domain and frequency-domain plots. Pronounced distortion arises because
the sampling frequency is not sufficiently high relative to the maximum swept frequency.
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Figure C.2: Time-domain (left) and frequency-domain (right) representations of a logarithmic sweep from 1 Hz to 100 Hz over
1s, sampled at 100 Hz.

Next, increasing the sweep duration (from 1s to 10 s) while holding the sampling rate fixed at 100 Hz
changes how the frequency evolves over time. Figure C.3 compares the frequency-domain represen-
tations for these two sweep durations. The 10s sweep distributes the same frequency range over a
longer time, slightly reducing the severity of sampling-induced distortion, yet it does not eliminate it

entirely.
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Figure C.3: Comparison of logarithmic sweeps in the frequency domain for 1s (left) and 10's (right) durations, each sampled at
100 Hz over a 1 Hz to 100 Hz range.

C.3. Implications for this Experiment

In the experiment of primary interest, the sweep extends from 50Hz to 150 kHz over a 60s period,
sampled at 1 MHz. Although the higher sampling rate and longer sweep duration substantially reduce
distortion compared to the earlier examples, some residual distortion remains. This becomes evident
when comparing early and late portions of the sweep (Figure C.4).
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Figure C.4: Time-domain representations of a 60 s logarithmic sweep from 50 Hz to 150 kHz, sampled at 1 MHz. Although
overall distortion is low, artifacts appear.

Figure C.5 shows the corresponding frequency-domain plots. The left panel highlights the primary
frequency range of interest (50 Hz to 150 kHz), while the right panel illustrates the full bandwidth up
to the Nyquist frequency (500 kHz). Within the 50 Hz to 150 kHz band, the sweep amplitude is non-
uniform.
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Figure C.5: Frequency-domain representations of the 60 s logarithmic sweep from 50 Hz to 150 kHz, sampled at 1 MHz. The
left panel shows the transmitted band of interest; the right panel shows the entire spectrum up to 500 kHz. Non-constant
amplitude in the transmitted band indicates residual distortion.

C.4. Conclusion

Logarithmic sweeps provide a practical way to cover a broad frequency range in a single experiment.
However, the choice of sampling frequency and sweep duration significantly affects the fidelity of the
measured signal. When the sweep frequency approaches a sizeable fraction of the sampling frequency,
aliasing and other sampling artifacts can distort the waveform.

Therefore, it was decided to do our experiments at a discrete frequency; this would eliminate most of
the sampling distortion, provide a constant phase, and allow us to average over the one recording of
the same frequency.



Manufacturer Stated Accuracies

Table D.1: Voltage Accuracy Specifications (6-month values; 1-year = 1.5x the reading component)

Frequency Range

Accuracy Specification

DC

i(0.02% of reading + 0.05% of range

0.1Hz <f<10Hz

+(0.03% of reading + 0.05% of range

10Hz <f<45Hz

H_

0.03% of reading + 0.05% of range

45Hz < f < 66Hz

0.01% of reading + 0.02% of range

66Hz <f < 1kHz

0.03% of reading + 0.04% of range

N N e e N—

1kHz < f <10kHz

0.1% of reading + 0.05% of range) + 0.015 x % of reading (if 10 V range or less)

10kHz < f < 50kHz

0.3% of reading + 0.1% of range)

50kHz < f < 100 kHz

0.6% of reading + 0.2% of range)

100kHz < f < 500 kHz

(0.006 x )% of reading + 0.5% of range)

500kHz < f < 1MHz

M| | | | |
N N N N N N N N N

(0.022 x f—8)% of reading + 1% of range)
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Table D.2: Current Accuracy Specifications (6-month values; 1-year = 1.5% the reading component)

Frequency Range

Accuracy Specification

DC

+ (0.02% of reading + 0.05% of range

0.1Hz <f<10Hz

+ (0.03% of reading + 0.05% of range

10Hz <f<45Hz

H_

0.03% of reading + 0.05% of range

45Hz <f < 66Hz

0.01% of reading + 0.02% of range

66Hz <f < 1kHz

N— N N N———

0.03% of reading + 0.04% of range

1kHz <f < 10kHz

0.1% of reading + 0.05% of range)

10kHz < f < 50kHz

0.3% of reading + 0.1% of range)

50kHz < f < 100kHz

0.6% of reading + 0.2% of range)

100kHz < f < 200kHz

(0.00725 x f—0.125)% of reading + 0.5% of range)

200kHz < f < 500 kHz

(0.00725 x f—0.125)% of reading + 0.5% of range)

500kHz < f < 1MHz

H B H | B || R

S\ )\ i\ ) ) e

(0.022 x f—8)% of reading + 1% of range)

Table D.3: Active Power Accuracy Specifications (Power factor 1; 6-month values; 1-year = 1.5x the reading component)

Frequency Range

Accuracy Specification

DC

i<0.02% of reading + 0.05% of range)

0.1Hz <f<10Hz

+ (0.08% of reading + 0.1% of range)

10Hz <f<30Hz

H_

0.08% of reading + 0.1% of range)

30Hz <f<45Hz

0.05% of reading + 0.05% of range)

45Hz <f<66Hz

0.01% of reading + 0.02% of range)

66Hz <f < 1kHz

0.05% of reading + 0.05% of range)

1kHz <f < 10kHz

10kHz < f < 50kHz

0.3% of reading + 0.2% of range)

50kHz < f < 100 kHz

0.7% of reading + 0.3% of range)

100kHz < f < 200kHz

(0.008 x )% of reading + 1% of range)

200kHz < f < 500kHz

(0.008 x )% of reading + 1% of range)

500kHz < f < 1MHz

M| B | | B[ H | | |

I~ N N N N N N N N N

(0.048 x f—20)% of reading + 1% of range)

0.15% of reading + 0.1% of range) + 0.01 x % of reading (if 10 V range or less)

D.1. Corrections in Measurement Accuracy

The overall measurement accuracy is affected by several correction terms. Here we describe three
such corrections:

D.1.1. Influence of Self-Generated Heat (Current Input)
Self-generated heat from the current input can cause additional measurement error. The correction
terms are defined as follows:

* For AC Input Signals:
Aneat, Ac = 0.00002 - 12 (% of reading)
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» For DC Input Signals:

— Current Correction:

Aneat, DC, current = 0.00002 - 12 (% of reading) + 3- 12 (uA)

— Power Correction:

Aheat, DC, power = 0.00002 - 12 (% of reading) + 3- 12 (uA) x U

Here, | is the current reading in amperes and U is the voltage reading in volts. These additional error
components are added to the base current or power accuracy.

D.1.2. Accuracy of Power Factor )
The accuracy with which the power factor (denoted by \) is measured is affected by both a scaling term
and a correction based on the phase error. The relevant correction formula is:

== (A= gaga ) * eoso-cos (o7 ()]

where

» ¢ is the phase difference between the voltage and current,
* ¢g represents the influence from the power factor when \ = 0 (expressed in percent).

This formula indicates that the error in A comprises both a fractional deviation term and a trigonometric
component reflecting phase-dependent effects. The final value is specified to an accuracy of +1 digit.

D.1.3. Accuracy of Phase Difference ¢
Similarly, the phase difference measurement accuracy is corrected using a combination of the previ-
ously explained terms. The representative formula is:

_ 1 A L1 €0
5¢"iH¢"COS <1.oooz>‘+‘°"” (1ooﬂ

where the same symbols apply as in the power factor correction. This expression quantifies the devia-
tion in the measured phase difference (in degrees), again rounded to +1 digit.




Abstract
The increasing integration of renewable energy sources and
power electronic devices is changing the electricity grid, leading
to widespread harmonic and supraharmonic distortions. Accurate
measurement and calibration of current transformers (CTs) up to
the 150 kHz range are essential for reliable power quality
assessment and grid monitoring. However, traditional calibration
approaches are limited in both bandwidth and practicality,
particularly for high-current and high-frequency conditions.
This thesis develops and validates a broadband calibration
methodology for CTs, enabling ratio and phase error
characterization from 50 Hz to 150 kHz using a high-precision
digital sampling ammeter (from a power analyser) as the core
measurement instrument. The proposed system eliminates the
need for auxiliary equipment and thus reduces component count,
ultimately allowing for simplified broadband calibrations. An
uncertainty budget is established with combined expanded
uncertainties (k = 2) for the measurement system of less than
10 ppm up to 10 kHz, and less than 100 ppm at 150 kHz for the
secondary-to-secondary comparison method. This is an
improvement over the previous state of the art for this setup,
which had an uncertainty of 50 ppm and a maximum frequency of
10 kHz. For primary-to-secondary calibration, uncertainties
remain below 110 ppm at the highest frequency, allowing for the
further development of a reference current transformer.
The thesis systematically examines the influence of critical
experimental factors, such as grounding configuration, shunt
selection, conductor positioning, cabling, and measurement
duration, on overall calibration accuracy and repeatability. Key
findings include the importance of instrument warm-up, the
impact of earth-loop currents, and practical considerations for
shunt and cable selection for high-frequency application. The
demonstrated approach provides a metrological foundation for
future implementation of wideband CT accuracy classes and
supports ongoing international efforts to establish traceable
measurement infrastructure for power quality applications.
This work, carried out at the Dutch national metrology institute
(VSL), aims to contribute to the goals of the European ADMIT
project.
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