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ABSTRACT

While radio communication still dominates in 5G, light and radios

are expected to complement each other in the coming 6G networks.

Visible Light Communication (VLC) is therefore attracting a tremen-

dous amount of attention from both academia and industry. Recent

studies showed that the front camera of pervasive smartphones is

an ideal candidate to serve as the VLC receiver. While promising,

we observe a recent trend with smartphones that can greatly hinder

the adoption of smartphones for VLC, i.e., smartphones are moving

towards full-screen for the best user experience. This trend forces

front cameras to be placed under the devices’ screen—leading to the

so-called Under-Screen Camera (USC)—but we observe a severe

performance degradation in VLC with USC: the transmission range

is reduced from a few meters to merely 0.04 m, and the throughput

is decreased by more than 90%. To address this issue, we leverage

the unique spatiotemporal characteristics of the rolling shutter ef-

fect on USC to design a pixel-sweeping algorithm to identify the

sampling points with minimal interference from the translucent

screen. We further propose a novel slope-boosting demodulation

method to deal with color shift brought by the leakage interference.

We build a proof-of-concept prototype using two commercial smart-

phones. Experiment results show that our proposed design reduces

the BER by two orders of magnitude on average and improves the

data rate by 59×: from 914 b/s to 54.43 kb/s. The transmission range

is extended by roughly 100×: from 0.04 m to 4.2 m.

CCS CONCEPTS

• Networks → Wireless access networks; Mobile networks; •

Human-centered computing→Ubiquitous computing; Smart-

phones; Mobile devices.
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Figure 1: Illustration of the proposed through-screen VLC

with Under-Screen Cameras (USC). USC makes VLC on full-

screen devices challenging.

1 INTRODUCTION

While radio communication still dominates in 4G/5G, light and

radios are expected to complement each other in 6G networks. The

key advantage of light-based communication is that it mitigates

the severe issue of spectrum shortage, and its wide frequency band

can be utilized to support a high data rate [14, 15]. Visible Light

Communication (VLC) is therefore considered a key component for

future 6G networks [11], attracting attention from both academia

and industry. The protocols related to VLC have been standard-

ized by IEEE 802.11 and 802.15 Task Groups [1, 22], and by the

International Telecommunication Union (ITU) in G.9991 [24].

While the first-generation VLC systems mainly employ LED as

the transmitter and photodiode as the receiver, recently, cameras

widely available on commodity smartphones are utilized as the re-

ceiver for VLC. So in terms of hardware, both VLC transmitter (i.e.,

LED) and receiver (i.e., smartphone) are already pervasive in our

everyday life without incurring any extra hardware burden. Most

smartphones nowadays have two cameras, i.e., a front camera and

a back camera. Between them, the front camera is considered a

better option to serve as the VLC receiver because during our rou-

tine use of the smartphone, the front camera faces the LEDs in

our surrounding environment most of the time. The communica-

tion modality of LED-to-front-camera can be a good supplement to

existing wireless technologies. Several LED-to-front-camera appli-

cations, such as museum narration, have been proposed in recent

works [21, 27, 29, 57, 60, 61]. Another exciting application is to

transfer sensitive data which needs to be confined within an area

of interest such as a room.

While promising, the growing interest in maximizing the screen-

to-body ratio of consumer devices, such as smartphones and laptops,

has led to the evolution of full-screen designs in recent years [39].

These designs significantly reduce the bezel area occupied by the

front camera and other sensors, making them attractive options

for a wide range of flagship laptops (e.g., Thunderobot T-BOOK
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14), smartphones (e.g., ZTE AXON 20/30/40, Xiaomi MIX4, and

Samsung Galaxy Z Fold 3/4), and even TVs [13, 23]. However, this

trend poses challenges for the adoption of the front camera in

mobile devices as the VLC receiver, as it causes the placement of

the front camera under the screen, resulting in the so-called Under-

Screen Camera (USC).1 Although the under-screen camera design

has little impact on photo and video quality due to a dedicated

translucent screen layer, it severely degrades the performance of

VLC: the transmission range is reduced from a fewmeters to merely

0.04 m, and the data rate is decreased by more than 90%.

We dig deep to identify the causes of this performance degrada-

tion. The first cause is signal attenuation brought in by the translu-

cent screen. The second cause, which is more severe, is the inter-

ference induced by the translucent screen. This translucent part

is still part of the screen, and therefore, the dynamically changing

screen content can severely affect the VLC performance. In this

paper, we ask the following research question: Can we utilize the

camera under the screen for VLC without incurring a performance

degradation?

To make VLC work with under-screen cameras, we must deal

with the two causes of performance degradation. Note that the first

issue is also the main challenge for the original function of camera,

i.e., image and video taking. Therefore, a tremendous amount of

effort has been devoted to addressing this issue. The state-of-the-

art solution uses a small piece of translucent screen on top of the

camera. However, even with the state-of-the-art solutions, we still

observe a significant decrease in signal amplitude [30, 48, 67].

To address this issue, we propose to use Color Shift Modulation

(CSK) instead of conventional ON-OFF modulation. Unlike ON-OFF-

based modulation, color-based CSK modulation utilizes the color

positions, which are much less sensitive to light intensity. Also, by

utilizing color modulation, more bits can be encoded to achieve a

higher data rate.

To address the second issue, we need to tackle multiple chal-

lenges. As cameras on commodity devices such as smartphones

usually have a low image rate, i.e., less than 200 images per second,

to achieve a high data rate, a unique property of camera imaging,

i.e., the rolling shutter effect [6, 16] is utilized. The basic idea is that

within one single image, all the pixels are not captured simultane-

ously but are recorded row by row at different timestamps. We can

therefore zoom in to extract the color of light at the granularity of

row level. When there is no screen on top of the camera, the light

source can be easily identified on the image as the brightness of the

light source area is much higher compared to other areas. When

the camera is under the screen, a lot of other areas also have high

brightness as the screen itself is also a light source. For accurate

demodulation, we need to make sure we are extracting the color in-

formation of LED light but not other areas on the image. Therefore,

the first challenge is how to accurately identify the light source, i.e.,

the LED in the captured images in the presence of strong interference?

To address this challenge, we propose a color compensation

method leveraging an observation of the color composition of the

translucent screen: when CSK-modulated images are converted into

grayscale for detecting the VLC transmitter, the grayscale values

of the red and blue components are lower than that of the green

1It is also referred as Under-Display Camera (UDC) in the literature [28, 42, 45, 67].

component. We thus increase the brightness of the blue and the

red components at captured image, which helps us detect the VLC

transmitter area in the captured image of under-screen camera.

We further apply the vertical averaging scheme to distribute the

same brightness to all three colors. This vertical average scheme

also strengthens the low-frequency data while weakening the high-

frequency noise. The VLC transmitter has the same color for pixels

in a row, while the other area has random colors for pixels in a row.

After this step, the VLC transmitter area is further highlighted. We

can then apply a median filter to remove the background and keep

the identified VLC transmitter for further processing.

Although the LED (transmitter) area is detected, the image still

contains interference from the translucent screen. The second chal-

lenge is how to remove the interference caused by the translucent

screen? We propose two novel steps to address the interference. The

first step is based on the key fact that the translucent screen (the

piece of glass) on top of the camera has a unique design which is

very different from ordinary screens. While ordinary screen has

a much larger pixel area for each pixel point shown in Figure 4,

the translucent screen has a much small pixel area in order to let

more light go through the screen. Because of this design, the image

taken with an under-screen camera has two groups of area, i.e.,

screen-pixel-interference area and non-screen-pixel-interference

area. We thus identify the non-screen-pixel-interference area for

more accurate demodulation. The good news is that the translucent

screen design for each manufacturer is fixed and we just need to

obtain the pixel layout design once for each model of smartphone.

The second step is to identify the optimal pixel point for de-

modulation. This is because due to the slow speed of camera, the

exposure duration can be long enough to have two different colors

from LED. Note that the camera does not show both colors (one

color in the first part and the other color in the second part) but just

shows a mixed color for the row.2 We, therefore, need to identify

the optimal pixel point without color mixing for demodulation. To

solve this problem, we propose a vertical scanning method. The

basic idea is to model the color information as a transition graph.

While mixed colors are on the transition links, the pure colors are

the transition nodes. We can thus identify those nodes with an

obvious direction change for the best demodulation performance.

After we apply the methods described above to identify those

non-screen-pixel-interference area, we still find some interference

leaked from those pixel-interference area and this leakage does

affect the performance. The leakage can cause the color to vary.

So the third challenge we encounter is how to address the leakage

interference to improve the performance.

To solve this challenge, we propose a series of methods. First,

we observe that the color change due to the leakage is not random.

For example, if a red color is interfered by blue color leakage, then

the red color will be shifted to a different color between red and

blue. We can therefore use a line to connect these two colors and

the color only changes along the line. This property enables us to

recover the original color we transmitted even the color is shifted. A

more challenging scenario is that a random screen color leakage can

be on the line connecting two colors used for communication. In

2The camera can be understood as a sensor that integrates incoming light signals
within a specified exposure time window, resulting in a mixed color.
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Figure 2: Rolling-shutter effect principle.

this case, the two colors change following the same line, confusing

the method above to recover the original color. Interestingly, we

find that in this case, while the colors’ absolute values (locations)

are not accurate, the relative information between the two colors

is still reserved, i.e., if one shifted color is further away from the

interfering color, the original color is also further away from the

interfering color. We can thus utilize the relative information for

demodulation.

With the design components, we successfully implement a proof-

of-concept system for the proposed through-screen VLC system

with under-screen camera using off-the-shelf smartphones. Our

system is able to achieve low BER and long transmission range

with under-screen camera for the first time. Below we summarize

our contributions.

• We propose the concept of VLC with under-screen camera

for emerging full-screen devices. We analyze the unique spa-

tiotemporal characteristics of the rolling shutter effect on under-

screen camera. We design a pixel-sweeping algorithm based on

the spatial characteristics of the image/frame captured by the

under-screen camera and identify the sampling points with the

least amount of interference for communication. We further

propose a novel slope-boosting demodulation method to deal

with color shift brought by the leakage interference.

• We build a proof-of-concept testbed and thoroughly evalu-

ate the system performance in different scenarios. The results

show that our system can achieve a maximum throughput of

54.43 kb/s with four LED transmitters and one under-screen

camera receiver. Compared to state-of-the-art solutions, our

methods can reduce the BER by two orders of magnitude on

average, and improve the throughput by 59× (914 b/s vs. 54.43

kb/s). The transmission range is extended from 0.04 m to 4.2 m,

with an improvement of roughly 100×.

2 BACKGROUND

Rolling-Shutter effect. The rolling-shutter effect, which is a fun-

damental property of CMOS sensors commonly used in smartphone

cameras, allows exposure to be performed on a per-row basis [6, 16].

A rolling-shutter camera controls the exposure row-by-row (or

column-by-column), as shown in Figure 2. The first row is exposed

for 𝑇𝑒 and the second row starts being exposed after 𝑇𝑟 . 𝑇𝑟 is a

measure of the time required to capture and transfer image data

from the camera to processor, which is fixed for each camera. Note

8-CSK
16-CSK

R G B

Figure 3: CSK.

Translucent 
Screen Region (TSR)
Tra
Sc
T
S

Screen-Non-Pixel Area

Screen-Pixel Area

Normal Screen Region

SSSSSS

cS

Figure 4: Screen-pixel layout.

that 𝑇𝑟 is usually smaller than 𝑇𝑒 and therefore to fully utilize the

channel, the adjacent exposures are overlapped. In the traditional

rolling-shutter (without the effect of screen), all pixels in a row con-

tain the same modulated information. The strip width (𝑤 ) is defined

as the number of pixel rows occupied by the same color strip in a

captured image. Therefore, the width of the stripe is determined by

𝑤 = 𝑇 /𝑇𝑟 , where𝑇 donates the symbol period. Thus, the higher the

frequency of the transmitted symbol, the narrower the stripes (i.e.,

the less number of rows) with the same color will be in the image.

Standard Color Space. The CIE 1931 chromaticity diagram, de-

veloped by the International Commission on Illumination (CIE),

is a popular representation of the color chromaticity perceived by

the human eye. As shown in Figure 3, the diagram maps all colors

perceivable by human eyes to two chromaticity parameters - 𝑥 and 𝑦
- with the monochromatic light with different wavelengths forming

a line on the periphery of the horseshoe shape.

Color-Shift Keying Modulation. The Color-Shift Keying (CSK)

modulation scheme was proposed in the IEEE 802.15.7 standard

for VLC. It uses three (Red (R), Green (G), and Blue (B)) separate

LEDs to generate white light [63]. By configuring these luminaires

to provide a variety of colors using the mixture of R, G, and B

LEDs, CSK modulates the signal by modifying the output power

combinations of the three colors. A standard color space is used to

define the modulation triangle formed by the operating frequencies

of the red, green, and blue LEDs, as shown in Figure 3. The constel-

lation symbols for 8-CSK and 16-CSK calculated directly from the

specification [63] are marked in Figure 3.

Color-Pulling effect. This phenomenon was reported in a recent

work [62]: the transmitted CSK symbols are pulled closer to the

display color when the screen is illuminated, as shown later in

Figure 6(a). The color-pulling effect has important implications

for CSK-based VLC systems, as it can potentially affect the color

accuracy of transmitted symbols and the overall demodulation

performance of the system.

3 SYSTEM OVERVIEW

3.1 Architecture

Transmitter.We adopt the standard Color-Shift Keying (CSK) modu-

lation [63] at the receiver. The CSK constellation symbols are chosen

inside amodulation triangle that is formed within the standard color

space, as shown in Figure 3, where 8-CSK and 16-CSK constellation

symbols are marked. To transmit CSK symbols, the transmitter

modulates the signal by varying the output power combinations of

the three channels R/G/B of the LED.
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Receiver.We consider a full-screen device (e.g., a smartphone) as

the receiver. It does not have any bezels on its screen to host line-

of-sight sensors such as camera and ambient light sensor. Instead,

full-screen devices introduce a special region on the screen, i.e., a

small Translucent Screen Region (TSR). This region is composed

of translucent substrates and cathodes and is usually placed at the

top section of the screen. The camera is placed directly under TSR,

leading to the so-called Under-Screen Camera (USC) [5, 36, 44,

68]. The TSR is part of the screen and can be lit up to display various

contents. Compared to other screen regions, the translucent screen

region utilizes a translucent cathode material, and the pixel layout

is also redesigned. A common TSR’s structure used by commercial

translucent OLED screens is shown in Figure 4. The TSR can be

further divided into two parts:

• Screen-pixel area: It hosts specially designed R/G/B pixels

that can be lit up to display various contents. A large screen-

pixel area benefits the displaying function of TSR but sacrifices

the imaging quality of under-screen camera as well as the

performance of through-screen VLC.

• Screen-non-pixel area (i.e., the black area in Figure 4): It al-

lows visible light to pass through – but still at the cost of strong

attenuation – to reach the under-screen camera. A large screen-

non-pixel area brings more light to the under-screen camera,

which benefits the under-screen camera’s imaging quality and

the performance of through-screen VLC, but reduces the TSR’s

displaying performance.

Industrial effort has been devoted to optimize the pixel layout to

balance the performance of screen displaying and imaging qual-

ity [2, 53]. The density and size of the screen-pixels in the TSR

have been carefully adjusted to increase the proportion of screen-

non-pixel area in TSR, as shown in Figure 4. However, no matter

how the TSR is designed, it still requires the screen-pixel area to

display content, and the screen-non-pixel area cannot be made fully

transparent. It thus still has large impacts on through-screen VLC.

Next, we present the major impacts.

3.2 TSR’s Impact on USC Communication

As a passive ‘blocker’ (The corresponding solution will be presented

in Section 4.1). The TSR blocks a significant portion of the incident

light. The amount of light that can travel through the translucent

TSR is only 2.9% [67]. This discourages us adopting intensity-based

modulations widely used in state-of-the-art VLC [47, 55, 58]. We

leverage CSK modulation to mitigate this impact since the demodu-

lation of color-based CSK signals does not depend much on signal

strength. Instead, it relies on mapping the CSK signals to the CIE

color space. However, the signal strength attenuation still makes it

difficult to detect the position of the VLC transmitter (i.e., region of

interest) on the image captured by the under-screen camera.

As an active interferer. The pixels in the TSR are light sources,

inducing diffractive blur and color shifts on under-screen camera’s

captured images. This interference can significantly affect the whole

image and lead to a low Signal-to-Interference-plus-Noise Ratio

(SINR) of the captured image.

• Screen-pixel interference (The corresponding solutions will be

presented in Sections 4.3 and 4.4). An under-screen camera, like

traditional cameras, is composed of a lens and a CMOS sensor.

Translucent 
Screen 
Region
(TSR)

Imaging Plane 
of CMOS Sensor

Lens

Under-Screen Camera 
(USC)

Screen-Pixel
Interference
Rendering 
Interference

Screen-Pixel

Figure 5: Illustration of screen-pixel and rendering interfer-

ences, using Green pixel as an example.

Interfered Symbol

Screen Color Point

(b) Blue TSR

Received 
Red Symbols

Received
Blue Symbols

Original
Red Symbols

Ray

(a) Color-Pulling Effect 

Original Symbol

Figure 6: Color-pulling effect caused by the rendering.

Figure 5 is a micrograph illustration of a Green pixel in the

TSR and its mapping to the imaging plane of the under-screen

camera. This illustration is based on the principle of pinhole

imaging [18]. The dashed circle illustrates the interference area

on the camera’s imaging plane, where the interference comes

from the TSR’s Green pixel because this area is exactly under

the Green pixel. We term it as screen-pixel interference, which

maintains the original screen-pixel shape but is larger in size

on the imaging plane. Note that the area of this screen-pixel

interference caused by the TSR’s R/G/B pixels is different, which

depends on the color and size of the pixels in the TSR.

• Rendering interference. On the camera’s imaging plane, there

is also leakage from the TSR’s illuminating pixel, causing ren-

dering interference as denoted by the solid square in Figure 5.

This rendering interference is induced by the diffusion effect

of the screen-pixel. Compared to the screen-pixel interference,

the strength of the rendering interference is weaker, but the

interference area on the camera’s imaging plane is larger.

This rendering interference leads to the so-called color-pulling

effect (cf. Section 2) on the received CSK symbols. When the

screen is lit up, the original color of a CSK symbol will be pulled

closer to the corresponding TSR’s pixel color, as shown in Fig-

ure 6(a). To give an example, let us consider when we send the

red and blue symbols alternately, and the TSR is displaying

blue. We pick some sampling points from the area (on the cam-

era’s imaging plane) that is affected by rendering interference,

and show their color coordinates in CIE1931 in Figure 6(b).

We can see the location of blue light is not affected when the

screen color is blue. However, the received red coordinates are

pulled closer to the blue screen from the original red coordinate,

leading to decoding errors.We will present our solution to this

problem in Section 5.
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Figure 7: Screen diversity: (a) The comparison of translucent

screen region and normal screen region for different manu-

facturers. (b) The interference of different pixel layouts on

images captured by the under-screen camera.

Screen diversity. The TSR designs on different smartphones are not

the same, bringing different levels of impact on through-screen VLC.

Due to patent protection, different manufacturers adopt various

pixel designs and arrangements in the TSR, as shown in Figure 7(a).

These unique TSR designs bring different interference to the im-

ages captured by under-screen camera, as shown in Figure 7(b). In

Section 4.3 (Steps 1 & 2), we will present a solution that can work with

different TSR designs.

Pipeline of our solution. Next, we present how to address these chal-

lenges. First, we propose a method to extract the Region of Interest

from the captured images (Section 4.1). Then, we design a pixel-

sweeping algorithm, including a horizontal scanning module to

address screen diversity issue and remove screen-pixel interference

(Section 4.3) and a vertical scanning module to deal with CSK’s

inter-symbol interference (Section 4.4). Finally, we propose a slope-

boosting algorithm to demodulate the CSK symbols by removing

the color shift caused by rendering interference (Section 5).

4 PIXEL-SWEEPING ALGORITHM

4.1 Region of Interest (RoI) Extraction

To decode data, the prerequisite is to detect the transmitter’s cen-

troid and size – the Region of Interest (RoI) that contains transmit-

ted information – on captured images. Existing methods such as

grayscale threshold-based mask methods [57] and computer vision-

empowered methods [27] do not work well on detecting the RoI

from the CSK-modulated images captured by under-screen cam-

era. The reasons are as follows: 1) When CSK-modulated images

are converted into grayscale, the grayscale values of each color

component are different. The grayscale values of the red and blue

components are lower than that of the green component. Thus, the

mask method does not work in through-screen VLC; 2) The TSR

weakens the overall intensity of the RoI and brings extra interfer-

ence. As a result, the RoI’s contour has more jagged edges and can

be easily submerged in TSR’s display light.

To extract the RoI in through-screen VLC, we propose a new

method as shown in Figure 8. First, we compensate the blue and

red components. Then, we apply a vertical blur filter on the whole

image. The kernel size of the blur filter is at least one stripe width to

average the grayscale between all stripes. To cancel TSR’s impact,

we addmedian and binary OTSU filters [37] to filter out the pixels of

the TSR, allowing us to obtain a smooth contour of the RoI. Finally,

we use a shape filter with a circle area of 4𝜋𝑁𝑟 /𝐶
2
𝑟 , where 𝑁𝑟 is

the number of pixels in the area and 𝐶𝑟 is the length of the area

boundary. When the output of the shape filter is greater than 0.8,

the shape of the detected RoI is regarded as a circle.

4.2 Rolling Shutter on USC: Analysis of the
Spatiotemporal Characteristics

We continue to detect the positions of CSK symbols within the RoI.

We first analyze the spatiotemporal characteristics of the rolling-

shutter effect on under-screen camera.

Spatial characteristics. Compared to traditional rolling-shutter ef-

fect (cf. Section 2), for image captured by the under-screen camera,

which is affected by TSR (Translucet Screen Region), the pixels in

different parts of a row are exposed to different levels of interference

(screen-pixel interference and rendering interference). Figure 9(a)

shows that the pixels are subject to different R/G/B interference

with different intensities. The main reasons are i) the interference

intensities of the screen-pixel interference and the rendering in-

terference are different; ii) the pixel layouts are different due to

screen diversity. This spatial characteristic of the sampling points

of under-screen camera makes it impossible to arbitrarily pick a

pixel from each row to decode the transmitted information.

Temporal characteristics. Due to the uncontrollable read-out du-

ration (𝑇𝑟 ), it is difficult to control the exposure duration (𝑇𝑒 ) of
under-screen camera to synchronize with the transmitted CSK sym-

bols (𝑇 ). As illustrated in Figure 9(b), this results in inter-symbol

interference on both sides of a stripe, caused by the mix of current

stripe and the previous/next stripe. Also, due to different R/G/B

screen-pixel layout designs of TSR in different smartphones, the

total levels of interference induced by screen light on pixels of each

row are different. Thus, for the rolling shutter on under-screen cam-

era, pixels are subject to double interference from the TSR’s display

light and also from the inter-symbol interference. Also, this temporal

characteristic makes the symbol width and the symbol boundary

vague for detection. Therefore, it is infeasible to average the color

values of the entire stripe to decode the transmitted CSK symbol

represented by a stripe.

Based on the above spatiotemporal characteristics, we design a

pixel-sweeping scheme for demodulation including two scanning

modules as shown in Figure 11. Next, we present the details.

4.3 Horizontal Scan in the Spatial Domain

To decode information from the stripes, we should first identify

in a stripe where to sample a pixel that has less TSR interference

in RoI. Compared to pixels in the screen-pixel area, pixels in the

screen-non-pixel area are interfered by the same color (e.g., white

when all R/G/B pixels are lit up) with less intensity. Note that the

light penetration from the screen-pixel area is lower than that from

the screen-non-pixel area [56]. The characteristics of TSR require

higher penetrated light intensity to facilitate under-screen camera

photographing, and thus the ratio of the screen-non-pixel area is

increased in TSR. Thus, we can always find a sampling point that

is not in the screen-pixel area when we scan each row in the RoI,

as detailed below:

Step 1: Obtain the placements of TSR’s R/G/B pixels. We need first

to know the layout of the pixels in the TSR. The layouts from differ-

ent manufacturers mainly differ in the following aspects: location,

shape, and size. We use a one-time calibration to identify the
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Figure 8: Improved RoI extraction mechanism.
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TSR’s R/G/B pixels to handle the TSR diversity challenge: a) For

location, since a screen must light up R/G/B screen-pixels together

to display white color, we first let the TSR display white color

and configure a large exposure period on the under-screen camera

before communication. Since different color screen-pixels have dif-

ferent luminous efficiency, we use a multi-level OTSU threshold

algorithm [32] to obtain the exact position of each screen-pixel for

each R/G/B channel. b) For shape, we find that the final aperture

formed by screen-pixels of different shapes is still approximately

circular due to the isotropy of screen-pixel emission. Therefore,

we unify the minimum circumcircle of the interference range of

each screen-pixel as the standard screen-pixel shape shown in

Figure 10, and identify the circumcircle location using Hough trans-

form method [7]. There are some smaller noise points after Hough

transformation. We filter out the noise points by setting the mean

of all contour radii as the radius threshold and the mean distance

between contour centroids as the distance threshold. c) For size,

we light up the R/G/B screen-pixels in turn, and apply procedure

�-� in Figure 10 to each single R/G/B channel. Finally, we take the

maximum radius of the detected contour as the radius of the R/G/B

screen-pixel. Note that since the relative positions of the TSR and

the under-screen camera are fixed, each smartphone only needs to

perform this calibration procedure once.

Step 2: Establish the correct screen-pixel mask. After obtaining

all the R/G/B screen-pixels, we need to know the current color

of the TSR to establish the correct screen-pixel mask since the

screen’s interference on decoding depends on screen’s displayed colors.

To achieve this, we filter the pixels in the non-RoI by setting a

threshold based on the average brightness level of these pixels, as

shown in Figure 11. This step is necessary to remove the effect

of black image noise. After converting the filtered pixels from the

RGB color space to the standard CIE 1931 XYZ space, we obtain

the screen-non-pixel area color point (𝑥𝑠 , 𝑦𝑠 ) corresponding to the

current color of TSR. We then compare it with the screen color

space used in smartphones [43]. For example, if the screen color

point is on the vertex of the screen color triangle, we only need

to set the screen mask with one set of R/G/B pixels. The sampling

points under the screen-pixels which are not lit up, can still benefit

demodulation. Step 2 presents us more space to pick up better

sampling points in Horizontal scanning.

Step 3: Pick up pixels outside the R/G/B screen-pixel area.We set

the middlemost pixel of the first row of RoI as the origin to start

our scan. We scan each pixel in the row from left to right until one

pixel located outside of the screen-pixel area is identified and this

pixel is selected as the output sampling point. Then we jump to the

closest pixel in the next row and repeat the above scanning process.

Note that when the scanning process reaches the end of a row, we

resume from the beginning of the same row.

4.4 Vertical Scan in Time Domain

According to the Rolling-Shutter effect, the maximum number of

rows in one stripe without inter-symbol interference can be ex-

pressed as 𝑛 = �(𝑇 −𝑇𝑒 )/𝑇𝑟 �, where𝑇 is the period of the transmit-

ted symbol. As shown in Figure 9(b), when �(𝑇 −𝑇𝑒 )/𝑇𝑟 � = 3, there

are at most3 three pure CSK symbols (i.e., red color) in a stripe with-

out inter-symbol interference. However, we can also see that, even

after the previous horizontal scan step, there are still CSK symbols

with mixed colors as shown in Figure 9(b). We therefore need to

pick those CSK symbols with a pure color4 for best communication

performance.

We propose a vertical scan method to identify the pure-color

CSK symbols. Specifically, we model the color information as a

transition graph in Figure 12. The pure colors are denoted as nodes

while mixed colors are denoted as lines connecting the nodes. Note

that without inter-symbol interference, we can obtain the color

transition graph in Figure 12(a) with all the nodes (i.e., pure colors)

clearly separated.When there is more inter-symbol interference, we

have more mixed colors and the color transmission graph is shown

in Figure 12(b). Our objective is to clearly identify the nodes (i.e.,

pure-color CSK symbols) even in the presence of inter-symbol

interference. We show all the possible color transition cases in

Figure 13. We can see that while there exist clear direction changes

at the nodes in the first three cases, there is no obvious direction

change on the color transition graph in Case 4.

As shown in Figure 13, we denote the color change in the 𝑥
coordinate as 𝑓𝑥 , and the change in the 𝑦 coordinate as 𝑓𝑦 . For the
first three cases, we have either 𝑓 ′𝑥 = 0 or (and) 𝑓 ′𝑦 = 0 at the nodes.

In the challenging Case 4, there is no clear direction change at

the transition nodes. However, due to the continuity of the color

changes, we have 𝑓 ′′𝑥 = 0 and 𝑓 ′′𝑦 = 0. We thus leverage these

3When the initial exposure timestamp of the first red stripe is not synchronized with
the symbol’s starting point, the number of pure red CSK symbols is less than 3.
4Here pure color means one of the colors used in our CSK modulation/demodulation
without a mixture of other colors.
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found in vertical scan process.

properties to identify the transition nodes on the graph. We present

an identification result using data collected in our experiment. As

shown in Figure 14, we can accurately identify those transition

nodes. We circle those transition nodes for the first three cases in

green and those transition nodes for Case 4 in red.

5 DEMODULATION

After pixel-sweeping, the original two-dimensional sampling points

in the RoI are significantly reduced to a𝑁×1 sampling points vector,

where𝑁 is the number of transmitted symbols in the corresponding

frame. Even if we have identified the pure-color sampling points for

each stripe, the sampling points are still affected by the color-pulling

effect of rendering interference (cf. Section 3.2).

5.1 Classification of CSK symbols

The received CSK symbols (colors) can be divided into two groups,

i.e., 1) one CSK symbol close to the screen color and 2) other CSK

symbols. For the CSK symbol in 1), we can directly use distance

detection to establish symbol mapping because they are minimally

interfered by the screen. For the CSK symbols in 2), we define the

line connecting the currently displayed screen color point and a

CSK constellation point as a ray. Except for the screen color point,

if there are multiple CSK symbols on a ray, we define this ray as

overlapping ray, and these CSK symbols are regarded as overlapping

symbols on this ray. If there is no overlapping, we can apply slope

detection for demodulation. The slope here refers to the slope of the

ray connecting the currently displayed screen color point and a CSK

constellation point in the CIE1931 standard color coordinate system.

We denote the screen color point and CSK symbol as 𝑢𝑠 = (𝑥𝑠 , 𝑦𝑠 )
and𝑢𝑚 = (𝑥𝑚, 𝑦𝑚), respectively. The slope of ray is then calculated

as (𝑦𝑚 − 𝑦𝑠 )/(𝑥𝑚 − 𝑥𝑠 ).

5.2 Analysis of Overlapping Cases

We take the case of two overlapping CSK symbols (red symbol 1 and

magenta symbol 2) on a ray as an example to illustrate the concept,

and the rest cases–when there are multiple overlapping CSK sym-

bols on a ray–can be deduced by analogy. The final positions of the

two CSK symbols affected by the color-pulling effect of the screen

light are analyzed, as shown in Figure 15. We can first rule out Case

1, as the color-pulling effect can only cause unidirectional move-

ment. Cases 2, 3, and 4, however, are all possible. In Case 2, both

symbols 1 and 2 experience minor interference. In Case 3, symbols 1

and 2 are both subjected to significant interference from the screen.

Case 4 arises when symbol 1 experiences substantial interference

while symbol 2 encounters minor interference. By applying the

pixel-sweeping algorithm, we filter out non-uniform and strong

interference within the screen-pixel area. Consequently, all 𝑁 × 1

sampling points undergo uniform rendering interference, which is

either the same strong or weak, depending on the screen’s bright-

ness. As a result, only Cases 2 and 3 hold true. This implies that the

CSK symbols on the same ray can always be accurately distinguished

under rendering interference. We leverage the relative positions of

these CSK symbols rather than the absolute positions for precise

demodulation. For instance, we can map sampling points closer to

the screen color point in Cases 2 and 3 to symbol 2, and the more

distant points to symbol 1.

5.3 Slope-boosting Demodulation

Motivated by reserved relative position information on the over-

lapping ray, we design a slope-boosting scheme for demodulation.

With the slope of ray, we can correctly demodulate the CSK sym-

bols on non-overlapping rays, and distinguish those CSK symbols

on overlapping rays. The details are as follows:

Step 1: Color classifier. First, we need to obtain the TSR’s color

coordinates in the captured frames. Accurate demodulation of the

overlapping ray using the relative information between CSK sym-

bols can only be achieved with rendering interference of the same

color. To acquire the interference color coordinates in a frame, we

refer to step 2) in Section 4.3 to determine the color of the TSR.

When the screen content changes at a high frequency, the color

transitions within the TSR occur frequently. Consequently, each

frame captured by the under-screen camera may contain multiple

color interferences.5 However, owing to the screen’s row-by-row

scan mechanism [26], we can still detect color changes within the

same frame/image and differentiate the sampling points in an image

affected by different TSR colors.

Step 2: Slope classifier.We denote all preset 𝑀-CSK symbols as

𝑢𝑚 = (𝑥𝑚, 𝑦𝑚), 𝑚 ∈ M � {1, · · · , 𝑀}. If the distance from the

screen color point to preset CSK symbol is less than the threshold

𝑑𝑡ℎ , we determine that this preset CSK symbol is a screen color

symbol, i.e., 𝑢𝑠 = (𝑥𝑠 , 𝑦𝑠 ). The threshold 𝑑𝑡ℎ = 0.05 is determined

empirically that can minimize the decoding errors. All the rest of

the preset CSK symbols are applied with the slope classifier defined

as �
�
�
𝑦𝑚−𝑦𝑠
|𝑥𝑚−𝑥𝑠 |

−
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< 𝑠𝑡ℎ, (1)

where the slope is normalized to prevent slight jitter from causing

severe slope fluctuation due to different distances from each preset

CSK symbol to the screen color origin, and 𝑠𝑡ℎ = 1 is determined

empirically as the slope change tolerance. For the output of the slope

classifier, we have two types of setsA and B. The non-overlapping

5Currently, due to limitations in the output frame rate of USC and refresh rate of the
screen, there are at most two different TSR colors in a single captured frame.
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CSK symbols are stored in A𝑖 , 𝑖 = {1, · · · , 𝐼 }, where 𝐼 ≤ 𝑀 is the

number of non-overlapping rays, and the number of CSK symbols

in A𝑖 is denoted as |A𝑖 | = 1. Also, B𝑗 , 𝑗 = {1, · · · , 𝐽 } stores all
the CSK symbols with at least one overlapping case, where 𝐽 ≤ 𝑀
is the number of the overlapping rays, and |B𝑗 | ≥ 2 represent

the number of overlapping CSK symbols on the ray 𝑗 . When the

slope difference between symbol𝑚 and symbol 𝑛 is smaller than

𝑠𝑡ℎ in Equation (1), the rays formed by the color-pulling effect of

symbol 𝑚 and symbol 𝑛 overlap at ray 𝑗 . Thus, 𝑚 and 𝑛 are put

into the set B𝑗 , i.e., B𝑗 = B𝑗 ∪ {𝑚,𝑛}, otherwise,A𝑖 = A𝑖 ∪𝑚 and

A𝑖+1 = A𝑖+1 ∪ 𝑛.
Step 3: Distance decoder. We denote the input sampling point

sequence as 𝑟𝑙 = (𝑥𝑟
𝑙
, 𝑦𝑟

𝑙
), 𝑙 = {1, · · · , 𝐿}, where 𝐿 is the length of

sequence. The distance decoder is expressed as ‖𝑟𝑙 − 𝑢𝑠 ‖
2 < 𝑑𝑡ℎ .

Thus, all transmitted symbols with least color-pulling effect are

detected. Note that when the color of TSR is detected as black,

all sample point sequences are input into the distance decoder for

demodulation. The optimal minimum distance decoder is calculated

as

𝑟∗𝑙 = arg min
𝑚∈M

‖𝑟𝑙 − 𝑢𝑚 ‖2 , (2)

where 𝑟∗
𝑙
is the decoded symbol.

Step 4: Slope-boosting decoder.We do slope-boosting detection on

all remaining sample points except those processed by the distance

decoder. The optimal slope decoder can be expressed as

𝑟∗𝑙 = arg min
𝑚∈M
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. (3)

If 𝑟∗
𝑙
∈ A𝑖 , then it means that the ray where the demodulated

symbol is located does not overlap, and the sampling point is di-

rectly mapped to 𝑟∗
𝑙
. Otherwise, if 𝑟∗

𝑙
∈ B𝑗 , we put this sample

point into set C𝑗 , i.e., C𝑗 = C𝑗 ∪ 𝑟∗
𝑙
. The sampling points in set

C𝑗 correspond to those sample points falling on the overlap ray

represented by set B𝑗 .

The slope-boosting procedure is shown in Algorithm 1. Based

on Step 1, we can group the CSK symbols interfered by the same

TSR color to increase the number of symbols used for clustering. A

larger number of sample points can improve the decoding accuracy.

6 IMPLEMENTATION

LED transmitter. A snapshot of our implemented transmitter

is presented in Figure 16(a). It includes a full-color LED chip, a

lampshade, an LED driver board, and a control unit. The full-color

LED chip has a maximum power consumption of 5 Watts and a

Algorithm 1 Slope-boosting demodulation

Input: B𝑗 : preset overlapping CSK symbols on ray 𝑗 , C𝑗 : overlapping

sampling points on ray 𝑗 , 𝐾 : the number of clusters, 𝐷𝑚,𝑛 � ‖𝑝𝑚 − 𝑝𝑛 ‖2
Output: 𝑟𝑟𝑟 ∗

Sort C in descending order of | C |

for 𝑗 = 1 to 𝐽 do
𝐾 = | B𝑗 |

while 𝑟𝑟𝑟 ∗𝑗 == ∅ do
𝑒𝑒𝑒𝑖 , 𝑖 = {1, · · · , 𝐾 } with centroid 𝑝𝑖 are obtained by K-means

clustering [4] on the set C𝑗

if 𝐷𝑚,𝑛 > 𝑑𝑡ℎ, ∀𝑚,𝑛 ∈ {1, · · · , 𝐾 } then
𝑟 ∗𝑙 ∈ 𝑒𝑒𝑒𝑖 ← B𝑗 , sort 𝑒𝑒𝑒𝑖 and B𝑗 in ascending order of 𝐷𝑚,𝑛

else if 𝐷𝑚,𝑛 < 𝑑𝑡ℎ then
𝐾 = 𝐾 − 1

maximum brightness of 450 lumen, powered by a 24V DC voltage.

We use a long-strip lampshade with a dimension of 35 cm×160 cm in

our experiment. The shape and length of the lampshades are similar

to the commonly-seen fluorescent luminaires in offices. An Arduino

DUE—a low-cost embedded platform with an 84 MHz processor—is

used as the control unit at the LED transmitter. We leverage three

independent PWM ports of the Arduino DUE to control the full-

color LED separately for generating different CSK symbols. The

LED driver has three transistors (ON MOSFET 20N06L) and three

transistor drivers (TC4420). The PWM ports of the Arduino DUE

trigger the transistors to modulate the full-color LED.

Receiver. The receivers we implement for the through-screen VLC

are presented in Figure 16(b). We use two different models of full-

screen smartphones that are equipped with under-screen cameras,

i.e., ZTE AXON30 and Xiaomi MIX4, both are available in the mar-

ket since late 2021. AXON30 employs an AMOLED screen that

can reach a maximum brightness of 475 cd/m2. MIX4 also has an

AMOLED screen but with a maximum brightness of 903 cd/m2. The

screen refresh rate of the two smartphones both supports 60 Hz and

120 Hz, and use the color gamut of DCI-P3. For both smartphones,

the pixel density of the TSR is 400 pixels per inch (PPI), but the

shape, size, and layout of pixels in the translucent screen regions are

different.We develop an APP to control the displayed color in the

translucent screen region to evaluate the performance of our sys-

tem under different screen colors. The APP can run with Android

4.4.2 and above.

For the under-screen camera, a 16-megapixel front camera and

a 20-mega-pixel front camera are originally used in the AXON30

and the MIX4, respectively. Though the cameras’ resolutions are
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very high which is good for VLC, we cannot obtain sufficient con-

trol/information over/of the cameras from the APIs provided by

the smartphones’ operating systems, such as shutter speed and

output frame rate setting. Thus, we remove the back covers of the

smartphones and replace the front cameras with Raspberry camera

V2 (IMX219), which has 8 million pixels with a pixel size of 1.12 𝜇m
and a cost of around $25. This camera utilizes the Sony IMX series

imaging sensor which is the same as that used in the front cameras

of full-screen smartphones. Note that the schemes and algorithms

we designed here can work with cameras of different quality lev-

els, including the original front camera of the smartphone. We use

Raspberry Pi 4 as our controller to connect the camera because it

can run the OpenCV library and support the CSI-2 interface. The

total power consumption of Raspberry Pi 4 and camera V2 is less

than 1 W. The recorded frames at the Raspberry Pi 4 are transferred

to a laptop for further processing.

7 PERFORMANCE EVALUATION

We evaluate the performance of our proposed through-screen VLC

in various scenarios. We use Bit Error Rate (BER), data rate, and

transmission range as the metrics for performance evaluation.

7.1 Preliminary Evaluation

The default experiment setup is shown in Figure 16(c). We place

the transmitter and receiver with a distance of 1 m in between.

At the transmitter, we adopt the traditional CSK design specified

in the IEEE 802.15.7 standard [63]. The frequency of the PWM

signals is set to 1 MHz to support 5 kHz CSK symbol rate. At the

receiver, the screens are set to 100% full brightness.We configure the

camera V2 to work in mode 7 and turn off automatic exposure/gain

control to capture frames with a size of 640×480 at the highest frame

rate of 200 frames per second (FPS). We set the ISO (sensitivity

of the camera) to the highest value of 1600. We fix the camera

exposure time to 1/5400 s, slightly lower than the period of the

transmitted CSK symbols, which is 200 𝜇s. The read-out duration
of the camera is estimated to be around 10 𝜇s, using the method

presented in [29]. We mainly use AXON30 for evaluation (except

in Section 7.4). To evaluate the performance of our system, we

compare the performance of four solutions:

• Ours: As presented in the previous sections, our solution lever-

ages 𝑖) the proposed pixel-sweeping algorithm to obtain the

pixels that represent each color stripe (cf. Section 4), and 𝑖𝑖)
the proposed slope-boosting detection algorithm to decode the

CSK symbols (cf. Section 5).

• Original: It uses conventional method to sample pixels at a fixed

width instead of our pixel-sweeping algorithm; It also only

adopts conventional minimum Euclidean distance detection for

CSK symbol decoding [21, 66].

• Only pixel-sweeping: It only adopts our pixel-sweeping algo-

rithm to obtain the pixels; For decoding the CSK symbols, it

uses the conventional minimum Euclidean distance detection

method [21, 66] instead of our proposed slope-boosting detec-

tion algorithm.

• Only slope-boosting: It samples the pixels at a fixed width in-

stead of our proposed pixel-sweeping algorithm; It adopts our

proposed slope-boosting detection algorithm to decode the CSK

symbols.

BER results versus screen color. We evaluate the system perfor-

mance under eight different colors of the screen: black,6 red, blue,

green, magenta, cyan, yellow, white. We use our designed APP to

switch the smartphone’s screen color among these eight colors.

The BER results under 8-CSK are shown in Figure 17. We first ob-

serve that without our proposed algorithms, i.e., with the ‘Original’

solution, the BER under all the eight screen colors goes beyond

10−1, which fails the through-screen VLC link. However, with our

proposed solution (‘Ours’), the BER can be as low as 10−4 when

the smartphone’s screen is not lit up (‘black’), and around 10−3

when the smartphone displays other seven colors. An interesting

observation is that among the three colors: red, green and blue, the

BER under the green screen is the highest. This is because in OLED,

the number of green pixels is much larger than that of red and blue

pixels. Therefore, more interference is generated when the smart-

phone displays green color. We observe that the BER under ‘Only

pixel-sweeping’ is lower than the BER under ‘Only slope-boosting’.

Also for both of them, the BERs under different screen colors (ex-

cept ‘black’) are always higher than 10−2. We further evaluate the

system performance when 16-CSK is used at the transmitter. The

results are presented in Figure 18. We can observe that under all

the eight different screening colors, our proposed solution can still

achieve a BER below 10−2.

In the rest of the evaluations in this section, unless otherwise

specified, we use 8-CSK at the transmitter and consider the most

challenging scenario, i.e., the smartphone displays white color (all

the R/G/B pixels of the screen are lit up).

Impact of transmitter size/shape.We next investigate the impact

of transmitter shape and size on the achieved data rate. As shown

in Figure 20(a), we use four lampshades with distinct shapes and

sizes at the transmitter: (i) a circular lampshade with a diameter

of 40 cm (Circle-40cm); (ii) a square lampshade with a side length

of 40 cm (Square-40cm); (iii) a rectangular lampshade with a size

of 30 x 120 cm (Rectan-120cm); and (iv) a rectangular lampshade

with a size of 35 x 160 cm (Rectan-160cm). Figure 20(b) shows the

impact of these lampshade shapes and sizes on the achieved system

data rate. Rectangular lampshades of 160 cm and 120 cm exhibit

a data rate drop when the communication distance exceeds 4 m

and 3 m, respectively, while square and circular lampshades show

a data rate drop beyond 1 m. This is due to the rolling-shutter

effect, as the system’s data rate is significantly influenced by the

number of pixel rows of the light source in the image captured by

the under-screen camera. The smaller the captured light source in

the image, the less information can be decoded at the receiver. The

circular lampshade achieves a slightly lower data rate compared

to the square lampshade due to a smaller light source area. Note

that even when small lampshades (e.g., a circular lampshade with a

diameter of 40 cm) are employed, a data rate larger than 4 kb/s can

still be achieved within a range of 2 m.

Impact of screen brightness and transparency. To avoid the

possible damage to human eyes, smartphones’ screens adopt DC

dimming instead of PWM dimming [12]. Therefore, the brightness

of the screen determines how much interference it causes on the

6This is achieved when the smartphone’s screen is not lit up.
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Figure 17: BER results vs. screen color (8-CSK).

10-4

10-3

10-2

10-1

100

BE
R

Ours Only sweeping Only slope-boosting Original

Figure 18: BER results vs. screen color (16-CSK).

Figure 19: BER results vs. (a) brightness/alpha, (b) TX frequency, (c) TX-camera angle, (d) ambient light, (e) distance.
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Figure 20: System data rate vs. size and shape of the light

source.

transmitted CSK signals. We carry out experiments to evaluate the

effect of screen brightness on through-screen VLC. The BER results

are shown in Figure 19(a). Overall, as the brightness increases, the

BER gradually increases.When the brightness is lower than 50%, the

BER is lower than 10−3. When the brightness is higher than 50%, the

BER is higher but still lower than 10−2. On the other hand, as a well-

known concept in computer graphics, the alpha channel is widely

used to form a composite image with partial or full transparency

[46]. It stores a value between 0 and 1 to indicate pixel translucency:

0 means that the pixel is fully opaque and 1 means that it is fully

transparent. We also evaluate the impact of screen transparency

on the performance of our system by changing the alpha value.

The results are shown in Figure 19(a). We observe that changing

the transparency of a pixel does not affect the color coordinates.

The BERs under red and white screens both gradually decrease

when the transparency increases, while the screen color coordinates

detected do not change. This result is interesting because it means

changing pixel transparency can be equivalent to adjusting screen’s

brightness.

Impact of transmitter frequency. To capture the effect of trans-

mitter frequency (CSK symbols transmitted per second), we vary it

from 1 kHz to 5 kHz at a step size of 1 kHz. Figure 19(b) shows the

BER results when 8-CSK is used. We observe that as we increase

the transmitter frequency, the BER increases. At 1 kHz, the BER is

0; at 2 kHz, the BER is around 10−4; and at 4 kHz, the BER increases

to 10−3. This is because the width of the color stripe decreases with

a higher transmitter frequency. This increases the inter-symbol

interference as it becomes more difficult to distinguish color with

fewer pixels.

7.2 Robustness Evaluation

Impact of angle. We evaluate the robustness of our system when

the receiver is placed in different directions with respect to the

LED transmitter. We fix the distance between the transmitter and

screen to 1 m and vary the relative angle between them. The results

are shown in Figure 19(c). We can observe that the BER maintains

almost at the same level when the angle between the transmitter

and the receiver does not exceed 45°. At the angle of 60°, the BER

increases to around 10−2. The results show that our system can

work well when the transmitter-receiver angle is below 60°.

Impact of ambient light conditions. Next, we evaluate the sys-

tem robustness under different ambient light conditions. Three

ambient light conditions are considered: (1) Darkness (average light

intensity: 2.4 lux); (2) Night with indoor illumination (average light

intensity: 323 lux); and (3) Sunny day (average light intensity: 2540

lux). The impact of ambient light condition on BER is presented in

Figure 19(d). First, we observe that the BER uder all three condi-

tions is lower than 10−2. Thus, the performance of the system is

not affected much by the ambient light level. This is because the

exposure time of the camera is usually set very small to exploit the

rolling-shutter effect of the camera to detect the rapidly changing

stripes. This makes the impact of interference from ambient light

very limited on our system. In addition, even in a bright indoor

environment (sunny day), with our proposed RoI detection algo-

rithm, we can still accurately detect the light source, which further

alleviates the impact on the BER performance.

Impact of distance. Lastly, we evaluate the system robustness

when the transmitter is placed at different distances from the re-

ceiver. The BER results are shown in Figure 19(e). As the incident

light attenuates with distance, a longer distance causes a lower
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signal strength at the receiver. The variance of the cluster formed

by CSK symbols on CIE1931 becomes larger due to the decrease

in SINR. Therefore, the larger the distance, the higher the BER.

However, even at a distance of 4 m, the achieved BER is still lower

than 10−2.

Following the state-of-the-art studies [52, 54], we define the

transmission range as the maximal communication distance be-

tween the transmitter and receiver with a BER below 10−2. The

transmission ranges under different solutions as shown in Figure

21(a). We can observe that in the presence of the translucent screen

that covers the under-screen camera, the ‘Original’ solution can

only achieve a transmission range of 4 cm. On the other hand, by

adopting the proposed pixel-sweeping and slope-boosting detection

algorithms, the transmission range is extended to 4.24 m, bringing

a gain over 100×.

7.3 Dynamic Contents on Screen

Next, we display dynamic contents on the TSR and evaluate the

impact on through-screen VLC. We change TSR’s displayed color

periodically following the order of black, red, blue, green, magenta,

cyan, yellow, and white. We test four content update rates: 1 Hz, 25

Hz, 50 Hz, and 100 Hz, all of which are within the content update

rate range of commonly used APPs.7 The achieved BERs under

different content update rates and different screen refresh rates

are shown in Figure 21(b). We can observe that at all the content

update rates, the BERs are always below 10−2. We note that when

the content update rate is 25 Hz, the BER is slightly higher. This is

because the frame rate of the screen is extremely unstable at 25 Hz.

7.4 Screen Diversity

We also evaluate the system performance with different commercial

smartphones at the receiver. We test two commercial smartphones,

ZTE AXON30 and Xiaomi MIX4, as previously shown in Figure

16(b). The translucent screen regions of the two smartphones have

dramatically different pixel layouts, sizes, and shapes. Also, their

screens differ in maximum brightness. We fix the distance between

the transmitter and receiver as 1 m and measure the BER of the

through-screen VLC link when different smartphone screens are

adopted. The results are shown in Figure 21(c). We can observe that

although there are some performance variations under different

smartphone screens, the BERs are always below 10−2, demonstrat-

ing the effectiveness of our proposed pixel-sweeping algorithm.

Interestingly, we find that the BER under the screen of MIX4 is

7In the experiment, we find that even when we set the screen refresh rate to 60 Hz
and the content update rate to 100 Hz, due to the screen optimization mechanism in
Android OS [3], the phone still displays contents at 60 Hz.

higher than that of AXON30, even when the screen is not lit up

(i.e., ‘black’). We believe this is because MIX4 have a lower light

penetration rate compare to AXON30 due to intrinsic screen mate-

rial and thickness diversity. When smartphones display white color

at full screen brightness, MIX4 causes higher interference to the

captured frames because it has a higher brightness.

7.5 Multiple Transmitters

Finally, we carry out experiments to evaluate the system perfor-

mance under multiple transmitters. The under-screen camera is

a multi-pixel receiver. Therefore, a single receiver with an under-

screen camera can detect the CSK signals from multiple LED trans-

mitters by splitting a captured frame into several slices and detect-

ing the RoI in each slice independently. With multiple transmitters,

the system data rate can be significantly increased. In our evalua-

tion, we test up to four transmitters. We place the transmitters in a

row at a distance of 3 meters from the receiver. A snapshot of the

experiment setup with four transmitters is shown in Figure 22(a).

We test both 8-CSK and 16-CSK. The evaluation results are shown

in Figure 22(b). We can observe that under 8-CSK, the date rates

achieved in our through-screen VLC system can reach 10.59 kb/s,

21.19 kb/s and 42.38 kb/s with one transmitter, two transmitters

and four transmitters, respectively. Under 16-CSK, the maximum

system data rate can go up to 54.43 kb/s with four transmitters.

8 DISCUSSION AND RELATEDWORK

Multi-color screen contents. Our system works well when the

entire Translucent Screen Region (TSR) displays a single color (the

color can change over time), as shown in our evaluation. The TSR

is located at the top of the smartphone and this part usually hosts

the status bar. Thus, the TSR usually only displays a single color at

a time, such as white in many APPs. However, for APPs running

on a full screen such as games, complex contents with different

colors could be displayed in the region. In this case, every single

frame captured by the Under-Screen Camera (USC) is disturbed

by a different color, making decoding more challenging. For this

scenario with multi-color screen contents, one potential solution is

to cancel the effect of the screen color at each single screen-pixel.

We will investigate this in the future.

Through-screen visible light communication and sensing.

Through-screen VLCwas proposed in a recent work SpiderWeb [62].

SpiderWeb discovered the color-pulling effect and proposed a new

modulation scheme termed SWebCSK to address the challenges

brought by the screen. However, SpiderWeb requires the trans-

mitters to know the receiving device’s current screen color and
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Table 1: Summary of LED-to-Camera communication sys-

tems (in the one-transmitter & one-receiver setup).

Name Modulation Throughput Range

VLandmark[40] Binary FSK 10 b/s 1.2 m

RollingLight [29] FSK 90.56 b/s Not Specified

CamCom [41] OOK 15 b/s Not Specified

Seminal[6] OOK 148 b/s 9 cm

ReliableVLC[10] OOK 700 b/s 3 m

IoTorch [20] PWM 2.92 kb/s 1 m

CeilingTalk [57] OOK-PWM 1 kb/s 5 m

ReflexCode [59] GSK 1.07 kb/s 3 m

Martian [8] Prefix code 1.6 kb/s 25.4 cm

ColorBars [21] CSK 5.2 kb/s 3 cm

Our work with USC CSK 13.61 kb/s 4.2 m

optimize its modulation constellation points accordingly, introduc-

ing a large overhead on transmitter-receiver synchronization and

constellation optimization. In contrast, our design does not require

any modifications on LED transmitters, allowing us to achieve a

much higher data rate compared to SpiderWeb. A recent work [35]

also proposed through-screen visible light sensing for fingertip

air-writing. In contrast, our work focuses on through-screen com-

munication with visible light.

Image restoration on under-screen cameras.Under-screen cam-

eras for smartphones have spurred interest in techniques that can

restore images captured by them. A recent work [9] presented a

method to recover dimmed and blurred images by restoring angular

frequencies in the scene. Other works [28, 33, 42, 45, 67] also ap-

plied deep neural networks to handle the blur and low SNR issues

associated with under-screen images. However, these works mainly

addressed the passive interference on the camera induced by the

screen when the screen is off. Instead, our work aims to remove

the impact of active interference from the screen on VLC when the

screen is on, which has never been considered in previous works.

LED-to-camera communication. It utilizes the existing light-

ing infrastructure as transmitters and pervasively available rolling

shutter cameras as the receivers [8, 21, 57, 59]. The work in [57, 59]

investigated a high-order intensity modulation by encoding data

into different luminance levels. ColorBars exploited CSK to improve

the data rates [21]. The data rate using pulse-based optical cam-

era communication modulation methods such as OOK and FSK

does not exceed 4.2 kb/s as shown in Table 1. ColorBars uses CSK

modulation to reach a data rate of 5.3 kb/s, but the communication

distance is only 3 cm. In our work, the dynamic contents on screens

bring unique challenges for realizing through-screen VLC. Still a

higher data rate and a longer communication range can both be

achieved with our designed algorithms.

Screen-to-camera communication. This communication modal-

ity employs images or videos on a standard monitor to transmit

data information [17, 19, 38, 50, 64]. However, these coded images

are typically visible to users, comprising the confidentiality of the

data content. Thus, hidden screen-to-camera communication was

proposed to achieve communication without comprising the confi-

dentiality [25, 31, 34, 49, 51, 65]. In through-screen VLC, the screens

become receivers with cameras under the screen as antennas. Trans-

mitters are those ceiling lamps which are used for both illumination

and communication. We utilize the color information and apply

dedicated signal processing methods to achieve a throughput of

54.43 kb/s and a range of 4.2 m with four transmitters.

9 CONCLUSION

In this paper, we studied how to enable through-screen VLC with

under-screen cameras on full-screen devices such as smartphones.

We identified key challenges associated with the translucent OLED

screen that covers the under-screen camera. We proposed a pixel-

sweeping algorithm and a slope-boosting demodulation method

to address the challenges. Our results from comprehensive exper-

iments demonstrated the feasibility of through-screen VLC. We

envision that our work could stimulate follow-up studies on com-

munication & sensing using under-screen cameras.
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