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Federated Learning With Taskonomy
for Non-IID Data

Hadi Jamali-Rad™, Senior Member, IEEE, Mohammad Abdizadeh, and Anuj Singh

Abstract— Classical federated learning approaches incur
significant performance degradation in the presence of
non-independent and identically distributed (non-IID) client data.
A possible direction to address this issue is forming clusters of
clients with roughly IID data. Most solutions following this direc-
tion are iterative and relatively slow, also prone to convergence
issues in discovering underlying cluster formations. We introduce
federated learning with taskonomy (FLT) that generalizes this
direction by learning the task relatedness between clients for
more efficient federated aggregation of heterogeneous data. In a
one-off process, the server provides the clients with a pretrained
(and fine-tunable) encoder to compress their data into a latent
representation and transmit the signature of their data back to
the server. The server then learns the task relatedness among
clients via manifold learning and performs a generalization of
federated averaging. FLT can flexibly handle a generic client
relatedness graph, when there are no explicit clusters of clients,
as well as efficiently decompose it into (disjoint) clusters for
clustered federated learning. We demonstrate that FLT not only
outperforms the existing state-of-the-art baselines in non-IID
scenarios but also offers improved fairness across clients. Our
codebase can be found at: https://github.com/hjraad/FLT/

Index Terms— Federated learning, non-independent and iden-
tically distributed (non-IID) client data.

I. INTRODUCTION

EDERATED learning is a new paradigm that offers

significant potential in elevating edge-computing capa-
bilities in modern massive distributed networks. While pre-
senting great potential, federated learning also comes with its
own unique challenges in practical settings [1], [2]. Recent
studies focus on systemic heterogeneity [3], communication
efficiency [2], [4], [5], privacy concerns [6], [7], and more
recently on fairness [8], [9] and robustness across the network
of clients [10], [11]. A defining characteristic of massive
decentralized networks is stochastic heterogeneity of client

Manuscript received May 14, 2021; revised October 8, 2021 and January 2,
2022; accepted February 15, 2022. An earlier version of this paper is
presented (and has won the Best Paper Award) at ICLR 2021 Workshop on
Distributed and Private Machine Learning (DPML). (Corresponding author:
Hadi Jamali-Rad.)

Hadi Jamali-Rad is with Shell Global Solutions International B.V., 1031HW
Amsterdam, The Netherlands, and also with the Department of Intelligent
Systems (INSY), Delft University of Technology (TU Delft), 2628 CD Delft,
The Netherlands (e-mail: h.jamalirad @tudelft.nl).

Mohammad Abdizadeh is with Myant Inc, Toronto, ON M9W 1B6, Canada
(e-mail: mohammad.abdizadeh@myant.ca).

Anuj Singh is with the Department of Intelligent Systems (INSY), Delft
University of Technology (TU Delft), 2628 CD Delft, The Netherlands
(e-mail: a.r.singh@student.tudelft.nl).

This article has  supplementary  material
authors and color versions of one or
https://doi.org/10.1109/TNNLS.2022.3152581.

Digital Object Identifier 10.1109/TNNLS.2022.3152581

provided by the
more figures available at

data, i.e., clients possess non-independent and identically
distributed (non-IID) data. Non-IIDness in client data can
be due to several factors, including the following two most
commonly considered aspects: 1) pathological non-IIDness,
where different clients can see different target classes, and
2) quantity skew, where different clients can have imbalanced
number of samples to train on [4]. Li et al. [12] identifies
statistical heterogeneity as the root cause for tension between
fairness and robustness constraints in federated optimization.
McMahan et al. [4], Li et al. [13] investigate the impact of het-
erogeneous data distributions on the performance of federated
averaging algorithm, FedAvg [4], and demonstrate significant
performance degradation in non-IID settings. Several avenues
have been explored in the literature to tackle the problem
of statistical heterogeneity in federated learning settings. Per-
sonalized federated learning tackles data heterogeneity by
forming personalized models for clients via meta-learning
or multi-task learning [12], [14]-[17]. Clustered federated
learning addresses this problem by iterative (or recursive)
assignment of clients to separate clusters based on model or
model update comparisons at the server side [18]-[22]. The
effectiveness of clustering approaches hinges upon the quality
of cluster formation through this iterative assignment process.
Besides, clustered federated learning approaches are sensitive
to initialization, as we will demonstrate later on. More details
on the related work will be provided in the next section.
Inspired by the idea of “taskonomy” [23], we explore the
task relatedness across client data distributions and cast it in
the form of a client relatedness graph. This is accomplished
in a one-off fashion based on contractive encoding of client
data followed by manifold learning (with UMAP) at the server
side. The proposed approach (FLT) can flexibly handle a
range of possibilities in incorporating this client relatedness
graph for federated averaging. It can be used in generic form
as an extension of FedAvg for non-IID data when there are
no explicit clusters of clients with similar data distributions
or, if need be, can be decomposed with hierarchical
clustering (HC) to disjoint clusters and transform into
clustered federated learning. Our main contributions can be
summarized as follows: 1) we propose federated learning with
taskonomy (FLT), which learns the task relatedness among
clients and uses it at the server side for federated averaging
of non-IID data, without requiring any prior knowledge about
data distribution correlations among clients or the number of
clusters they belong to; 2) FLT can flexibly discover generic
client relatedness and an underlying clustered formation in
non-IID scenarios; 3) we empirically show that FLT offers
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faster convergence compared with the existing state-of-the-art
baselines; 4) we provide convergence guarantees on FLT under
common assumptions required for convergence of FedAvg;
5) we demonstrate that FLT outperforms the existing state-
of-the-art baselines across several (synthetic and realistic)
federated learning settings by about 3%, 9%, 2%, and 40%,
on MNIST, CIFAR10, FEMNIST, and a newly introduced
“Structured Non-IID FEMNIST” dataset); and 6) finally,
we show that FLT offers improved fairness (least variance in
performance across clients), besides the improved accuracy.

II. RELATED WORK
A. Federated Learning of Non-IID Data

An early proposition to handle non-IID data in federated
learning was to create a globally shared dataset comprising
a small subset of data from each client [24]. However, the
validity of this approach has been debated from increased
communication costs, privacy, and security perspectives [3].
Li et al. [13] proposed to add a proximal term to local
optimization sub-problems to limit the impact of “variable”
local updates. This problem is phrased as “client drift” in [25],
and a set of control variates are communicated between the
clients and server to correct for this drift. In a somewhat related
context but on different type of data (such as medical), other
studies propose changing the global optimization cost function
or weighting the aggregation at the server side to account for
dissimilarities among data distributions [26]—[28].

B. Personalized and Multi-Task Federated Learning

This line of research tackles data heterogeneity by forming
personalized models for clients via meta-learning or multi-
task learning [14]-[16]. The work presented in [14] extends
multi-task learning to federated learning; however, it relies on
alternating bi-convex optimization which limits its applica-
bility to only convex objective functions. In meta-learning
setting [15], [16], first a single global model is obtained
at the server, based on which each client fine-tunes its
model. However, this global model would not serve as a
good initialization if client data distributions are considerably
different.

C. Clustered Federated Learning

Akin to our high-level approach, two iterative approaches
are proposed in [18] and [19] to assign clients to separate
clusters and train sub-models per cluster. However, several
rounds of communication are required until the formation of
clusters is solidified. More specifically, in [18] per iteration
the cluster sub-models have to be sent to all the other active
clients in that iterations, which is demanding in terms of
communication cost. The clustering methodologies proposed
in [20], [21], and [29] are based on recursive bi-partitioning
with cosine similarity between model updates as metric.
Owing to the recursive nature, their compute and communica-
tion overhead can become a bottleneck in large-scale settings.
A multicenter federated learning approach is proposed in [22]
where clients are clustered based on their model parameter
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differences with randomly initialized cluster-level models.
We argue that model parameters are just an implicit proxy
of client data distributions, whereas our approach directly
exploits the client data itself and distills it into its signature
encoding for clustering. Notably, the approach of [22] is
sensitive to model initialization and also requires prior knowl-
edge about the number of clusters. The cited approaches are
mostly iterative and either slow in convergence or costly from
communication perspective. We instead propose a one-shot
solution based on client relatedness. In a concurrent work,
Dennis et al. [30] focuses on one-shot federated clustering.
After projecting client data onto a selected subspace, the
iterative Lloyd’s k-means clustering [31] is applied and the
outcomes is communicated to the server in a one-shot fashion
for cluster assignment. First, Dennis et al. [30] does not study
the impact of the proposed clustering on downstream federated
learning applications. Besides, linear subspace decomposition
is in practice less efficient than the non-linear (and fine-tuned)
autoencoders we use at the client side. Moreover, our manifold
learning approach with UMAP [32] at the server side has the
potential to approximate the underlying manifold of data in
a more generic fashion as we empirically demonstrate in the
following.

Notation: In the following, we use || X||; to denote norm-/ of
matrix X and |X'| to denote the cardinality of set X'. We denote
the set {1, ..., n} with [n]. We refer to the (i, j)th element of
matrix X as X, ; and its ith row with X;. 1, denotes a row
vector of size n containing all 1s.

III. FEDERATED LEARNING WITH TASKONOMY

In this section, we first formalize the classical federated
learning setting and objectives and then introduce FLT.

A. Preliminaries: Refresher on FedAvg

In a classical federated learning setting, we consider M
clients (in practice, hundreds) with n,, local data samples and
communicate their learning regularly to a central server to
reach global consensus about the whole data composed of
N =3, n, samples. In most prior work, the goal is to solve

M
min f(w) = > puFn(w) e

m=1

where p,, = (n,,/N) is the fraction of the total data client
m sees, and thus, > p, = 1. The local objective F, is
typically defined by the empirical risk over local data F,, =
(1/ny) Z:': , lj(w). Federated learning is conducted in regular
communication rounds (server to clients, and vice versa), and
per round 7 typically a subset of clients S’ are randomly
selected to run stochastic gradient descent (SGD) for a given
number of local epochs. This local updating mechanism
is shown to be more flexible and efficient than mini-batch
methods [33]-[35]. Algorithm 1 summarizes FedAvg [4],
a pioneering method to solve (1) in a non-convex setting. The
protocol is simple: in 7 consecutive rounds, selected client m
runs E epochs of SGD (with learning rate #) on local data
and shares the local model w,, with the server to be averaged
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High-level architecture of FLT. Clients extract their data signature using the agreed ConvAE. They then apply k~-MEANS to further condense their

signatures and transmit k& embedding vectors to the server. The server then applies manifold learning using UMAP followed by a distance metric to form an
adjacency matrix. Finally, HC [36] is applied if formation of disjoint clusters is of interest as shown in Fig. 2.

Algorithm 1 Federated Averaging (FedAvg)

Require: M, T, v°, p,,
fort=0,...,T —1do
Server selects a subset S' of clients M = |S’|).
Server sends w’ to all the selected clients.
for each client m do
for epoche=1,..., E do
| Wy <= Wy — NV Fy (w0,)
end
w£n+1
end
Each client m sends w''! to the server.
Server aggregates w,,s and updates w:

< Wy

t+1 M t+1
w <~ Zm:l DPm Wy,

end

among M participating clients. For the sake of simplicity, the
client participation fraction p =M /M = |S'|/|S| is typically
considered to be constant.

B. Mechanics of FLT

The majority of the clustered federated learning
approaches [18]-[21], [29] enforce a hard membership
constraint on the clients to form disjoint clusters where
every client can belong to only one cluster. In contrast,
we allow for an arbitrary symmetric task relatedness matrix
with the possibility to be reordered and relapsed into disjoint
clusters. To form clusters, these approaches mostly compare
the clients based on their model parameters using a distance

metric (such as L, norm or cosine similarity), which in
practice does not capture the underlying manifold of data
in the model parameter space or any other representation
space. We instead propose a one-shot method for learning the
task relatedness matrix (coined as FLT) that benefits from
manifold approximation (metric learning with UMAP [32])
at the server side before applying a distance metric. In the
following, we delve deeper into the mechanics of FLT.

1) Overview: A high-level sketch of the proposed approach
is depicted in Fig. 1. As can be seen, we consider three
abstraction levels: 1) data level, where data samples live in
R?; 2) encoder level, where a contractive latent space repre-
sentation of client data is extracted in an unsupervised fashion
(samples are nonlinearly projected to R¢); and 3) manifold
approximation level with UMAP, where samples live in R".
The encoder is provided by the server to the clients. This
allows them to apply one-shot contractive encoding on their
local data, followed by k-means on the outcome and return the
results to the server. At the server side, UMAP is applied to
approximate the arriving clients’ embeddings. This is followed
by applying a distance threshold to determine client dependen-
cies and form an adjacency matrix or a client (task) relatedness
graph. If forming disjoint clusters is of interest, we then
use HC [36] to efficiently reorder the adjacency matrix (or
corresponding client relatedness graph) into disjoint clusters
(see Fig. 2).

2) Learning Client (Task) Relatedness: The proposed
approach, FCR, is described in Algorithm 2. The server
broadcasts an encoder G(-) to all the M clients in S. Note
that this can also be an agreement (between the server and
the clients) on using an encoder pretrained on a standard
dataset (without virtually sending it), similar to the case of
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Fig. 2.
reordered on the right).

Algorithm 2 Form Client Relatedness (FCR)
Require: MODE, S, G(-), I'("), k, C
1 Server broadcasts G(-) to all clients in S
2 for each client m in S do
3 | if MODE = fine-tune then
| Client runs F epochs to fine-tune
end
Client computes its own embedding:
gm <~ G(Dm)
Client applies k-means clustering to &,,’s:
My = {uy, ..., ux} < kMEANS(E,)
10 Client sends M,, to the server
11 end
12 Server updates M := {M, ...
13 Server (re)computes
14 Z:={Z,..., Zy} < UMAP(M)
15 Server constructs the adjacency matrix:
Ai,j = minr,s ”ui,r - uj,s”Zv
16 Vi, j € [M] & Vr, s € [k]
17 Server applies thresholding A := I'(A)
18 Server forms C clusters with hiearchical clustering:
19 C:{Cl,...,CC}%HC(AN)
Return: A and C

E-RE-EEE B 7 I

s M}

local models being used by clients in FedAvg. Nonetheless,
this is one-off, and this downlink communication/agreement
does not have to be repeated unless in an exceptional case
where the server decides to change the architecture of the
encoder. Note that extracting the signature of client data based
on an encoder, instead of model weights for instance, is a
key component of FLT, and it is inspired by taskonomy [23].
While being a significant contributor to the performance of
FLT, the fact that in some scenarios this encoder has to
be fine-tuned on the client data can impose an extra bur-
den. On the other hand, since we only consider a simple
convolutional autoencoder (ConvAE) with its frozen encoder
section used for extracting latent embeddings, this fine-tuning
is a straightforward process with negligible added complexity
on the client side. In our experimentation (Section IV), this
model is as simple as the local client models designed for
the downstream task. ConvAE not only helps compressing
the information that has to be sent to the server but also
creates a less noisy representation of the client data. Upon
receiving G(-) clients compute &, := G(D,,), where D,,

Forming C = 5 clusters for a network of M = 25 clients with HC. (a) Adjacency matrix and (b) corresponding client relatedness graph (both

denotes the dataset of client m (€ [M]) and &, denotes its
embedding set of size |D,,|. The elements of &, live in R¢
with e referring to the latent embedding dimension. Even
though &,, is compressed when compared with D,,, it turns
out that it can still be further distilled and yet capture enough
information for our downstream federated learning purpose.
Therefore, each client applies KMEANS(-) on &, and sends
the outcome M,, := {u,..., ux} (a set of size k) back to
the server. The fine-tune mode is provisioned to accommodate
encoders pretrained on a fotally different dataset. In such a
case, clients will be asked to run F epochs of SGD from
their latest state on their most recent dataset. As we will
demonstrate in Section IV, this is to establish that the choice
of dataset for pretraining the encoder is not a bottleneck.

The server then constructs M := {M,,..., My} and
applies UMAP [32] to M and computes Z := {Z, ..., Zy}
with Z,, == {up.1,..., Umr}. Z contains k x M elements each
living in R”, with u being typically 2 or 3. In most prior
work, a distance metric (L, or cosine) is directly applied,
which could be a limiting factor for non-convex risk functions
and incongruent non-IID settings [20]. Instead, in FCR the
server first learns the manifold in which the embeddings live
using UMAP and then applies a distance metric to construct
an adjacency matrix A; ; :=min, [[u;, —ujll2, Vi, j € [M]
& Vr,s € [k], where the minimum pairwise distance among
the elements of Z; and Z; is taken into account. Here, for the
sake of simplicity, we consider a hard-thresholding operator
I' applied on A leading to A, where Ai,j = I'(Aij) =
Sign(A;; — y) with y a threshold value. In practice, y
can be tuned to return best performance in different settings.
If constructing explicit and disjoint clusters is of interest,
the servers apply HC [36] to reorder A into A’ with C
disjoint clusters (diagonal blocks). Finally, the server extracts
cluster membership in C = {Cy,...,Cc} with C.s being a
set of client IDs in cluster c. A flexibility that HC in [36]
offers is to propose the best fitting number of clusters, if the
maximum number of clusters is not specified. A and A" for
a toy setup with M = 25 clients are depicted in Fig. 2: a)
adjacency matrix and b) client relatedness graph. On the left,
the clients are arranged based on their IDs and on the right
they are re-ordered with HC [36] to form C = 5 clusters. It is
noteworthy that this one-shot client relatedness discovery of
FCR can also happen in a few stages, in case all the clients
are not available for cooperation at the initialization stage.
Besides, excluding a few clients from the process (for any
reason) will not impact the performance of FLT.
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Algorithm 3 FLT
Require: S, M, T, W°, p,,
1 Initialize Clustering:
2 A, C < FCR(normal, S, G(-), T'(-), k)
3fort=0,...,7T —1do
4| wi,...,why < W
5 | Server selects a subset S’ of clients
6 | Server sends w!, to all clients m in S
7 | for each client m in S’ do
8
9

for epoche=1,..., E do
| W <= Wy — NV Fy(w0y)

10 end
11 0 < w,,
12 end

13 | Each client sends @’ and J to the server
14 | Server collects W'*! = ['™!, ... o'F"]
15 | Server aggregates and updates W/+!:

16 | Case I) Full adjacency matrix A:

17 W Wt Adiag(pm/ I Amllo)

18 | Case II) Disjoint clusters based on C:
19 w£‘+1 ~ ﬁ ZmECC pmu_)ir;rl’ Ve e [C]
20 VVH'l = [1‘cl|wt1+l,...,1|cc|w2~+l]

21 | {Dynamic Clustering (optional):

22 | Server updates A = [Jy, ..., Om+m];

23 | if >, > 4 or (t mod r = 0) then

24 S« SUM+1,....M+ M}

25 A, C < FCR(fine-tune, S, G(-), I'(-), k)
26 A<~10,...,0], M <~ M+ M

27 | end

28 | }

29 end

3) Clustering Performance of FLT: Let us assume that
the data of each client are generated from a mixture of L
components, where L is the total number of target classes
(labels). The goal of the encoder is to transform the data into
a latent embedding such that separability among data labels is
maximized for clustering. Let us denote the classification error
of the encoder part of the pretrained ConvAE by P{*. For sake
of simplicity, assume that latent embeddings are a mixture of
Gaussian components. In such a case, the following theorem
provides an upper bound on the total clustering error of FLT:

Theorem 1: The clustering error of FLT is upper bounded
by

M L e nl x O—1(pcee 2
Pet;)rtézzzexp(_( m Q2( err )) ) )
where, O represents the Q-function, nfn denotes the total
number of samples with label [ for client m, and e is the
dimension of the latent space.
This demonstrates that by increasing the sample size, the total
clustering error of FLT vanishes, as desired. The detailed proof
can be found in Appendix B-A in the supplementary material.
4) Federated Averaging With Taskonomy: FLT in
Algorithm 3 starts with an initialization stage by calling

the normal mode of FCR. This returns the adjacency (or
client relatedness) matrix A together with an optional cluster
membership set C for the case of disjoint clustering. Next,
the typical T rounds of communication akin to FedAvg will
be run. The server sends across a model corresponding to
each client in the (randomly) selected (time-varying) subset
S' (line 6). Similar to FedAvg, the client participation rate
is defined as p = |S'|/|S|. In case of disjoint clustering,
all the clients in cluster C. will be given the same model
w!. Each client runs F epoch on its local data and sends
back the updated local model w''. The top bar notation
is used to denote client-side models. The server collects
all the local models in W't! [, ..., and
updates them according to two possible cases. The first
option (Case I) uses the full client relatedness matrix A
to benefit from the all the related client models (line 17).
In this case, the server updates the local model weights using
Wit = W' Adiag(pm/l|Amllo). For notation simplicity,
each model parameter set w/! is assumed to be reshaped
into a column vector. The second option (case II) is to
define an update rule per disjoint cluster according to cluster
membership in C. In that case, standard FedAvg will be
applied per cluster (line 19) and the aggregated model of the
cluster, wi,“, will be sent to all the clients in the cluster in
the next round (line 20).

Finally, we reflect on an optional dynamic clustering func-
tionality of FLT in lines 13 and 21-28 of Algorithm 3.
Here, we consider two possible circumstances: 1) the data
distribution of (some) clients varies suddenly or with time,
e.g., new classes are introduced and 2) newcomer clients join
the network. In such cases, the clients can optionally send a
flag of state change (6 := 1) along with their updated model
parameters (line 13) to notify the server of the change in their
data or the state of being a newcomer. The server keeps track
of these flags in A, and once a certain number of clients
have raised such flags (say A clients), it calls for repeating
the cluster formation process. This needs further client coop-
eration and is prone to byzantine attacks. There are two other
possibilities to do this without any client contribution. This can
happen every 7 round as denoted in line 18 or can happen on
the server side, by monitoring client model parameter change
as determining factor, similar to the main clustering approach
of [21] and [22]. In any case, if (e.g. M’) new clients are
introduced and/or some clients have experienced data change,
the server will update S accordingly (line 24) and calls FCR
with MODE set to fine-tune, possibly resulting in a new client
relatedness graph and cluster membership (A, C). The new
clients will then be incorporated in the next communication
round. Another possibility to handle newcomer clients is to
assign them to the existing cluster formation C based on
their distance to the (average) latent embeddings of the clus-
ters, i.e., w.r.t. an averaged representative cluster embedding.
In favor of limited space, these directions are left as our future
work.

5) Convergence of FLT: The following theorem generalizes
convergence characteristics of FedAvg to that of FLT under
same regularity assumptions. A detailed proof of this theorem
is provided in Appendix B-B in the supplementary material.
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Theorem 2: Let Gw(W') = ||[W' — W'=||? represent the
optimality gap for the stationary solution of FLT, where W'
stands for the model parameters in communication round f¢.
Under common regularity assumptions [37], the iterative gra-
dient descent solution for FLT satisfies

ﬁﬁéwwwn

o F(W!) —F(W')
T (213, A])

3)

27 2 2

where the cost function F is assumed to be Ly -smooth,
Iy is the M x M identity matrix, and A and # denote
the row-normalized adjacency matrix and the step size,
respectively.

This theorem proves that akin to FedAvg, the convergence
rate of FLT for a regular cost function is O(1/T) for T
communication rounds. In Appendix B-B in the supplementary
material besides the detailed proof of this theorem, we also
provide a more elaborate convergence analysis for FLT where
extra hyper-parameters such as the number of local epochs E
are incorporated.

1V. EVALUATION

We now present empirical evidence on the impact of the
proposed approach, FLT. We first describe our experimental
setup covering a suite of synthetic and realistic (large-scale)
non-IID scenarios. We then compare the performance (accu-
racy and fairness) of FLT against the existing state-of-the-art
baselines.

A. Experimental Setup

1) Datasets: We opt for image classification task as
our downstream application of federated learning. For
performance evaluation, we use four different datasets:
1) MNIST [38]; 2) CIFARIO [39]; 3) Federated
EMNIST (FEMNIST) of LEAF [40] which is made out
of Extended MNIST (EMNIST) [41]; and 4) and our newly
designed Structured Non-IID FEMNIST. The latter is a
resampled version of EMNIST to assess the performance
in structured non-IID scenarios; see the supplementary
materials for more detailed description of this new dataset.
For experiments on MNIST and CIFAR10, we, respectively,
use 60000 and 50000 samples for training and 10000
for testing. MNIST and CIFARI10 contain ten classes of
handwritten digits and objects with 6000 and 5000 samples
per class, respectively. FEMNIST is a standard federated
learning image classification dataset with 805263 samples
that can accommodate up to 3550 clients. Based on EMNIST
and similar to FEMNIST, we build a new dataset with
(more pronounced) structured non-IID conditions and call it
Structured Non-IID FEMNIST. To do so, we consider the
“balanced” dataset of EMNIST, containing 131600 samples
on 47 classes. We use 112800 for training (2400 samples
per class) and the remainder 18800 for testing. Depending
on the scenarios explained later on, we partition the data into
C =5 or 10 clusters. For experiments on FEMNIST, there is
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no predefined partitioning (or clustering) and we follow the
standard definitions of LEAF [40].

2) Encoders: To investigate the impact of encoder initial-
ization, we also make use of three other datasets: a subset
of CIFAR100 [42] (without any overlap with 10 classes of
CIFARI10), a 20-class dataset composed of CIFARI10 and
10 classes of CIFAR100 (we refer to this as “CIFAR20”),
and Fashion MNIST [43]. More concretely, we evaluate the
performance of the proposed method in two encoder scenarios.

1) Encl: The encoder provided to the clients is pretrained
on a large set of targets that covers the client target
classes. This case is hoping for a holistic encoder on
the server side. More specifically, for federated learning
on MNIST we have used an encoder pretrained on
EMNIST, and for CIFAR10 we use CIFAR20 introduced
earlier.

2) Enc2: The encoder is pretrained on a totally different
dataset, and an initial fine-tuning per client would be
required. This case demonstrates that lacking the holistic
encoder (Encl) is not a bottleneck for FLT. Note that in
this scenario the encoder (ConvAE) is fine-tuned (also
pre-trained) in an unsupervised way and independent
of the downstream federated learning task for J more
epochs based on a mean-squared-error (MSE) loss.
In this case, for federated learning on MNIST we use an
encoder pretrained on Fashion MNIST, and for CIFAR10
we use CIFAR100, which has no overlap with CIFAR10.
For experiments on EMNIST/FEMNIST and Structured
Non-IID FEMNIST, we only considered Enc2 pretrained
on Fashion MNIST.

3) Network Parameters: We consider two model architec-
tures for local client training, a multilayer perceptron (MLP)
and a convolutional neural network (CNN). We use an MLP
with ReLU activation and a single hidden layer of size 200.
We use the CNN of LEAF [40] with two convolutional layers
followed by two fully connected layers. The encoder section of
our frozen ConvAE has two convolutional layers followed by a
single fully connected layer. Note that the encoder is as simple
as the local client model. See the supplementary materials for
more details on model architectures. We set the number of
local epochs to E = 5, and the total communication rounds
to T = 100, unless otherwise mentioned. The local training
is a mini-batch SGD with a batch size of 10 and a learning
rate of # = 0.01. For FLT, the size of the latent embedding
is e = 128 and k in kKMEANS is set to 5. Even though on the
client side k can be adjusted according to the number of client
classes. The number of fine-tuning epochs for Enc2 is set to
J =5, and y = 1. The client participation fraction p = 20%,
unless otherwise mentioned. For HC, we use Ward’s method
for linkage creation [36].

B. Evaluation Scenarios

According to [3] and [4], there are several possible sources
of non-IIDness in client data distributions. Among those, label
distribution skew, or the so-called “pathological” partitioning,
is the most commonly adopted approach in literature. In this
case, different clients will have different class labels, which
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together with quantity skew (varying number of samples across
clients) leads to most destructive impact on FedAvg [44].
We build the following scenarios upon these angles.

1) Scenario 1 [MNIST, CIFARIO]: We consider a network
of M = |S| = 100 clients clustered into C = 5 clusters.
The training data samples will be evenly distributed among
these clients, 600 samples each (500 for CIFAR10), and the
clients in each cluster will have samples only from two distinct
classes. For instance, for MNIST, clients in cluster 1 (C)
will have only samples from digits “0” and “1” and those
in C; from “4” and “7” without overlap with C;.

2) Scenario 2 [MNIST, CIFARI10]: This scenario is the same
as Scenario 1, except that the clients in two different clusters
can have one similar label/class. As an example, for MNIST,
clients in cluster 1 (C;) will have only samples from digits
“0”, “1,” and “2)” and those in C, can have samples from
“2 %3, and “7.” This is to investigate the performance in
less extreme non-IID conditions.

3) Scenario 3 [FEMNIST]: We import the standard FEM-
NIST dataset of LEAF and construct a network of 200 clients
according to train and test data distributions defined in [40].
We run our experiments for a total of 7 = 100, 1000, and
1500 communication rounds. There are no predefined (or
structured) clusters in FEMNIST, and it is up to the federated
learning method to form clusters, if need be. Here, we consider
both the cases in Algorithm 3 and assess the performance of
FLT in the generic form (no clusters, case I) and with C = 2,
3, 5, and 7 clusters (case II).

4) Scenario 4 [Structured Non-IID FEMNIST]: As men-
tioned earlier, we introduced this dataset with the purpose
of imposing (more extreme) structured non-IIDness in FEM-
NIST. To this aim, we impose label distribution skew (across
clusters) and quantity skew following a power law for the
number of samples per client in each cluster, akin to [13].
We consider C = 10 clusters, each containing five distinct
character classes (a total of 12000 data samples per cluster),
except the last one containing two classes (4800 samples),
resulting in a total of 47 classes and 112 800 samples. We also
consider even a larger network than Scenario 3 with M =
2400 clients (240 clients per cluster) for MLP and M =
600 clients (100 clients per cluster) for CNN. Notably, as a
result of our random sampling strategy, the clients in each
cluster will have a random subset of the labels assigned to
that cluster.

C. Baselines and Competitors

1) Baselines: We consider five baselines as described in
the following: 1) FedAvg [4] where a single global model
is trained for the whole network; 2) local where each
client trains its own model with its own local data; and
3) PCA + kM + HC Inspired by [30] (focused on federated
clustering), this method applies linear principle component
analysis (PCA) followed by kMEANS (at the client side) and
HC at the server side. The goal is to illustrate the impact of
the nonlinear encoder (convAE) and manifold learning (UMAP)
components of FLT for discovering task relatedness. iv, v) We
also compare our performance with two of the most recent

TABLE I
TEST ACCURACIES (%= STD. ERROR) FOR SCENARIO 1

MNIST CIFARI10

Method acc. var. acc. var.

FedAvg 82.73+0.38 44.65 33.29+40.47 108.20
Local 97.41+0.16 3.44 79.8140.40 115.35
PCA+kM+HC 83.8240.37 41.13 75.3540.40 589.6
FedSEM 98.01+0.14 2.12 78.2340.41 695.01
FLT (Encl) 97.98+0.14 2.17 87.11+0.33 88.80
FLT (Enc2) 97.97+0.14 2.17 87.1740.33 84.62

state-of-the-art clustered federated learning approaches called
IFCA [18] and FedSEM [22]. Notably, FedSEM already
outperforms other recent baselines such as FedProx [13]
and CFL [20], and thus has been selected as the outstanding
approach. For the sake of reference though, we also report
the result of CFL in Scenario 3. FedSEM constructs multiple
clusters each building its own local cluster-level model. For
each cluster, a virtual cluster center is defined and its parame-
ters are updated in an iterative fashion. The key idea behind
cluster formation is measuring the distance between clients
and virtual cluster center model parameters. IFCA tries to
construct multiple clusters iteratively by alternating between
cluster identification estimation and loss function minimiza-
tion. It starts with initializing model parameters for cluster
centers which are then broadcast to the randomly participating
clients per communication round (a costly communication
overhead). The clients estimate their cluster identity by finding
the model that returns the lowest loss and send their cluster
identity along with the updated model. For both the methods:
1) the number of clusters has to be known a priori; 2) a
good initialization of cluster center model parameters is key
for convergence; and 3) they require several communication
rounds before clusters are formed. We will demonstrate in
Section IV-F that these characteristics can lead to slow con-
vergence and suboptimal performance in structured non-I11D
scenarios.

2) Fairness in Federated Learning: Recently, fairness in
performance has become an important concern in federated
learning. In this context, being “fair” is to avoid dispropor-
tionately advantaging or disadvantaging some of the clients.
Among several interesting approaches to fairness, two recent
ones stand out in the federated learning literature: 1) best
worst case performance [8], [45], and 2) least variance across
clients [9]. We focus on the latter and report the variance of
model accuracies across clients as a measure of fairness.

D. Evaluation Results for Scenarios 1 and 2

Average model accuracies on fest data (and their standard
errors) for Scenarios 1 and 2 after T = 100 communication
rounds are shown in Tables I and II, respectively. These
are accompanied by the variance of model accuracies across
clients which is serving as our fairness metric [9]. For MNIST,
the number of local epochs is set to £ = 1 and for CIFAR10
is set to £ = 5. Note that irrespective of the choice of the
encoder (Encl or Enc2), the proposed method (FLT) achieves



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

TABLE 1I
TEST ACCURACIES (%= STD. ERROR) FOR SCENARIO 2
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TABLE III
TEST ACCURACIES (%= STD. ERROR) FOR SCENARIO 3

MNIST CIFAR10 MLP CNN

Method acc. var. acc. var. Method acc. var. acc. var.
FedAvg 86.0840.35 17.55 52.7740.50 19.18 FedAvg 72.764+0.76  202.61 81.64+0.66 147.03
Local 96.58+0.17 1.81 70.444-0.46 72.29 PCA+kM+HCc=3 71.9440.77 194.75 80.07+068 160.32
PCA+kM+HC 85.4540.35 18.42 61.75+0.49 312.22 IFCA [18] 61.24+084 176.38 81.47+066 118.71
FedSEM 94.1440.23 1.20 73.2640.44 339.39 CFL [20] 65.354+0.81 180.23 76.68+0.73 132.42
FLT (Encl) 97.37+0.16 1.07 79.971+040 146.84 FedSEM [22] 72.45+0.76  185.96  79.99+0.68 156.27
FLT (Enc2) 97.37+0.16 1.07 80.00+0.40 78.66 FLT 74.11+074 171.31 82.1440.65 145.03
FLTc=2 72.83+0.76 175.55 80.53+0.68 150.26
roughly the same performance in terms of accuracy in both the =~ FLT@=3 72.61+£076 18459  79.72+069 170.10
FLTc=5 72.05+0.77 180.32 78.714+0.70 169.22

scenarios. This highlights that our method is reasonably robust
against the choice of the encoder and the fine-tuning idea
(starting from a totally different dataset and finetuning only for
J =5 epochs) for Enc2 is functioning. As can be seen in both
the tables, even with E = 1, the differences between FLT and
FedSEM are relatively smaller on MNIST but this discrepancy
grows for CIFAR10. In summary, on MNIST and CIFARI10,
we improve upon the state-of-the-art approach FedSEM by
about 3% and 9% respectively, and way beyond that for the
case of FedAvg, local, and PCA + kM + HC. On top
of accuracy, FLT returns the least test accuracy variance (best
fairness) for almost all the settings in the two scenarios.

There are two reasons behind achieving reasonable per-
formance by local models: 1) in these two scenarios
clients have a reasonably high number of samples (600 for
MNIST and 500 for CIFAR10) and 2) the target classes
in different clusters are almost independent. Note that
extreme non-IIDness (total class independence across clus-
ters) in Scenario 1 helps 1ocal models score better than in
Scenario 2 where some correlation between labels is allowed.
A counter-argument applies to our method FLT because hard
thresholding (mapping cluster membership to Os and 1s) for
I' in Algorithm 2 seems to be limiting the performance in
handling inter-cluster dependencies. Local models do not
illustrate competitive performance. Therefore, we omit them
in the following experiments.

E. Evaluation Results for Scenarios 3

Predefined data distribution of FEMNIST in LEAF [40] and
its adoption by other state-of-the-art methods helped us to also
benchmark our approach against IFCA [18]. Here, we present
the performance results based on both MLP and CNN net-
works for M = 200 clients, a setting commonly adopted in
literature. For FLT, we only present the more challenging
Enc2 case where the encoder is pretrained on Fashion MNIST,
and in a one-off process each client fine-tunes the encoder
(for only J = 5 epochs). Ghosh et al. [18] use a slightly
modified data sampling strategy; however, we use standard
data distribution of FEMNIST as in [40]. They also run for a
total of 7 = 6000 communication rounds to reach the nominal
performance, 2000 of which is initialization with FedAvg
for “weight sharing” for a smaller client participation rate
(p = 3%). For the sake of fair comparison, we run
500 rounds of initialization (with FedAvg) followed by
another 1000 rounds of IFCA itself, ie., a total of

1500 rounds. All the MLP experiments are run for 7 =
1000 communication rounds, and those for CNN are run for
only 7 = 100 rounds, except for ITFCA which is again run
for 1500 rounds for both MLP and CNN. Remember that
FEMNIST does not introduce any predefined cluster structure,
and thus non-IIDness in the structured form. As such, this
is up to the methodology to define clusters. Both TFCA and
FedSEM must define clusters (C > 1) or with C = 1 they
would degenerate to FedAvg; however, thanks to FCR in
Algorithm 2, this is not the case for FLT. We adopt the
setting leading to the best performance reported by both TFCA
and FedSEM with C = 3 and C = 5 clusters, respectively.
For FLT, we present the results for both the cases described
in Section III: 1) where the full client relatedness matrix
will be used and 2) where we use HC to specifically extract
disjoint clusters (only if need be, as a special case). This is
shown in Fig. 3 where (a) shows the raw client relatedness
matrix, (b) illustrates how HC would reorder this to extract
cluster-level dependencies (dendrogram), and (c) shows the
flattened version with C = 2 disjoint clusters.

The fest accuracies and fairness measures are summarized in
Table III. Using the full client relatedness matrix, FL'T beats all
the competitors (by +2%, +12%, +1.5% for PCA + kM +
HC, IFCA, FedSEM) for MLP and (by +2%, +0.5%, +2%
for PCA 4+ kM 4 HC, IFCA, FedSEM) in case of CNN
local models. As also reported in [22], FedSEM already beats
CFL, so does FLT by a siginificant margin of +6 (for CNN)
to +9% (for MLP). Notably, FLT significantly outperforms
IFCA in MLP setting and marginally outperforms in the
case of CNN. However, in case of CNN, all the models
except IFCA are run for only 100 communication rounds.
In practice, it took ITFCA 1500 communication rounds to reach
a comparable performance regime. For this reason, we omit
IFCA in our next experiments. Note that PCA 4+ kM + HC
(inspired by the line of thought in [30] and embedded in an
end-to-end federated learning setting) also performs in par
with the best methods and considerably better than IFCA
in MLP setting. For the sake of fair comparison, HC with
C = 3 clusters is applied here. The convergence graphs
of average test accuracies are illustrated in Fig. 4(a) and (b)
where FLT is the fastest in terms of convergence. We also
investigated the impact of creating disjoint clusters with FLT
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Fig. 3.

Hierarchical clustering (HC) is used to reorder client relatedness graph (A — A”) and extract near-optimal block diagonal structures for disjoint

cluster formation. In (b), the dendrogram highlights the client dependencies leading to C = 2 disjoint clusters. (a) Raw adjacency matrix. (b) Reordered with

HC. (c) Flattened to C = 2 clusters.

TABLE IV
TEST ACCURACIES (%= STD. ERROR) FOR SCENARIO 4

TABLE V
ABLATION STUDY OF Test ACC. (%= STD.) FOR SCN. 2

MLP CNN FedSEM[22] FLT (ours)

Method acc. var. acc. var. (M, p, E,T) Encl Enc2 (J = 5)
FedAvg 46.5040.36 100.27 53.58+0.36 883.47 (100, 0.2, 1, 50)  64.3240.48 66.2340.47 65.9340.47
PCA+kM+HC 48.75+036  467.92  59.87+036  912.39 (100, 0.2, 5, 50)  71.8540.45 79.4540.40 78.6440.41
FedSEM [22] 43.53+0.36 406.60 76.22+029  1264.38 (100, 0.2, 1, 100) 69.3340.46 72.44+0.45 72.6240.45
FLT 86.51+024  207.60  93.69+0.10 98.65 (100, 0.2, 5, 100) 73.42+0.44 79.95+0.40 79.62+0.40
(100, 0.5, 1, 50)  72.9440.44 73.7840.44 73.1740.44

(100, 0.5, 5, 50)  74.29+0.44 80.0240.40 79.2240.41

(case II in Algorithm 3) in this setting. Introducing clusters (100, 0.5, 1, 100) 77.37+0.42 79.30+0.41 78.2340.41
(C =2, 3, and 5) in this dataset seems to be slightly degrading (100, 0.5, 5, 100) 74.15+044  79.724040  79.4540.40
the performance of FLT, even though it still remains to be in (500, 0.2, 1, 50)  64.88+0.48 66.69+0.47 66.74+0.47
par with the best performing models. See the supplementary (500, 0.2, 5, 50)  71.24+0.44 80.27+040  79.774040
materials for more detailed results. Reflecting on the relatively ~ (300, 0.2, 1, 100) 70.65+046 ~ 72.55+046  72.84+044
smaller performance margin in this scenario, we argue that (500, 0.2, 5, 100)  73.21+045 81.77+039 81.00+039
’ (500, 0.5, 1, 50)  72.2640.45 73.80+0.44 73.8840.44

FEMNIST may not have a clear cluster structure, and thus, (500, 0.5, 5, 50) 76.79+0.42 81.97+40.37 81.0840.39
cluster-based methods might not offer a significant gain. This (500, 0.5, 1, 100) 76.82+0.42 79.6640.40 79.0140.41
also concurs with that FLT using the full adjacency matrix (500, 0.5, 5, 100)  76.75+0.42 81.5740.39 81.2240.39

slightly outperforms its clustered variants. This was the main
motivation behind designing Scenario 4 to assess the potential
of these algorithms in a more challenging large-scale setting:
Structured Non-IID FEMNIST.

F. Evaluation Results for Scenarios 4

As explained earlier, Scenario 4 presents a large-scale fed-
erated learning setting with structured non-IIDness involving
both quantity and label distribution skews. For FLT, we only
present the more challenging Enc2 case where the encoder is
pretrained on Fashion MNIST, and in a one-off process each
client fine-tunes the encoder (for only J = 5 epochs). The
convergence graphs of average fest accuracies are shown in
Fig. 5(a) and (b), for MLP and CNN networks, respectively.
The test accuracies (and their standard error) together with
the fairness measure (variance across clients) for the last
communication round 7 = 100 are summarized in Table IV.
Interestingly, the state-of-the-art competitor, FedSEM, suffers

in the MLP scenario and roughly scores as good as the
barebone FedAvg, which is not made to cope with structured
non-IID scenarios. The performance of FedSEM is noticeably
improved in CNN setting, but accordingly FLT is boosted
as well, reaching +93% test accuracy in this challenging
scenario. Here, we beat FedSEM by +40% and +17% in MLP
and CNN scenarios, respectively. The main reason behind
this downgrade in performance of FedSEM (compared with
Scenario 3) is the struggle to discover and form clusters
by relying on model parameter comparisons. This is in turn
due to two main factors: 1) significantly larger number of
models (per cluster and across) for this extreme non-IID
scenario leads to tremendous heterogeneity in model space and
thus considerable increase in complexity of pairwise model
comparisons and 2) the problem is exacerbated due to the
limited number of samples provided to some clients (down
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Fig. 4. Convergence graph of fest accuracies for Scenario 3, FEMNIST, M = 200 (left: MLP, right, CNN). On the right for CNN, note the different range
of communication rounds on the top horizontal axis associated with IFCA. (a) Test accuracies for MLP. (b) Test accuracies for CNN.

100 100
90 - o 9Q -
———0————0—0—0—
SOW 80 {--f-
70,,,,,, " 70 [ [N S——
g 60 - E 60
> >
g 501 g s0
=1 =
< <
30 el 30
20 o - 20 4 _—r— FedAvg
—B FedSEM —5 FedSEM
10 1 e == PCA+KM+HC - 10 4 .. —%— PCA+kM+HC .
) —&— AT —&— FLT (ours)
0 A ; ; ; ; 0 ey ; ; ; 1 '
0 20 40 60 80 100 0 20 40 60 80 100
Communication round Communication round
(a) (b)
Fig. 5. Convergence graph of fest accuracies for Scenario 4, Structured Non-IID FEMNIST, C = 10. (a) Test accuracies for MLP, M = 2400. (b) Test

accuracies for CNN, M = 600.

to 20 samples because of the power law) resulting in lower
quality local model training. An evidence confirming this
hypothesis is that these problems are even more pronounced
in the case of a simpler local model (MLP), where FedSEM
falls almost back to FedAvg. On the other hand, thanks
to FCR on client side, and UMAP and HC) on the server
side, FLT manages to automatically detect C = 10 clusters
(see Appendix A in the supplementary material for more
results). Both FedAvg and FedSEM can benefit from more
communication rounds in this scenario. Nonetheless, the main
message of this experiment is clear: the one-shot taskonomy-
based client relatedness helps FLT converge already in roughly
20 communication rounds and outperform the other baselines
by a significant margin, while also offering a lower variance
across clients (best fairness) compared with most competitors.

G. Impact of Hyper-Parameter Changes

We investigate the impact of a few remaining important
hyper-parameters on the performance of FedSEM and FLT
with both Encl and Enc2 initialization. We ran this experiment

on Scenario 2 due to being an intermediate case where label
overlap is allowed. Following this scenario, we set C = 5, and
focus on CIFARIO0, the more challenging dataset. The results
are summarized in Table V. Here, we consider M = 100 and
500, client participation fraction per communication round
p = 20% and 50% (denoted as 0.2 and 0.5), E = 5,
and J = 5 (number of fine-tuning steps in Enc2 initializa-
tion), and we report the test accuracy after T = 50 and
100 communication rounds. As can be seen in the table,
changing the total number of clients M does not change the
performance significantly (by looking at the top and bottom
halves of the table), whereas increasing the communication
rounds 7 leads to better performance. Besides, for the same
M, increasing the client participation fraction p improves the
overall performance of both the methods. Furthermore, for
the same M and p, increasing the number of local epochs E
results in a superior performance, all of which are in line with
the more elaborate version of Theorem?2, in Appendix B-B
in the supplementary material. Without exception, our method
outperforms FedSEM by roughly 2%—8%.
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TABLE VI
COMMUNICATION COMPLEXITY ANALYSIS

FLT

FedSEM [22]

IFCA [18]

M * Wene + kM e +2pMWigeaT
—_—

one-off

QpM VVlocalT

pMVVlocalT(C + 1)

V. CONCLUSION
A. Summary and Future Directions

We proposed FLT that comes with the following notable
advantages. First, it is one-shot and considerably faster in
convergence compared with its competitors, especially in
structured non-IID scenarios. Second, the problem formula-
tion of FLT can handle both generic client relatedness (no
specific clustering) and disjoint clusters, if need be. Third,
in contrast to most existing baselines, it does not require prior
knowledge about the number of clusters to form them. Fourth,
it performs slightly better than the state-of-the-art baselines
in standard federated learning settings and significantly out-
performs them in structured non-IID scenarios. Finally, FLT
offers improved fairness (least performance disparity among
clients) compared with the existing baselines in most presented
scenarios. Finally, in Appendix B in the supplementary
material, we also provide a detailed convergence proof for
FLT under common assumptions required for the convergence
of FedAvg. We are currently working on extending FLT
to handle dynamic clustering in the presence of newcomers
or time-varying data distributions, as is briefly discussed in
Algorithm 3. Another avenue to explore is removing the hard
threshold I" and modifying HC to work with soft (non-binary)
adjacency matrices.

B. Complexity and Practical Considerations

FLT introduces a one-off overhead due to the client related-
ness discovery process (FCR, Algorithm 2). However, owing
to FCR, it is faster than the existing iterative baselines and
less prone to convergence issues, as we have demonstrated
throughout Section IV and Appendix A in the supplemen-
tary material. One can argue that this step can be prone to
security issues during uplink communication (akin to standard
FedAvg communications). A possible solution to address
this is adding encryption and client ID verification processes,
which are outside the scope of our work [6], [46], [47]. From
communication complexity perspective, this overhead requires
the server to send an encoder model (We,) to the clients and
the clients to send an array of size ke (with k in k-means and e
denoting the latent embedding dimension of the encoder) to the
server. A rough estimate of the communication complexity of
the proposed FLT and two discussed state-of-the-art competi-
tors (FedSEM and IFCA) is summarized in Table VI. As can
be seen, the communication complexity of FLT and FedSEM
is essentially the same except for the first two one-off terms
(without 7' for total communication rounds) which could be
neglected. Note that this is an initialization step and it can
also happen in multiple steps. Excluding a few clients from
this process due to, for instance, their unavailability does not

impact the performance of FCR and in turn FLT. On the other
hand, IFCA mandates roughly (C + 1)/2 times (C being the
number of clusters) more communication complexity. This
is because in every communication round, C virtual center
models will have to be sent to all the participating clients.
From compute complexity perspective, possible fine-tuning of
the encoder is only for a small number of epochs (J =5 in
our experiments) on an encoder which is as simple as the local
client models, and this is yet another one-off process that can
be neglected over long runs. When the number of clients grows
to tens of thousands (in very large-scale networks), FLT has
the flexibility to decompose the client relatedness graph into
disjoint clusters and degenerate to the same complexity level
its competitors inflict.
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