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Propositions
accompanying the dissertation

BOUNDARY-LAYER INSTABILITY ON ROTATING CONES
AN EXPERIMENT-BASED EXPLORATION

by

Sumit Sunil TAMBE

1. Instability of the boundary-layers on rotating cones can never be observed. The-
ory predicts the onset of instability, but experiments detect the instability-induced
flow features only when they have grown beyond the measurement sensitivity (Chap-
ters 4 and 5).

2. Disturbing the azimuthal coherence will always delay the spiral vortex growth on
rotating cones (Chapter 4).

3. In a turbo-fan engine at a transonic cruise, right circular type nose-cones will ex-
hibit instability-induced spiral vortices in the transitional part of boundary-layer
(chapter 6).

4. The transitional behaviour of the rotating boundary-layers at hub end-walls will
significantly affect the performance of turbo-machinery components (Chapter 8).

5. “Why does a cable entangle?” is a low dimensional version of Heisenberg’s ques-
tion “Why turbulence?'".

6. Rapid progress of science benefits from the removal of language-based communi-
cations.

7. Judging the value of scientific research is non-scientific itself, until we know it all.
8. Words must be taxed.
9. Life is like mathematics, it’s not always real, especially not, during a PhD study.

10. To improve their draft article, one must forget it. Craft breweries catalyse the for-
getting, therefore, serve in the interest of science.

These propositions are regarded as opposable and defendable, and have been approved
as such by the promotor prof. dr. ir. L. L. M. Veldhuis.

1"When I meet God, I am going to ask him two questions: Why relativity? And why turbulence? I really believe

he will have an answer for the first." — Werner Heisenberg. Similar quote is also attributed to Horace Lamb.
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SUMMARY

Boundary-layer instability induces spiral vortices on rotating cones. As they grow along the
cone, the vortices enhance mixing of high- and low-momentum fluid, and subsequently,
cause the boundary-layer to transition into a turbulent state. This transition process is
scientifically enticing as it is one of the classical problems in fluid mechanics. In practice, the
transitions of rotating cone boundary-layer are relevant in several engineering applications,
including rotating nose-cones of aero-engines.

The instability-induced spiral vortices on rotating aero-engine-nose-cones are expected
to influence the aerodynamics at the fan root. This will potentially affect the loss mechanism
at junctions between fan blades and the hub (the central rotating body of the engine, includ-
ing the nose-cone). Accurate assessment of these losses requires knowing the boundary-layer
instability behaviour on rotating cones in aero-engine-like flow conditions.

The past literature on this classical instability problem has only focused on low-speed
(low-Reynolds number incompressible) axisymmetric inflow conditions. In reality, aero-
engine-nose-cones often experience high-speed (high-Reynolds number compressible)
inflow during a cruise. Moreover, several concepts of future-aircraft feature engines em-
bedded in the airframe, or engines with ultra high bypass ratio with short nacelles. Owing
to the associated inflow distortions, the nose-cones of these engines will experience non-
axisymmetric inflow. However, limitations of the past experimental techniques pose hurdles
in investigating the boundary-layer instability on rotating cones in non-axisymmetric as well
as high-speed inflows.

This dissertation explores the boundary-layer instability on rotating cones with the inflow
conditions pertaining to a typical aero-engine, i.e. non-axisymmetric as well as high-speed
inflow. First, an experimental method is developed to measure the coherent flow structures
on rotating cones. This method uses infrared thermography (IRT) with proper orthogonal
decomposition (POD) to detect the thermal footprints of the spiral vortices on rotating cones.
The POD modes are selectively used to reconstruct different instability-induced flow features.
For this selection, a new criterion is formulated to determine the physical admissibility of
the POD modes for reconstructing the flow-feature of interest. This method overcomes the
limitations of the past experimental methods and has allowed quantitative measurements
of spiral vortex growth, angle and azimuthal number, for the first time in complex flow
environment, i.e. axial as well as non-axial inflow and high-speed inflow.

The asymmetry of the non-axial inflow has been found to delay the spiral vortex growth
on the investigated case of a rotating slender cone (half-cone angle ¥ = 15°). Here, the
spiral vortex growth appears at higher local Reynolds number Re; and local rotational speed
ratio S compared to the axial inflow case at same operating conditions. It is postulated that
the azimuthal asymmetry of the flow conditions (local Re; and S) disturbs the azimuthal
coherence of the instability characteristics, i.e. angle and wavelength of the dominant mode.
This inhibits the spiral vortex growth. However, at high rotational speed ratio S, when the
instability characteristics approach the azimuthal coherence, the spiral vortices are found to
be growing in the asymmetric flow field.

ix
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Furthermore, the dissertation extends the axial flow investigations from the most ad-
dressed case of a rotating slender cone of ¢ = 15° to the broader cones of ¢ = 22.5°, 30°,
45°, and 50°. Here, the boundary-layer instability mechanism changes from the centrifugal
instability for slender cones 1 < 30° to the cross-flow instability for the broad cones ¥ = 30°.
The exact half-cone angle where this change occurs still remains unclear. While the past liter-
ature majorly focused on rotating slender cones in axial inflow, theoretical studies expressed
the lack of experimental data for the rotating broad cones in axial inflow. This dissertation
has provided this experimental data on the instability-induced spiral vortices for the rotating
broad cones of ¥ = 45° and 50° in axial inflow.

The experimental method developed in this work has enabled studying the boundary-
layer instability behaviour on rotating cones, for the first time in high-speed conditions, i.e.
local Reynolds number Re; = 0-3 x 10%, rotational speed ratio S < 1-1.5, and inflow Mach
number M = 0.5. These conditions are typically expected on the aero-engine-nose-cones
during the transonic cruise of a large passenger aircraft (like A320, A350, etc.). These high-
speed measurements revealed that the spiral vortices grow on the investigated rotating cones
(w =15°,30° and 40°) as expected from the low-speed studies. This confirms that the right
circular type nose-cones of the transonic cruise aircraft will experience the spiral vortex
growth in transitional boundary-layer.

The dissertation also conceptually discusses the potential effects of the spiral vortices
on the fan aerodynamics. The spiral vortices are expected to influence the aerodynamics
within the blade passage, especially, near the hub. Flow at the hub and fan-blade junction
corner often separates on the suction side of the blade. This reduces the total pressure rise
and efficiency of the engine. Presence of the spiral vortices is expected to affect the local
aerodynamics at the hub, including the hub-corner separation, however, quantifying this
effect needs further investigation. Furthermore, the dissertation has also shown a typical
asymmetric flow field around the nose-cones when the fan is subjected to an inflow distortion.
The fan-driven redistribution of the distorted inflow reduces the flow-field asymmetry near
the nose-cone wall in the symmetry plane. This is a favourable condition for the spiral vortex
growth.

Overall, this doctoral research has presented a new experimental approach to the classical
problem of the boundary-layer instability on rotating cones. This has allowed furthering
the fundamental knowledge about the instability-induced spiral vortex growth on rotating
cones in following parameters: local Reynolds number Re; = 0-3 x 10°, rotational speed ratio
S =0-250, inflow Mach number M = 0-0.5, inflow incidence angle @ = 0-10° and half-cone
angle ¢ = 15°-50°.



SAMENVATTING

Grenslaaginstabiliteit induceert spiraalwervels op roterende kegels. Naarmate deze wervels
langs de kegel groeien, versterken de wervelingen de menging van hoge en lage-momentum
fluidum, en veroorzaken zij vervolgens de omslag van de grenslaag naar een turbulente toe-
stand. Dit overgangsproces is wetenschappelijk interessant omdat het een van de klassieke
problemen in de vloeistofmechanica is. In de praktijk is de omslag van de grenslaag van
roterende kegels relevant in verschillende technische toepassingen, waaronder de roterende
neuskegels van vliegtuigmotoren.

De spiraalwervels op roterende neuskegels van vliegtuigmotoren die worden veroorzaakt
door de instabiliteit van de grenslaag zullen de stroming bij de wortel van de fan naar
verwachting beinvloeden. Dit zal mogelijk invloed hebben op het verliesmechanisme bij de
verbindingen tussen de fanbladen en de naaf (het centrale roterende lichaam van de motor,
inclusief de neuskegel). Een nauwkeurige bepaling van deze verliezen vereist kennis van het
gedrag van de grenslaaginstabiliteit bij roterende kegels in stromingsomstandigheden zoals
bij een vliegtuigmotor.

De literatuur over dit klassieke instabiliteitsprobleem heeft zich in het verleden alleen
geconcentreerd op axiaal symmetrische instromingsomstandigheden bij lage snelheid (met
een laag Reynoldsgetal en niet samendrukbaar). In werkelijkheid ondervinden neuskegels
van vliegtuigmotoren vaak een hogesnelheidsinstroom (indrukbare stroming en een hoog
Reynolds getal) tijdens het vliegen. Bovendien bevatten verschillende concepten van toekom-
stige vliegtuigen motoren die zijn geintegreerd met het vliegtuig, of motoren met een zeer
hoge omleidingsverhouding en korte motorgondels. Als gevolg van de daarmee gepaarde
verstoringen van de instroom, zullen de neuskegels van deze motoren een niet axiaal sym-
metrische aanstroming ondervinden. Beperkingen van de experimentele technieken uit het
verleden vormen echter een hindernis bij het onderzoeken van de grenslaaginstabiliteit op
roterende kegels waarbij de stroming zowel niet axiaalsymmetrisch is en een hoge snelheid
heeft.

Dit proefschrift onderzoekt de grenslaaginstabiliteit op roterende kegels bij de stromings-
condities die horen bij een typische vliegtuigmotor, d.w.z. een stroming die zowel niet
axiaalsymmetrisch is en een hoge snelheid heeft. Eerst wordt een experimentele methode
ontwikkeld om de coherente stromingsstructuren op roterende kegels te meten. Deze me-
thode maakt gebruik van infrarood thermografie (IRT) met proper orthogonal decomposition
(POD) om de thermische voetafdrukken van de spiraalwervels op roterende kegels te detecte-
ren. De POD-modi worden selectief gereconstrueerd om verschillende stromingskenmerken
die door instabiliteit veroorzaakt zijn te isoleren. Voor deze selectie wordt een nieuw cri-
terium geformuleerd om de fysische aannemelijkheid van de POD-modi te bepalen voor
de reconstructie van het stromingskenmerk. Deze methode heeft niet de beperkingen van
de vroegere experimentele methoden en heeft voor het eerst kwantitatieve metingen mo-
gelijk gemaakt van de groei, de hoek en het aantal spiraalwervels in azimuthale richting, in
complexe stromingsomgevingen, d.w.z. zowel axiale als niet-axiale aanstromingen, en voor
aanstromingen en hogesnelheidsinstroom.
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De asymmetrie van de niet-axiale instroom blijkt de groei van de spiraalwervels te vertra-
gen bij de roterende slanke kegel (halve kegelhoek 15°) die onderzocht is in dit onderzoek.
Voor dit geval wordt de groei van de spiraalwervel uitgesteld tot een hoger lokaal Reynoldsge-
tal Re; en tot een hogere lokale rotatiesnelheidsverhouding S in vergelijking met het geval
van een axiale aanstroming dezelfde operationele condities. Er wordt verondersteld dat
de azimutale asymmetrie van de instroomcondities (lokaal Re; en S) de azimutale cohe-
rentie van de instabiliteitskarakteristieken, d.w.z. de hoek en golflengte van de dominante
modus, aanzienlijk verstoort. Dit remt de groei van de spiraalwervels. Echter, bij hoge rota-
tiesnelheidsverhouding S, wanneer de instabiliteitskarakteristieken de azimutale coherentie
naderen, blijken de spiraalwervels te groeien in het asymmetrische stromingsveld.

Verder breidt het proefschrift het onderzoek naar axiale stromingen uit van het meest
besproken geval van een roterende slanke kegel van 15°, naar de bredere kegels van 22.5°, 30°,
45°, en 50°. Hier verandert het mechanisme van de grenslaaginstabiliteit van de centrifugale
instabiliteit voor slanke kegels van ¥ < 30° naar de dwarsstroominstabiliteit voor de brede
kegels van ¢ 2 30°. De exacte hoek van de halve kegel waar deze verandering optreedt
is nog onduidelijk. Terwijl de voorbije literatuur zich vooral concentreerde op roterende
slanke kegels in axiale stroming, wezen theoretische studies op het gebrek aan experimentele
gegevens voor de roterende brede kegels in axiale stroming. Dit proefschrift heeft deze
experimentele gegevens verschaft over de instabiliteit-geinduceerde spiraalwervelingen voor
de roterende brede kegels van 45° en 50° in axiale strominhg.

De experimentele methode die is ontwikkeld in dit werk heeft het voor het eerst mogelijk
gemaakt om het gedrag van de grenslaaginstabiliteit op roterende kegels te bestuderen, in
hogesnelheidscondities, d.w.z. lokaal Reynoldsgetal Re; = 0-3 x 10, rotatiesnelheidsverhou-
ding S < 1-1.5, en instromend Machgetal van M = 0.5. Deze condities worden doorgans
verwacht op de neuskegels van vliegtuigmotoren tijdens de transsonische kruisvlucht van
een groot passagiersvliegtuig (zoals A320, A350, enz.). Deze metingen bij hoge snelheid
toonden aan dat de spiraalwervels groeien op de onderzochte roterende kegels (15°, 30° en
40°) zoals verwacht van de studies bij lage snelheid. Dit bevestigt dat bij conische neuskegels
van transsonische vliegtuigen de groei van spiraalvormige wervelingen zal plaatsvinden
wanneer de grenslaag omslaat..

Het proefschrift bespreekt, weliswaar conceptueel, de potentiéle effecten van de spiraal-
wervels op de aerodynamica van de fan. De spiraalwervelingen zullen naar verwachting
de aerodynamica tussen de bladen beinvloeden, vooral bij de wortel. De stroming bij de
wortel van het blad laat vaak los aan kant van het blad waar de druk laag is. Dit vermindert
de stijging van de totale-druk en de efficiéntie van de motor. De aanwezigheid van spiraal-
wervels zal naar verwachting de lokale aerodynamica bij de wortel beinvloeden, inclusief het
loslaat gedrag, maar dit effect moet verder worden onderzocht om een afschatting van dit
effect te. Verder laat het proefschrift ook een typisch asymmetrisch stromingsveld rond de
neuskegels zien voor het geval waarbij aanstroming naar de fan verstoord is. Vanwege de
herverdeling van de verstoring door de fan, vermindert de asymmetrie van het stromingsveld
bij het oppervlakte van de kegel in het symmetrievlak voor de groei van de spiraalwervels.

Samenvattend heeft dit doctoraatsonderzoek een nieuwe experimentele benadering
gepresenteerd van het klassieke probleem van de grenslaaginstabiliteit op roterende kegels.
Deze benadering heeft het mogelijk gemaakt om de fundamentele kennis over de instabili-
teitsgeinduceerde spiraalwervelgroei op roterende kegels uit te breiden met betrekking tot
de volgende parameters en hun bereik: lokaal Reynoldsgetal Re; = 0-3 x 10%, rotatiesnel-
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heidsverhouding S = 0-250, instroom Machgetal M = 0-0.5, instroominvalshoek a = 0-10°
en halve kegelhoek y = 15°-50°.
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INTRODUCTION

1.1. MOTIVATION

HE century-old riddle of turbulent fluid motion continues to tantalise physicists even

today. The path to turbulence is paved by flow instabilities, which often transmute small
perturbations into large coherent flow-structures. These structures can further destabilise
the flow into an uncontrolled cascade of subsequently small-scale chaotic fluid motions.
Studying such instability mechanisms and induced flow-structures not only quenches the
scientific curiosity, but also offers potential engineering benefits. Especially in rotating
aero-engine components, it is important to know how the flow transitions between stable
and unstable states and how coherent flow-structures emerge. Such knowledge will aid in
designing efficient aero-engines, which will make aviation more sustainable.

Figure 1.1: Visualisation of the transitional boundary-layer on a rotating slender-cone, with half-angle ¢ = 15°, in
axial inflow; taken from Kobayashi et al., 1983.

In an aero-engine, the hub is the central rotating body on which the fan and compressor
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(a) Trent 1000—Rolls-Royce (b) GEnx—GE Aviation

Figure 1.2: Different nose-cone shapes on different aero-engines: (a) Trent 1000 (source: Rolls-Royce) and (b) GEnx
(source: GE Aviation).

blades are attached. The boundary-layer on the hub end-wall leads to losses. This boundary
layer starts developing right from the tip of the rotating nose-cone, which can be ideally
represented by a rotating cone. Kobayashi et al., 1983 showed that, in an axial inflow, the
laminar boundary-layer on a rotating cone is unstable and that its primary instability induces
spiral vortices (Figure 1.1). Initially, the spiral vortices appear to be azimuthally coherent,
i.e. their spacing is almost constant around the azimuth. As they grow downstream, the
spiral vortices start to loose their azimuthal coherence and break down into small-scale
flow structures. Subsequently, the boundary-layer becomes fully turbulent. This shows that
the boundary-layer on an aero-engine-nose-cone can be laminar, can have coherent spiral
modes, can be fully turbulent, or can be in a mixed state. As hub end-wall losses depend on
the oncoming boundary-layer properties, knowing the state of a nose-cone boundary-layer
is necessary to assess and mitigate the losses.

In figure 1.1, it can be seen that the process of spiral vortex formation is a transition of the
laminar boundary-layer from a non-modal to a modal state. The break-down of the spiral
vortices is followed by the boundary-layer transitioning from a modal to a fully turbulent
state. This shows that the boundary-layer undergoes significant transitions in a region
between the non-modal laminar and fully turbulent states. Therefore, the boundary-layer is
said to be transitional in this region.

In practice, different aero-engine manufacturers choose different nose-cone shapes for
the same engine class. For example, figure 1.2 compares different engines designed to power
the same aircraft, Boeing 787. Here, Rolls-Royce (figure 1.2a) features a slender nose-cone
on its Trent 1000 engine, compared to the broad nose-cone on GE aviation’s GEnx (figure
1.2b). Due to the different nose-cone shapes, the transitional behaviour of the nose-cone
boundary-layers will be different, with different effects on the fan aerodynamics.

Knowing the transitional behaviour of the nose-cone-boundary-layer is important in
aero-engine-fans. These fans are axial compressors and they usually have a corner-flow
separation in the near-hub regions of their blades (Gbadebo et al., 2005), see figure 1.3.
Generally, the flow separation reduces total pressure downstream of the rotor/stator blades.
This reduces the fan efficiency, causing increased fuel consumption. Furthermore, the hub-
corner separation can also trigger the rotating stall (Cho et al., 2008). Such stall can cause
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Separation lines

Suction side .
Oncoming skewed boundary layer
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Figure 1.3: Three-dimensional flow separation at the blade-hub junction facing skewed boundary-layer (the concept
of hub-corner separation adapted from Lei et al., 2008).

off-design unsteady loads on the blades, reducing their mechanical reliability.

Moreover, in a gas-turbine engine, the hub-flow leaves the fan root and enters the subse-
quent compressor stages. Therefore, any adversities in the hub-flow, such as total pressure
loss, distorted flow angles, etc. can induce losses in subsequent components. For example,
in a large gas-turbine-engine with a bypass-ratio = 10, 1% total-pressure-loss at the fan-root
can increase the specific fuel consumption by around 0.2% (Zamboni & Xu, 2009). Therefore,
itis of interest to minimise the adverse effects of the hub-flow.

However, no past study has addressed the transitional behaviour of the nose-cone-
boundary-layer at flight conditions and its effects on fan aerodynamics near the hub. The
boundary-layer state (laminar, modal or turbulent) is expected to affect the near-wall skew-
ness and flow angles, which have been previously shown to influence the hub-corner separa-
tion (Lei et al., 2008). Scillitoe et al., 2017 compared fully laminar versus fully turbulent hub
boundary-layers in a linear (non-rotating) compressor cascade. As expected, they observed
that the laminar hub boundary-layer separates earlier compared to the fully turbulent case,
resulting in a larger corner separation with increased losses. Hergt et al., 2013 applied vortex
generator devices upstream of the compressor blade passage to control the hub-corner sepa-
ration, see figure 1.4 for a conceptual schematic. They observed, for the investigated cases,
the generated vortices can reduce the extent of the separated region, mitigating the total
pressure loss. Furthermore, Zambonini et al., 2017 reported that the large flow-structures in
the on-coming turbulent boundary-layer influenced the hub-corner separation in the linear
compressor cascade. Overall, this suggests that the instability-induced flow features in a
rotating nose-cone boundary-layer can influence the hub-losses, and therefore, need to be
investigated.

To assess and mitigate the hub-flow related losses, it is first necessary to know the
locations of boundary-layer transition on a rotating nose-cone at flight conditions. It is also
necessary to know what are the instability-induced coherent flow structures along with their
typical size and orientation. This requires fundamental investigations on the boundary-layer
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Figure 1.4: Effect of near-wall vortices on the hub-corner separation in a linear compressor cascade. A conceptual
adaptation of the results from the experiments of Hergt et al., 2013. (a) Baseline configuration and (b) baseline
configuration with a vortex generator row.

instability on rotating cones in aero-engine-like inflow conditions. This knowledge will be
useful in assessing how these coherent flow-structures influence the hub-flow related losses.

Fundamental investigations on the nose-cone-boundary-layer instabilities and transition
must also be aligned with the global trends in future-aircraft developments. Many of the
proposed aircraft concepts, put forth for the future, choose embedded-engines ingesting the
airframe-boundary-layer. This type of boundary-layer-ingestion (BLI) can reduce the fuel
burn (Felder et al., 2011; Greitzer et al., 2010; Gunn & Hall, 2014) by up to 15% (C. A. Hall
etal., 2009). For example, the recent-most aircraft concept unveiled by Airbus, called AIRBUS
ZERQ e, features a blended wing-body aircraft with the hydrogen powered turbofan engines
that are embedded in the airframe (figure 1.5a). Here, the fan is ingesting the airframe-
boundary-layer which is non-uniform and non-axisymmetric (figure 1.5b). In such cases, the
fan accelerates the distorted flow locally, creating an asymmetric suction field. Consequently,
the flow three-dimensionally redistributes upstream of the fan and around the nose-cone.
During its rotation, a fan blade encounters this three-dimensional flow at varying incidence
angle. Especially near the hub, the interaction between the redistributing flow and the
rotating nose-cone is currently unknown, but it is expected to influence the losses caused
by the distortion (Jerez Fidalgo et al., 2012). Here, the transitional behaviour of the nose-
cone-boundary-layer is expected to influence the redistributing flow and associated loss
mechanism. But first, it is important to know how the nose-cone-boundary-layer transitions
in a non-axisymmetric inflow.

Currently, the use of Ultra-High-Bypass-Ratio (UHBR) engines on existing tube and wing
aircraft configuration is gaining attention. This concept offers performance benefits within
short implementation times. However, the huge UHBR engines have increased nacelle
weight and drag. To minimise this penalty, engineers are exploring the use of short intakes.
However, this raises the problem of increased distortion during some flight conditions, such
as during take-off/landing or cross-wind operations (Cao et al., 2017; Peters et al., 2015;
Vadlamani et al., 2019). In these conditions the inflow is at high incidence angles (figure
1.6). Here, the nose-cone faces a non-axisymmetric inflow. Moreover, the flow separation at
the intake lip can add to the distortion, causing upstream flow redistribution as shown in
figure 1.5b. Again, here, assessing the hub-loss mechanism becomes challenging due to the



1.1. MOTIVATION 5

A

A A

|

Increased suction /

Source: AIRBUS Total pressure distortion
(a) (b)

Figure 1.5: (a) AIRBUS ZEROe and (b) aero-engine-fan operating with inflow distortion. The boundary layer
ingestion (BLI) on the future aircraft causes non-axial inflow on the rotating nose-cone.

unknowns of the nose-cone-boundary-layer transition in non-axisymmetric inflows.

Fan

< Nose-cone

/

High-incidence inflow

Separated flow
Short intake

Figure 1.6: A schematic of an UHBR engine with the short intake operating at high-incidence. Due to the inflow
incidence angle and the distortion from the inlet-lip flow separation the rotating nose-cone faces a non-axial inflow.

Moreover, the concept of electric flight is gaining serious consideration within the aircraft
design community. This comes as a response to the societal need of making serious efforts
towards sustainability by reducing the adverse environmental impact of technologies. By
burning fossil fuels, aviation alone causes around 1 Gigatonne of CO, emissions per year
and 5% of the total anthropogenic effective radiative forcing (Lee et al., 2020). This impact
can be significantly reduced by shifting to the electric aircraft. However, a fully electric large
passenger aircraft (similar to A320 and beyond) is currently infeasible due to the poor energy
density of the batteries. Therefore, a hybrid electric propulsion (HEP) is considered as a more
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realistic option. Here, electric propulsors are used together with the gas turbine engines.

Figure 1.7 shows examples of the hybrid electric aircraft concepts proposed by TU Delft
(Hoogreef et al., 2019) and NASA (Felder et al., 2011). These concepts include the ducted fans
ingesting the non-uniform flow over the wings and fuselage. Here, assessing the propulsive
losses is extremely important because they can directly impact the feasibility of such hybrid
electric aircraft concepts. Knowing the nose-cone-boundary-layer transition in these cases
will help in accurately assessing the hub-losses. This will lead to an accurate prediction of
the fan performance.

Source: Hoogreef et al. 2019 Source: NASA
(2) (b)

Figure 1.7: Aircraft concepts with hybrid electric propulsion by (a) TU Delft (Hoogreef et al., 2019) and (b) NASA
N3-X (Felder et al., 2011). Both the concepts feature ducted fans ingesting non-uniform inflow over the air-frame.

With these motivations in the background, the present work contributes in the global
effort of making aviation more sustainable. This is achieved by adding to the scientific knowl-
edge on the nose-cone-boundary-layer transition. The exact knowledge gaps addressed in
this work are described in section 1.2. Section 1.3 details the research aim and methodology.
Finally, section 1.4 outlines the dissertation.

1.2. KNOWLEDGE GAP

Instability and transition of rotating-boundary-layer-flows has been a classical problem,
investigated in several past studies. This section briefly overviews the past literature and
presents the identified knowledge gaps. A detailed review of the past literature is presented
in chapter 2.

It was Smith, 1947 who first measured the distinct sinusoidal velocity oscillations over
arotating disk in still fluid. Later on, the visualisations of Gregory et al., 1955 revealed that
these oscillations pertain to the spiral vortices that are induced due to an instability of the
rotating-disk boundary-layer. These spiral vortices have also been observed on other rotating
bodies such as cones, spheroids, and ellipsoids (Kobayashi & Izumi, 1983; Kobayashi et al.,
1983; Kobayashi et al., 1980; Kobayashi, 1994; Y. Kohama, 1984b, 1987; Y. P. Kohama, 2000).
When the spiral vortices grow, they enhance the mixing of high and low momentum flow and
significantly change the mean velocity distribution within the boundary-layer (Y. Kohama,
1984a). This changes the boundary-layer skewness which is expected to affect the hub-corner
separation as discussed in section 1.1. However, the past experimental investigations were
only limited to the low-speed axisymmetric outer-flow conditions.

Several theoretical and numerical studies have investigated the boundary-layer instability
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on a rotating disk; these are reviewed in detail by Saric et al., 2003. The studies on a rotating
disk are abundant because the similarity solution of its basic boundary-layer flow is known.
These studies offer great insights into the onset and growth of different instability modes
along with their linear and non-linear behaviours. Similar theoretical analyses have been
extended to the cones rotating in still fluid as well as in axial inflow (Garrett et al., 2009,
2010; Garrett & Peake, 2007a; Hussain et al., 2014; Hussain et al., 2016; Hussain et al., 2012;
Kobayashi & Izumi, 1983; Kobayashi et al., 1983; Lingwood, 1995; Segalini & Camarri, 2019;
Towers & Garrett, 2012; Towers et al., 2016; Towers & Garrett, 2016), discussed in section 2.3.
All of these theoretical studies assumed symmetry around the rotation axis. Therefore, the
instability behaviour on rotating cones facing non-axisymmetric inflow was unknown. This
is of interest for the embedded and UHBR engines as described in section 1.1.

Spiral vortices

Figure 1.8: A schematic of the spiral vortices on a rotating cone in an axial inflow with the main geometry and flow
parameters determining the spiral vortex development.

Figure 1.8 schematically shows a case of a rotating cone in axial inflow. In this case,
past studies have shown that the spiral vortex growth depends on two parameters: the local
Reynolds number

Rey = el (1.1)

U

and local rotational speed ratio

ro _ Isin(y)w

S= (1.2)

Ue Ue

Here, p is density, u, is the boundary-layer edge velocity, [ is the meridional length along
the cone, u is the dynamic viscosity, r is the local radius, w is the angular velocity of the cone,
and v is the half-cone angle.

The parameter space of Re; vs S was not fully explored in the past studies. These studies
investigated rotating bodies in incompressible low-speed inflow conditions, i.e. Re; < 10°,
Mach number M = 0 and S > 1-1.5, which are not entirely representative of the flight flow
conditions. During a typical transonic flight, the aero-engine-nose-cones face the intake flow
at Reynolds number Re; reaching beyond 10°, the rotational speed ratio S < 1.5 and Mach
numbers M = 0.5-0.6 (In this work, these flow conditions are referred to as high-speed condi-
tions). Therefore, the boundary-layer instability behaviour on nose-cones was unknown at
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the most-encountered flow conditions in aviation. A few studies have theoretically analysed
the instability of a compressible boundary-layer on a broad cone rotating in otherwise still
fluid (Towers & Garrett, 2012; Towers et al., 2016; Towers & Garrett, 2016; Towers, 2013), but
incorporating the high Reynolds number compressible inflow to this problem is important
for the aero-engine applications.

Furthermore, theoretical and numerical studies have investigated a wide range of half-
cone angles ¢ = 15°-90° in axial inflow; however, the past experimental data are only avail-
able for ¢ = 7.5°,15°, and 30°. Garrett et al., 2010 have explicitly expressed the lack of
experimental data on broad cones v > 40° for comparing their theoretical predictions of the
cross-flow instability.

Investigating nose-cone-boundary-layer instability in asymmetric and high-speed inflow
environments requires a new experimental (as justified in section 1.3) approach. Past studies
have used particle based visualisation technique which requires a low-turbulent wind-tunnel
stream, and such techniques do not yield the required quantification on spiral vortex growth.
Past researchers quantified the velocity components using the hot-wire-anemometry, but
this intrusive technique does not provide the instantaneous spatial measurements and is
time-consuming—which makes it less suitable for the large parametric studies. Therefore,
a simple experimental method that would detect the spiral vortices on rotating cones in
asymmetric as well as high-speed turbulent inflow is missing in the literature.

Overall, it's well known how the boundary-layer transitions in simplified cases of rotating
cones, i.e. in still fluid or axial low-speed inflow. However, such knowledge needs to be
expanded to more complex flow scenarios that are relevant in aero-engine applications,
aligned with the future developments. Figure 1.9 depicts these knowledge gaps along with
the contributions of the present work, discussed in the next section.

1.3. RESEARCH AIM AND METHODOLOGY
This research aims to

Explore the parameter space of boundary-layer instabilities on rotating cones in complex
flow environments relevant to aero-engines.

This includes characterising the onset, growth, and break-down of the instability-induced
spiral vortices on rotating cones in different flow environments, i.e. axial, non-axial, and
high Reynolds-number compressible inflows. The knowledge gaps discussed in section 1.2
are partially filled by this research, as depicted in figure 1.9. The present contributions will
allow future studies to estimate the nature of the transitional nose-cone-boundary-layer and
its impact on the engine performance. This would enable devising suitable loss-mitigation
strategies.

The following specific research questions are answered in this work:

* How to detect the spiral instability modes on a rotating cone in complex flow environ-
ment?

* How does breaking the axial symmetry affect the boundary-layer instability on a rotating
cone?

° What is the effect of half-cone angle on boundary-layer instability on rotating cones?
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Type of study . . . . Snapshot visualisation 1
Experimental studies Theoretical/numerical of the spiral modes

studies . . .
Inflow condition together with growth quantification

still fluid

low-speed axial inflow

non-axial inflow

high-speed inflow
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Knowledge from the past studies Knowledge gaps addressed by the present work

Figure 1.9: The knowledge gaps and present contribution in the problem of boundary-layer instability on rotating
cones.

° How the instability modes on rotating cones are influenced by an inflow with high-
Reynolds and Mach numbers pertaining to aero-engines?

* How to use the knowledge of the nose-cone-boundary layer transition for the engineering
benefit?

Historically, fluid dynamic discoveries of flow transitions are led by experimental obser-
vations, and later, their underlying physics is explained by theoretical/ numerical analyses.
Therefore, fluid dynamic explorations largely rely on experiments due to the lack of general
analytical solutions of fluid motion and the bifurcations leading to the multiple solutions for
a given flow system. Recent advances in numerical techniques, such as stability analyses,
Large Eddy Simulations (LES), Direct Numerical Simulation (DNS), show promises in predict-
ing the transitional flow behaviour. However, due to the complexity, stability analyses have
been limited to the axi-symmetric cases with incompressible axial inflow on rotating cones.
Moreover, LES and DNS require fine spatial resolution with large computational resources,
which limits the analyses to very low Reynolds-number flows.

On the contrary, experiments render the natural flow phenomena and remain the pri-
mary means of studying the flow instability (Drazin, 2002). Therefore, this exploratory
research relies on the experimental approach for investigating the boundary-layer instability
on rotating cones in asymmetric and high-Reynolds-number flows. Nevertheless, future the-
oretical/numerical studies will be essential to further interpret the underlying flow physics
of the experimental observations.

To address the knowledge gaps discussed in section 1.2, this research presents a new and
simple experimental method that measures coherent flow patterns on rotating bodies. The
method can be used in complex flow environments where past methods are not suitable.
This method is validated by revisiting the experiments of Kobayashi et al., 1983. Second,
the method is applied to study the effect of symmetry-breaking on the instability-induced
spiral vortices on a rotating body at low-speed conditions. Furthermore, the effect of varying
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the half-cone angle on the instability characteristics is investigated for rotating cones in
low-speed axial inflow conditions. The experimental investigations are then extended to the
high-speed flow conditions, representative of aero-engine operating conditions. This makes
it possible not only to ascertain whether the spiral instability modes observed in low-speed
cases exist in this flow regime, but also to characterise their growth in the parameter space
Re; vs S for the purpose of prediction. Finally, the dissertation conceptually discusses the
possible effects of the instability-induced spiral vortices on the blade-hub junction flow.

1.4. DISSERTATION OUTLINE

The dissertation follows an outline depicted in figure 1.10. Chapter 2 summarizes the back-
ground of this dissertation, which includes: concept of instability and review of the past
literature on instability of the rotating boundary-layer flows. The chapter also details the
working principles of the flow measurement technologies used in this work, along with the
data-processing methods.

Chapter 3 presents a new experimental method developed during this work, which makes
it possible to measure coherent vortex structures over a rotating body. A simple case of a
rotating slender-cone under axial flow (low-speed) is revisited with this method; the results
are compared to the past experiments of Kobayashi et al., 1983 as well as to the present
measurements, using particle image velocimetry (PIV).

Chapter 4 shows how introducing asymmetry into the flow field affects the spiral vortices
induced over a rotating slender-cone. Here, the axial (symmetric) and non-axial (asymmetric)
inflow cases are compared to show how the growth and spatial coherence of the spiral vortices
are affected by the asymmetry.

Chapter 5 shows how changing the half-cone angle affects the boundary-layer insta-
bility on rotating cones in axial inflow. The chapter also provides comparison of present
experimental results with the theoretical predictions of Garrett et al., 2010.

Chapter 6 presents the investigations in high-speed flow over three different rotating
cones. This chapter demonstrates that high-speed conditions produce spiral waves similar
to those observed in past low-speed reports on rotating cones. Confirming that realistic aero-
engine-nose-cones can encounter spiral instability modes in the transitional boundary-layer.
The chapter also details the characteristics of these modes.

Chapter 7 presents preliminary investigations on nose-cones installed on a ducted fan
facing distorted inflow. The results show the typical asymmetric flow-field around different
nose-cones that can be expected in embedded and UHBR engines.

Chapter 8 puts the fundamental investigations of the nose-cone-boundary-layer instabil-
ity in the practical context of real aero-engine applications. The chapter conceptually relates
the instability-induced spiral vortices to the possible effects on the fan root aerodynamics.

Finally, chapter 9 presents the combined conclusions of the previous chapters. Highlight-
ing this work’s intellectual contributions. Chapter 9 also considers the current limitations
and future outlook of this line of research.
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BACKGROUND

2.1. INTRODUCTION

HIS chapter serves as the necessary background for the forthcoming chapters of this

dissertation. The chapter starts by explaining the concept of flow instability, and later
on, overviews the existing literature on rotating-boundary-layer instabilities. As discussed
in chapter 1, the present research largely relies on experiments using state-of-the-art flow
measurement techniques: infrared thermography (IRT) and particle image velocimetry (PIV).
Therefore, this chapter also presents the working principles behind these flow measurement
techniques. Finally, the chapter provides mathematical and conceptual backgrounds of the
Proper Orthogonal Decomposition because the POD approach is employed to enhance the
flow-measurements of this work.

2.2. INSTABILITY

Instability of a system is inability to revert back to its initial state in response to a small
perturbation. When a system is unstable, an infinitesimally small perturbation can alter the
system-state. Generally, the instability-induced changes in the system-state are observed in
experiments.

For example, figure 2.1 shows the flow features in a rising smoke. This is a commonly
observed phenomenon of a buoyant jet that has been addressed in several studies (Becker &
Massaro, 1968; Mollendorf & Gebhart, 1973; Sreenivas & Prasad, 2000). The rising smoke is
initially confined to a vertical column (assuming the absence of meandering). This indicates
that small environmental perturbations have not drastically disturbed the fluid motion in
this region, thereby exhibiting stability. However, as the smoke rises higher, it suddenly forms
the large coherent ring-like patterns. This drastic change in fluid motion is induced by insta-
bility, responding to the small perturbations in its environment. Commonly, such formation
of large coherent flow-patterns is followed by their break-down due to the secondary instabil-
ities. Subsequently, this results in chaotic broad-spectrum flow fluctuations, also known as
turbulence. Generally, in problems concerning flow transitions, it is of interest to know when
a given flow system turns unstable, what are the instability-induced coherent flow patterns,
and how do they lead to the turbulence. The present work also follows this approach and

13
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Unstable

Stable

Figure 2.1: Instability-induced flow structures in a rising smoke, a common example of a buoyant jet addressed in
several studies (Becker & Massaro, 1968; Mollendorf & Gebhart, 1973; Sreenivas & Prasad, 2000). Photographed by
Vladuchick, 2010. Instability-induced coherent ring-like flow structures indicate the unstable flow region.

focuses on the onset and growth of coherent structures in unstable boundary-layers on
rotating cones.

Generally, a few dimensionless parameters, e.g. Reynolds number, govern the onset,
growth and breakdown of instability-induced flow-structures. These parameters are different
for different flow systems. Once identified, such parameter space needs to be explored to
enable predicting when the instability will induce large coherent structures, how these struc-
tures will grow/break-down and what will be their wave-number and wave-angle. Section
2.3 describes the flow parameters relevant to the problem of boundary-layer instability on
rotating cones.

Naturally, instability is observed to be of various types, which depend on the underlying
mechanisms. Of all the types, centrifugal and cross-flow instabilities are predominantly
present in rotating-boundary-layer-flows. Following is their conceptual background.

2.2.1. CENTRIFUGAL INSTABILITY

The motion along a curved path requires a centripetal force. In fluid flow, the radial pressure
difference provides this necessary centripetal force. For example, consider a fluid element
moving on a curved path in figure 2.2, its centrifugal force F, is balanced by the centripetal
force F), provided by the pressure difference. When this fluid element is radially perturbed,
its velocity changes due to the conservation of angular momentum; or if its velocity is
perturbed, its radial location changes. Consequently, the centrifugal force F, required
to sustain the curved motion changes. Now, if the local pressure difference at this new
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Figure 2.2: Concept of the centrifugal instability shown using a fluid element moving along a curved path in the (a)
basic state, and perturbed (b) stable and (c) unstable states.

location is insufficient to curb the perturbation effect or sustain the new curved motion, the
perturbation will grow and will drastically change the fluid motion. This type of instability is
called as the centrifugal instability. For further reading, refer to Drazin, 2002; Nieuwstadt
etal., 2015.

Taylor, 1923 made one of the first observations of the coherent vortices induced by
the centrifugal instability. He observed that the viscous flow between the two concentric
rotating cylinders exhibits toroidal vortices, see figure 2.3. Gortler, 1954 observed similar
vortices due to the centrifugal instability on the concave walls. Later on, Kobayashi and
Izumi, 1983; Kobayashi et al., 1983 also observed the vortices induced by the centrifugal
instability in the boundary-layer on the rotating slender-cones. All of these observed vortices
were counter-rotating in their cross-section.

Generally, the vortices induced by the centrifugal instability are counter-rotating in
nature. Recent studies have also shown the existence of the centrifugal instability mode over
a spinning cylinder in uniform flow that is orthogonal to the rotation axis (Mittal, 2004; Radi
etal., 2013; Rao, Leontini, et al., 2013; Rao, Leontini, et al., 2013), and the vorticity contours
associated with this mode suggest the counter-rotating nature of the vortices, which appear
as travelling waves (Rao, Leontini, et al., 2013).

Centrifugal instability on rotating cones is discussed in more detail in section 2.3.

2.2.2. CROSS-FLOW INSTABILITY
This type of instability exists in an inflectional velocity profile, caused by the cross-wise
pressure gradient. Consider a boundary-layer flow shown in figure 2.4, which is typical to
the rotating disk in still fluid. Here, the disk surface creates a typical profile of the tangential
velocity vg. As the tangential velocity increases with the radius, a radial pressure gradient
appears in the u direction. This creates an inflectional profile of the radial velocity u. This
type of flow is unstable and causes perturbations to grow and form co-rotating vortices.
The cross-flow instability is commonly present on rotating disks (Y. Kohama, 1984b) and
rotating broad-cones with half-cone angles 1 > 30°-40° (Kobayashi, 1994). Additionally,
cross-flow instability is also present on the swept wings (Y. Kohama, 1987). In all cases, the
vortices induced by the cross-flow instability are co-rotating in the cross-section.
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Figure 2.3: Taylor vortices induced by the centrifugal instability of the viscous flow between two concentric rotating
cylinders (Fenstermacher et al., 1979).
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Figure 2.4: Inflectional velocity profile with a cross-flow instability on a rotating disk.

The cross-flow instability on a rotating disk and cones is discussed in more detailed in
section 2.3

2.2.3. ABSOLUTE VS CONVECTIVE INSTABILITY

Flow instability is also classified as absolute and convective. Lingwood, 1996 has explained
this classification with the space-time diagram of an impulse response which is re-created
here in figure 2.5. When the flow is convectively unstable a small perturbation impulse grows
and gets convected with the flow, see figure 2.5a. When the flow is absolutely unstable, the
small perturbation impulse grows with time without any mean spatial convection, see figure
2.5b. Despite of this distinction, some flows may show a combination of both convective and
absolute instabilities. As described in section 2.3.1, the spiral vortices on rotating cones are
induced by a convective instability.

2.3. BOUNDARY-LAYER INSTABILITY ON ROTATING BODIES

In the past, investigations of the flow instability were led by experiments. However, theoretical
and numerical studies have played an essential role in explaining the underlying flow-physics
of the experimental observations. As discussed in section 1.3, the present work has chosen
an experimental approach. Therefore, this section focuses on flow physics related discussion
on the boundary-layer instability on rotating bodies, obtained from both experimental and
theoretical past studies. The mathematical formulations of the rotating boundary-layer
instability problems are beyond the scope of the present work and can be found in the
literature, e.g. Hussain, 2010; Towers, 2013.

2.3.1. ROTATING DISK
In the past, instability mechanisms in rotating boundary-layer flows were first discovered
through studies on a disk rotating in still fluid. Early experiments showed that the laminar
boundary-layer on a rotating disk exhibits coherent spiral vortices, before transitioning into
a fully turbulent state (Gregory et al., 1955; Smith, 1947). These vortices are better seen in the
visualisations by Y. Kohama, 1984b, see figure 2.6.

Here, the radially increasing tangential velocity of the disk surface creates a pressure
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(b) time A Absolute instability
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Figure 2.5: (a) Convective and (b) absolute instability. The concept adapted from Lingwood, 1996. The convective
instability exhibits spatial growth of an impulsive perturbation, whereas the absolute instability exhibits only
temporal growth without any mean convection.

Figure 2.6: Spiral vortices on a disk rotating in still fluid as photographed by Y. Kohama, 1984b.
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gradient, leading to an inflectional radial velocity profile. This exhibits the cross-flow insta-
bility, as discussed in section 2.2.2, which induces the spiral vortices. These vortices appear
co-rotating in their cross sections (figure 2.7a adapted from Y. Kohama, 1984b), and subtend
the wave angle € of around 14° with the circumferential direction. This angle is the same
as an angle between a meridian and a vector normal to the spiral vortex, see figure 2.7b.
Here, Ag is the azimuthal wavelength which relates to the azimuthal number of vortices
n=2nr/Ag, at alocal radius r. Experiments of Fedorov et al., 1976 and theoretical analyses
of P. Hall, 1986; Malik, 1986 showed the existence of another instability mechanism related to
the viscous-Coriolis forces over a rotating disk, which can also result in the spiral vortices
with € = 20°.

Meridional
Spiral vortices cross-section

—_—
Rotation

Meridian l A
(]
/ / W

Spiral vortex

Figure 2.7: Schematics of the spiral vortices. (a) A close-up view showing the co-rotating vortices (adapted from
Y. Kohama, 1984b). Spiral vortices on (b) a rotating disk and (c) a rotating cone in still fluid along with the definitions
of the spiral vortex angle € and azimuthal wavelength Ag.

Both, cross-flow and viscous-Coriolis instabilities are convective instabilities i.e. the
perturbations undergo a spatial growth. With the parallel flow assumptions, Lingwood,
1995 proved and later demonstrated with experiments (Lingwood, 1996) that an absolute
instability is present in the boundary-layer over a rotating disk. Here, impulsively added
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perturbations undergo temporal growth, including the upstream propagation. However,
direct numerical simulations of Davies and Carpenter, 2003 showed that with spatial inho-
mogeneity of the boundary-layer, i.e. without the parallel flow assumption, the convective
instability dominates over the absolute instability. Therefore, the rest of the discussion in
this dissertation focuses on the convective instability modes.

CRITICAL FLOW PARAMETERS
The instability and transition of the rotating-disk-boundary-layer depends on the Reynolds

number
row [v W
Re=—\/—=r1y/—. (2.1)
v Vo v

Here, r is the local radius, w is the angular velocity, v is the kinematic viscosity, and vv/w
is the characteristic length scale.

The critical flow parameter refers to the parameter value beyond which the perturbations
start growing in an unstable flow. Various experiments on a rotating disk have observed that
the spiral vortices grow beyond the critical Reynolds number Re > 290-294 (Lingwood, 1995).
Furthermore, the rotating-disk-boundary-layer becomes absolutely unstable at Re > 510
(Lingwood, 1996). This suggests that, beyond this Reynolds number, the laminar flow cannot
be maintained regardless of any care taken to reduce the perturbations in the environment.

2.3.2. ROTATING CONES IN STILL FLUID

Since a disk is nothing but a cone with half angle ¥ = 90°, the boundary-layer instability
mechanism on rotating broad-cones (30° < 1 < 90°) is similar to that on a rotating disk
(see figure 2.7c). In still fluid, the cross-flow instability on rotating broad-cones induces
co-rotating spiral vortices(Garrett et al., 2009; Kato, Alfredsson, et al., 2019; Kato, Kawata,
et al.,, 2019; Kobayashi & Izumi, 1983; Y. P. Kohama, 2000; Towers & Garrett, 2012; Towers
et al., 2016; Towers & Garrett, 2016; Towers, 2013), see figure 2.8 for example.

When the half-cone angle v is decreased from 90° to 15°, the wave angle € (between
the vortex and circumferential directions) decreases from 14° to 0° (Kobayashi & Izumi,
1983; Kobayashi, 1994), see figure 2.9a. This implies that, as the cone becomes slender, the
spiral vortices increasingly align towards the local circumferential direction. Additionally, the
azimuthal number of vortices decreases with the decreasing half-cone angle, see figure 2.9b.
This suggests that the larger azimuthal wavelengths (inversely proportional to the azimuthal
number) can grow as the cone becomes slender.

CHANGE IN THE INSTABILITY MECHANISM
In figure 2.9a, the vortex angle € steeply drops within ¥ = 40° — 30°. Here, the instability
mechanism changes from the cross-flow to the centrifugal type (Kobayashi & Izumi, 1983).
For the slender-cones, effect of the centripetal acceleration is stronger, as they are closer
to a cylinder than a disk. This results in toroidal vortices (with € = 0) on a rotating slender-
cone (¥ < 30°). These vortices are counter-rotating in the cross-section, similar to those
observed in concentric cylinders (Drazin, 2002; Taylor, 1923), concave walls (Gortler, 1954),
and rotating cylinders in cross-flow (Mittal, 2004; Radi et al., 2013; Rao, Leontini, et al., 2013).
The exact range of half-cone angles where this change in instability mechanism occurs
has not yet been identified. For further discussions, the cones with 1 = 30° are considered
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Figure 2.8: Spiral vortices on a broad-cone, with half-angle ¢ = 60°, rotating in still fluid as photographed by
Kobayashi and Izumi, 1983.
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Figure 2.9: Effect of the half-cone angle y on the spiral vortex (a) angle ¢ and (b) number , as reported by Kobayashi
and Izumi, 1983; Kobayashi et al., 1980.

as broad-cones, which are closer to the rotating disk. The cones with 1 < 30° are considered
as slender-cones, which are closer to the case of rotating cylinder.

CRITICAL FLOW PARAMETERS
Kobayashi and Izumi, 1983 measured the near-wall velocity fluctuations on cones that are
rotating in still fluid, using a hot-wire anemometer. They defined the critical point x, as
the near-most location towards the cone-apex where the hot-wire anemometer detected
fluctuations at a single frequency, indicating the existence of spiral vortices. Furthermore, the
point where the fluctuation spectrum became wide, resembling a typical turbulent spectrum,
was defined as the transition point x;. Here, x is the meridional distance from the cone-apex.
Figure 2.10 shows Reynolds numbers Rey corresponding to the critical and transition
points versus the half-cone angles, as measured by Kobayashi and Izumi, 1983. Here, Rey =
wx?sin(y)/v. Both critical and transition Reynolds numbers decrease with the decreasing
half-cone angle. This suggests that the slender-cones are more destabilising for the boundary-
layer than the broad-cones.

2.3.3. ROTATING CONES IN AXIAL INFLOW

When an axial inflow is enforced on rotating cones, both cross-flow and centrifugal insta-
bilities induce spiral vortices that are co- and counter-rotating, respectively. However, only
the centrifugal instability on a rotating slender-cone with the half-cone angle ¥ = 15° has
extensively been investigated in the literature (Kobayashi et al., 1983; Y. Kohama, 1984a).

SLENDER-CONE

Y. Kohama, 1984a closely studied the behaviour, growth, and breakdown of the spiral vortices
on a 15° slender-cone rotating in axial inflow. To visualise the spiral vortices, he put the
titanium tetrachloride particles on a cone surface which would be carried by the spiral
vortices. He imaged these particles using a drum camera with a stroboscope illumination.
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Figure 2.10: Critical and transition Reynolds number for different half-cone angles, as measured by Kobayashi and
Izumi, 1983. The transition Reynolds number corresponds to a location on the rotating cone where the hot-wire
signal started to resemble a typical turbulent spectrum.
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Figure 2.11: Spiral vortices on a rotating slender-cone with ¥ = 15° in axial inflow. The visualisation by Y. Kohama,
1984a.

See his visualisation in figure 2.11. Additionally, figure 2.12 shows a schematic adaption of a
spiral vortex, visualised using this method. Figure 2.12 also shows how the vortex height &
was measured from the visualisations. However, his hot-wire measurements showed that
the sinusoidal velocity fluctuations corresponding to the spiral vortices were detected at
awall-normal distance larger than h. Therefore, the actual spatial extent of the vortices is
larger than visualised by the particle-based visualisations in figures 2.11 and 2.12.

While tracking the growth of the spiral vortices, Y. Kohama, 1984a observed that past
the critical point, the wall-normal height of the spiral vortices increases (figure 2.13). The
spiral vortices cause increased stream-wise momentum near the cone-surface, evident from
comparing regimes [A] and [B] in figure 2.13. In the present work, this phenomenon is found
to be responsible for the increased surface temperature fluctuations on the rotating cone (see
figure 4.6). In this region, the mixing of low and high momentum fluid is enhanced, forming
shear layers of different scales. Y. Kohama, 1984a suggested that this enhanced activity of
mixing affects the mean velocity profiles and could be the leading cause of boundary-layer
transitioning to a fully turbulent state. This is interesting for the present dissertation because
such modification of the basic flow changes the boundary-layer skewness. This is expected
to influence the hub-flow loss mechanisms in a fan or compressor, as discussed in section
1.1.

Recently, Hussain et al., 2016 revisited the rotating 15° slender-cone in axial inflow. They
developed a distinct theoretical analyses based on the centrifugal instability mode. They
highlighted that even though cross-flow and Tollmien-Schlichting instabilities are present in
the flow field, the centrifugal instability is prevalent. Garrett et al., 2009; Garrett and Peake,
2007a also state that for a rotating slender-cone (half angle ¥ < 40°), the cross-flow and
absolute instabilities may not play a dominant role in the boundary-layer transition.
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Figure 2.12: A schematic adaption of a spiral vortex visualised by Y. Kohama, 1984a using particle-based visualisation
method.
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Figure 2.13: Tangential V and wall-parallel U velocity profiles during the spiral vortex growth on a rotating slender-
cone (y = 15°) in axial inflow, taken from Y. Kohama, 1984a.
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BROAD-CONES

Theoretical studies performed by Garrett et al., 2010 show that the cross-flow instability
mode is dominant on rotating broad-cones (half angle y > 40°) in axial inflow. As discussed
in section 2.3.2, in still fluid, the cross-flow instability on the rotating broad-cones induces
co-rotating vortices (Kobayashi & Izumi, 1983)—there has been no such experimental study
on broad-cones rotating in axial inflow. However, Kobayashi et al., 1987 observed both co-
and counter-rotating vortices on a 30° cone rotating in axial inflow. They suggested that
the transition from the counter-rotating to the co-rotating vortices may be continuous with
the continuously increasing half-cone angle . However, in the present author’s opinion,
this type of speculation is not well-supported by the experimental data of (Kobayashi et al.,
1987), as their experiments considered discrete cone angles. Furthermore, as shown later in
chapter 5, the spiral vortices on broad-cones (¢ = 45°-50°) start as co-rotating vortices but
turn into counter-rotating pairs upon their amplification.

CRITICAL FLOW PARAMETERS

In axial inflow, the onset of instability on rotating cones depends on two parameters, Reynolds
number Re; and rotational speed ratio S, as discussed in section 1.2. This applies to both
centrifugal and cross-flow instabilities on rotating slender- and broad-cones, respectively
(Garrett et al., 2010; Hussain et al., 2016; Kobayashi et al., 1983). Additionally, Garrett et al.,
2010 also showed that the absolute instability on rotating broad-cones also depends on the
parameters Re; and S. However, for fixed S, the absolute instability occurs at much higher
Reynolds number Re; as compared to the convective instability.

Kobayashi et al., 1983 quantified the spiral vortex growth and transition location on
a rotating slender cone of ¥ = 15° (figure 2.14). Here, the Reynolds number Re, = Re,
based on the meridional distance x = [, measured from the cone apex. The free-stream
turbulence intensity uj,,,; was low: 0.05-0.15% of the free-stream velocity Us,. Here, u' is
the longitudinal velocity fluctuations. The effect of free-stream turbulence on the critical
flow parameters is discussed in 2.3.4.

Apart from the critical and transition points, Kobayashi et al., 1983 also predict the
locations where the spiral vortex amplification is maximum. The corresponding Reynolds
number is called as maximum amplification Reynolds number Rey ,,. However, they did not
provide the experimental measurements of Rey, ,,; vs S. These measurements are provided in
chapter 4 of this dissertation.

Figure 2.14 shows the region contained within the critical and transition lines as the
transition region where the instability induced spiral vortices grow. On a cone, both Re, and
S are zero at the cone-apex and start increasing along with x. At a location on the cone, the
parameter values cross the critical line. Hereafter, the spiral vortices can be expected to grow
until their maximum amplification. Subsequently, the boundary layer becomes turbulent
past the transition line.

The azimuthal number n and angle € depend on the local rotational speed ratio S, see
figures 2.15 and 2.16 for a rotating slender cone y = 15°, respectively. With increasing local
rotational speed ratio S (from S = 0 to 5-6), both n and € decrease as the spiral structure of
the vortices starts to approach a toroidal structure. Between S = 6 to 8, the vortex structure
becomes toroidal, similar to that observed over a rotating cone in still fluid (Kobayashi &
Kohama, 1985).

Kobayashi et al., 1987 show that changing the half-cone angle does not change the spiral
vortex angle e. However, the azimuthal vortex number 7 is sensitive to the changes in half-
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Figure 2.14: Critical Rey, ¢, maximum amplification Rey ;; and transition Rey ; points in the parameter space of
Reynolds number Rey = Re; vs S for a rotating slender cone = 15°, taken from Kobayashi et al., 1983.
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Figure 2.15: Azimuthal number of vortices n versus the rotational speed ratio S on a rotating slender cone ¥ = 15°,
taken from Kobayashi et al., 1983. « measurements from the visualisations, and theoretical predictions at the A
critical and V maximum-amplification point.
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Figure 2.16: Spiral vortex angle € versus the rotational speed ratio S on a rotating slender cone ¥ = 15°, taken from
Kobayashi et al., 1983. e are hot-wire measurements, all other symbols are measurements from the visualisations;
curve (a) is the predicted wall-shear-stress direction of the laminar boundary-layer.

cone angle. The value of n decreases with decreasing half-cone angle, suggesting that the
slender-cones allow larger azimuthal wavelengths to grow. Similar behaviour was seen in
figure 2.9b on cones rotating in still fluid.

2.3.4. EFFECT OF FREE-STREAM TURBULENCE

Generally, the onset of instability-induced flow-structures is significantly dependent on the
disturbances in the flow environment, including the free-stream turbulence. Kobayashi et al.,
1987 imposed inflow conditions with different turbulence intensity '/ Uy, = 0.04%-3.5% on
rotating cones of y = 7.5°, 15° and 30°. Here, v’ is the velocity fluctuation over the mean
free-stream velocity Uy.

For slender cones (¢ = 7.5° and 15°), the critical Reynolds number was not affected by
the free-stream turbulence levels of 0.5% and 2.4%, but decreased for the turbulence levels
of 2.8% and 3.5%. On a broad cone (¢ = 30°), the critical Reynolds number decreased with
the increasing free-stream turbulence levels. These differences indicate different receptivity
behaviour for different types of cones, which needs further investigations. However, in all the
investigated cases, the transition Reynolds number remained unaffected by the free-stream
turbulence levels.

2.3.5. EFFECT OF SURFACE ROUGHNESS
Generally, the surface roughness and irregularities also constitute a part of the disturbance
environment, which can influence the perturbation growth. Wilkinson and Malik, 1985
observed that the spiral vortices on a rotating disk are induced at a randomly situated
dust particles on a rotating disk. In their experiment the spiral vortices were completely
established around the rotating disk at the Reynolds number Re = 350.

Wilkinson and Malik, 1985 further observed that an isolated roughness element on a
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rotating disk induces wave-packets which grow and exhibit spiral vortices spread over the
entire disk-surface. This occurs at Reynolds number Re = 400 unlike at Re = 350 on a clean
disk.

Recently, several theoretical studies have shown that both isotropic and anisotropic
roughness elements (combinations of radial and concentric grooves) delay the onset of
cross-flow instability on a rotating disk (Alveroglu, 2016; Alveroglu et al., 2016; Cooper et al.,
2015; Garrett et al., 2016; Thomas et al., 2020). To theoretically model the roughness, these
studies chose two approaches: 1) a partial slip on the wall or 2) a wavy surface. The link
between these two roughness models and the real life roughness remains to be investigated.
Both theoretical and experimental investigations are needed to understand the instability
behaviour on the rough cones.

The roughness elements trigger the spiral modes that are stationary with respect to the
rotating body. Recently, Kato, Alfredsson, et al., 2019; Kato, Kawata, et al., 2019 induced
stationary spiral vortices on a rotating cone of y = 60° in still fluid. They used 24 equi-spaced
roughness elements on a cone because the similar clean cone shows around 20 — 26 vortices.
No such investigation is available on the rotating cones facing an inflow. This still remains as
an open question.

2.4. EXPERIMENTAL AND DATA PROCESSING TECHNIQUES

Past experiments relied on particle-based flow-visualisation methods where particles sprayed
on the cone surface get transferred by the spiral vortices, allowing their visualisation. This
method is not suitable in high-speed inflows and does not provide any quantification on
the spiral vortex growth. To quantify the critical parameters of the spiral vortex growth,
these past studies used the hot-wire velocimetry. This technique does not provide any
instantaneous visualisation of spiral vortices. Furthermore, the method is challenging to
implement in a high-speed flow environment, and its time-consuming nature limits the
range of a parametric study. Therefore, as also highlighted in section 1.2, a new experimental
approach is required to explore the boundary-layer instability behaviour on rotating cones
in complex flow scenarios, i.e. asymmetric and high-speed turbulent inflows.

To fulfill this requirement, this dissertation presents an experimental method which can
be used to investigate coherent spiral vortices on rotating cones (chapter 3). This method
relies on infrared thermography (IRT) approached with proper orthogonal decomposition
(POD) to visualise spiral vortices and quantify their growth. The method is accompanied
by particle image velocimetry (PIV) to obtain the velocity fields. Following are the basics of
these experimental (IRT and PIV) and data processing (POD) techniques.

2.4.1. INFRARED THERMOGRAPHY

Surface temperature measurements often provide insights into complex flow phenomena,
e.g. boundary-layer transition. The flow structures usually leave their thermal footprints
on a near-by solid surface as they locally affect the surface-heat-transfer. These surface-
temperature-patterns can be measured with an infrared camera in a non-intrusive way. This
section presents the theory behind the infrared thermography (IRT), as the experimental
method presented in this dissertation (chapter 3) predominantly relies on IRT. This section
is based on the discussions found in Astarita and Carlomagno, 2013; Mayer, 2000; Schrijer,
2010.
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RADIATION THEORY
The radiative transfer of energy occurs in the form of electromagnetic waves. The spectrum
of these waves is divided in several wavelength (1) bands, e.g. A = 0.38-0.7 um is visible
light, A = 0.7-1000 pm is infrared, and A > 1000um is radio band. The infrared band is
most commonly used for thermography. Most infrared cameras use A = 3-5 um of the
middle wavelength infrared band (MWIR) and A = 8-12 um of the long wavelength infrared
band (LWIR) (Astarita & Carlomagno, 2013). The following radiation theory clarifies the link
between the measured radiation energy and the surface temperature of a body.

When considered as particles, the electromagnetic radiations are photons carrying the
energy &, which is inversely proportional to their wavelength A as

_ ke
=

Here, the Planck’s constant /1 = 6.626 x 1073* Js and c is the speed of the electromagnetic
radiation in a medium.

Every material body absorbs, emits, transmits, and reflects these electromagnetic ra-
diations. However, an ideal body, named black body, absorbs all the incident radiations,
irrespective of their incidence angles and wavelengths. For simplicity, the radiation theory
starts with a case of an isothermal black body placed in the vacuum. The total power Ej,
emitted by a black body is directly proportional to the 4th power of its surface temperature
g . This relation is known as the Stefan-Boltzmann law:

& 2.2)

Ep= f Epa(N, TdA=0gT . (2.3)

Here, the Stefan-Boltzmann constant og, = 5.67 x 1078 W/(m?K).

The spectral distribution of the radiatively emitted power also depends on the surface
temperature 9 of the body. For a black body, the emitted power flux per unit wavelength
Ey , i.e. spectral hemispherical emissive power (Astarita & Carlomagno, 2013), is related to
the surface temperature by the well-known Planck’s law:

G
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AS(err —1)
Here, C; = 3.742 x 108 W/um*/m? and C, = 1.439 x 10* Kum. Figure 2.17 depicts the
Planck’s law. With increasing surface temperature, the maximum power is emitted at lower

wavelengths, i.e. peak of Ey, ; shifts towards the left. Figure 2.17 shows that, at room temper-
atures, the most-energetic emitted-radiations lie in the infrared band, especially in LWIR.

Epp= 2.4)

Scaling the Planck’s law by the fifth power of the temperature J° yields:

Ep _ G

B (2.5)
T QTP - 1)

The scaled emissive power Ej, 3/ ° is a function of A9, as depicted in figure 2.18; the
single maximum of this curve suggests that the wavelength A,,,, at which the maximum
power is emitted is related to the surface temperature. The relation is known as the Wien’s
displacement law:
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Figure 2.17: Variation of spectral hemispherical emissive power Ej, 3 with the radiation wavelength A from an
isothermal blackbody for different surface temperatures.
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Figure 2.18: Normalised emissive power Ej, 3 /9~ 5 versus A7
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Amaxd = 2898 Kum. (2.6)

Infrared cameras measure the radiated energy in a fixed wavelength band A,-A,. Such
measurements yield the band emissive power as

A2
Epp-2,9) :j/; Epa(A4,9)dA. 2.7
1

For a fixed wavelength band, the band emissive power increases with increasing the
surface temperature. This is evident from the Planck’s law and Wien’s displacement law, see
figure 2.17. Therefore, measured radiated energy in a fixed wavelength band can be related to
the surface temperature of the black body. Practically, such relation is obtained by calibrating
an infrared camera exposed to a black body simulator, simulating various temperatures.

In the present work, the band emissive power is recorded by an infrared camera (de-
scribed in section 2.4.1) for a fixed duration t;,;, called integration time. The present work
focuses on detecting the fluctuation patterns of the surface temperature, arising due to
the spiral vortices on rotating cones (the method is described in chapter 3). Therefore, the
absolute temperature values are not required. The time-integrated band emissive power,
representing temperature, is recorded as the digital pixel intensity I.

Real bodies, unlike black bodies, do not absorb all the incident radiations as part of
it is reflected and/or transmitted; the absorption depends on the radiation wavelength
and incidence angles. When their absorption is independent of the incident-radiation
wavelength, the real bodies are called grey bodies. Real bodies usually behave as grey bodies
in the wavelength bands used for the infrared thermography (MWIR, IWIR, etc.).

According to the Kirchoff’s law the absorbed radiation power equals the emitted radiation
power. The ratio of the power emitted by the real bodies (E;) to that by the black body (Ej) at
the same temperature is known as the emissivity €, 44

E,
€rad = E_b (2.8)
The emissivity depends on the viewing angle with respect to the radiating surface. There-
fore, as described later (section 3.2), the recorded surface temperature levels (in terms of
I) vary on a three-dimensional surface of the cone as the viewing angle varies along the
circumference. Additionally, the surface treatments, such as coating, finish, may affect the
emissivity value. For further readings on the real body radiations and corrections, one can
refer to Astarita and Carlomagno, 2013; Mayer, 2000; Schrijer, 2010.

INFRARED CAMERA

Nowadays, the infrared cameras are composed of an optical system, sensor array and cooling
system. The camera gathers radiations using the optical lenses made out of special materials,
e.g. Germanium; because commonly used glass lenses are opaque to the infrared radiations.
The current work uses a camera named FLIR CEDIP SC7300L Titanium (figure 2.19).

The gathered radiation is focused on a Focal Plane Array (FPA), where the temperature
detectors are arranged (similar to the pixels in a camera sensor). Generally, two types of
temperature detectors are used: a thermal detector that transduces the temperature change
caused by the incident radiation and a photon detector which detects the incident photons.
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Figure 2.19: Infrared camera used in this work FLIR CEDIP SC7300L Titanium (image source: FLIR).

The current work uses the photon detector made out of Mercury Cadmium Telluride
(MCT). At low temperatures (77-170K), the electrons in photon detectors mostly lie in a
valence band. When a photon strikes the detector, it imparts its energy to the electron. This
electron jumps to a higher energy level in a conductive band, inducing a photocurrent. By
construction, the photon detector can be made sensitive to a narrow wavelength band. The
sensor used in the current work is sensitive to A = 7.7um-9.3um.

The operating temperatures of the photon detectors are extremely low: 77K for LWIR.
A dedicated Sterling cooler brings the MCT sensor to its operating temperature. In this
condition, the camera noise is at its lowest; with the Noise Equivalent Temperature Difference
(NETD) of around 25mK.

MATERIAL CHOICES FOR IRT ON ROTATING BODIES

The material choice significantly affects the effectiveness of infrared thermography in mea-
suring unsteady phenomena, such as the boundary-layer transition on rotating bodies. In
incompressible low-speed flows, the thermal footprints of the flow structures are usually
weak; resulting in sharp temperature gradients with low temperature magnitudes. The
Fourier’s law of heat conduction states:

q=-xVT. (2.9)

Here, the g is the heat flux and « is the thermal conductivity of the material. For a windtunnel
model with high thermal conductivity «, a sharp temperature gradient will result into high
heat flux. A weak thermal footprint of a sharp flow feature will cause high heat conduction
within the model and the footprint will quickly disappear before being detected by an
infrared camera. Therefore, the low thermal conductivity is desired when measuring complex
unsteady flow patterns.

Additionally, the thermal contrast of a footprint depends on the local surface temperature
difference caused by the energy transfer to/from the fluid. The energy transferred as heat Q
per unit volume ¥ is related to the temperature difference through the material density p
and specific heat capacity 6:
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QIV = pEAT. (2.10)

For a fixed amount of heat transferred by a flow structure, a material with low p¢ will host
a high surface temperature difference, improving the thermal contrast of the measurement.

In general, the windtunnel model is best suitable for measuring the thermal footprints of
unsteady flow structures, when it has low thermal conductivity x and low volumetric heat
capacity p%, i.e. low thermal product pé’«. Table 2.1 compares the material properties of
Aluminium and Polyoxymethylene (POM). Clearly, the thermal product of the POM is three
orders of magnitude lower than that of the Aluminium. Therefore, POM is a better choice for
the infrared thermography than commonly used aluminium; and most of the windtunnel
models in this work are made out of POM.

Material Density Thermal Heat Thermal
conductivity  capacity product
p kg/m®) x(W/mK) € (J/kgK) pE€x (J?/m*K?s)
Aluminium 2700 205 921.096 5x 108
Polyoxymethylene 1420 0.22 1500 4.68 x 10°

Table 2.1: Comparison of the material properties of Aluminium and Polyoxymethylene. The low thermal product
(p€x) of Polyoxymethelyne makes it a suitable candidate for the present infrared thermography measurements.

2.4.2, PARTICLE IMAGE VELOCIMETRY

Particle image velocimetry (PIV) is an effective non-intrusive tool, which is commonly used
for the velocity filed measurements. Figure 2.20 depicts a typical PIV setup. Here, the flow is
seeded with the tracer particles that closely follow the flow. The test region is illuminated
with the laser sheet and the particle images are recorded using a camera. The recorded
images are post-processed to obtain the velocity field through the particle-displacement and
known time-interval between the two images.

In this work, the particle recordings are obtained as sets of image-pairs obtained within
short time intervals At = 1-100us, also called as the pulse separation. The images are then
divided into interrogation windows. The cross-correlations with two dimensional shifts are
performed to find the particle movement within the interrogation window. A multi-pass
approach with decreasing size of the overlapping interrogation windows is used so that
the large particle shifts are not missed while resolving the small-scale velocities. All these
operations are performed in a commercial software DaVis 8.4.0.

This work uses two types of PIV approaches: two component (2C) PIV and three compo-
nent (3C) stereo PIV. 2C PIV is a straight forward method of measuring the velocity compo-
nents within the laser sheet plane. This is achieved by aligning the image plane parallel to
the laser sheet and performing a two dimensional geometric calibration.

3C stereo PIV uses two cameras viewing the common region of the laser sheet from two
different viewing angles (figure 2.21). Here, the viewing directions A, B, and a coordinate
vector x are assumed to be co-planar, for simplicity. The views are geometrically calibrated
with a three-dimensional calibration plate to obtain the viewing angles a 4, @ and the geo-
metrical scaling. The velocity fields are separately calculated in each image plane as u4, v
and up, vg. These fields, along with the geometric calibration, can be used to reconstruct
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Figure 2.20: Experimental setup of PIV (Raffel et al., 2007).

the real velocity components u, v, w in the laser sheet by triangulation. See Raffel et al., 2007
for further details.

2.4.3. PROPER ORTHOGONAL DECOMPOSITION

Studying boundary-layer instability and transition essentially involves identifying coherent
flow structures in the measurement data (as described in section 2.2). The present work
uses a mathematical tool named Proper Orthogonal Decomposition (POD) that allows
decomposing a dataset into orthonormal bases, also known as POD modes (chapter 3).
Owing to their orthonormality, selected POD modes can be used to reconstruct different
low-dimensional representations of the data instances.

The POD was first introduced by Kosambi, 1943 who extended the statistics of random
variables to curves. Later, POD was independently developed by many researchers including
Berkooz et al., 1993; Lumley, 1967. In different fields, POD is known by various other names,
such as, Principal Component Analysis, Empirical Orthogonal Functions, and Karhumen-
Loéve Expansion. In fluid mechanics, POD is commonly used to identify coherent structures
and dominant fluctuation modes in complex flows, such as, transitional or separated flows.

The basic idea of POD is to find a set of orthonormal bases in a multidimensional data,
such that, the cumulative distance of the data points to the bases is minimum. In 2D, this is
analogous to fitting a line (representing one of the two bases) through a point cloud using the
least squares fit. In this sense, the linear combination of POD modes facilitates the closest
possible approximation of the data. For example, consider a signal u(x, f) as a discretised
measurement (or numerical simulation) data of a field in space x and time ¢. Then, using
POD, itis possible to find the orthonormal spatial modes ¢(x) along with the time coefficients
o7 (t) as:
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such that, the projection of the signal on the orthonormal spatial modes is maximum i.e.
Y Z:l Y, <uj, i >is maximum. Here, <,> is the inner product. This is analogous to the
least-square linear fit through a two dimensional point cloud. Similarly, one can also find the
temporal modes ¢(t) along with the spatial coefficient <7 (x); but in practice, such analysis is
meaningful only when the temporal resolution is sufficient to capture the phenomenon of
interest.

In the present work, the experimental data is available as spatially discretised sets at
different time instances. Such dataset is arranged in the matrix A(x, ) of size m x n whose
each column is a spatially distributed data at a given time instance; here, the data has m
spatial measurement points (pixels or interrogation windows) and » time instances with
m >> n. Figure 2.22 depicts the organisation of the data matrix A(x, £).

The POD modes of the data matrix A can be found using the Singular Value Decompo-
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Figure 2.23: Singular value decomposition of a snapshot matrix A.

sition (SVD). The present work uses a MATLAB function svds to compute the SVD. Every
rectangular matrix has a Singular Value Decomposition as given by the equation 2.12, which
is depicted in the figure 2.23.

A=usyT (2.12)

Here, % of size m x m and 7 of size n x n are unitary matrices, i.e. %% = .# and
¥Tv = #, where . is an identity matrix. Commonly, the columns of % and ¥ are called left
and right singular vectors, respectively. The singular vectors are orthonormal. The X is a
m x n diagonal matrix; its diagonal elements are called singular values which are arranged in
a descending order. The singular values represent the relative importance of the singular
vectors in the dataset. In the present work, a singular value is regarded as the representative of
the fluctuating energy captured in a POD mode. The revised criterion for mode selection uses
these singular values to identify the relative importance of a mode in a dataset (discussed in
chapter 3).

Physically, the left singular vectors %; are the orthonormal bases for the fluctuations
along the columns of A, and right singular vectors 7; represent the dynamics of elements
in %; along the rows. In this case, the left singular vectors %; are the spatial modes and the
right singular vectors 7; represent the time dynamics of %;. The singular values o; scale the
modes as per their relative importance in the data matrix A.

The role of singular vectors %; as the spatial POD modes is best seen through a correlation
matrix AAT. The entries of AAT are the correlations between the columns of A which
represent the spatial variation. Using equation 2.12

AAT = sy Ty st =ussTo™. (2.13)
Here, ¥ 77 = .#. The equation 2.13 can also be written as:

AAT Yy =337, (2.14)

This is the familiar form of eigendecomposition. Here, % contains the eigenvectors of
the correlation matrix AA” and the 27 contains the eigenvalues. Therefore, the left singular
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vectors %; represent the spatial dynamics in A. Similarly, one can show that the right singular

vectors ¥; are the eigenvalues of A’ A, representing the temporal dynamics in this case.
Alow-dimensional representation Ay of a data instance Ay, can be obtained by the linear

combination of the selected r left singular vectors %; which are the spatial POD modes.

Ap =) AU (2.15)
i€r
Here, the time coefficient <7 . is a projection of the i’ " mode on the k' data instance, i.e.
;o =< A, Ui >.



AN EXPERIMENTAL METHOD TO
INVESTIGATE COHERENT SPIRAL
VORTICES ON ROTATING BODIES

3.1. INTRODUCTION
HEN investigating coherent flow structures, flow visualisation is an essential part to
Wunderstand the underlying physical phenomena. Chapter 1 briefly introduced the
requirement of a new experimental approach to detect the coherent flow structures on a
rotating body in complex flow environments such as non-axial inflow and high-speed in-
flow. Along with the visualisations, quantification of spatial properties such as: vortex angle,
wavenumber and the location of pairing or amplification are essential for the understanding
and theoretical analysis. Experimental techniques which can provide such information have
evolved over the years but their applicability to rotating bodies is limited. For example, oil
flow visualisation, which is often used to identify flow features such as separation, reattach-
ment, boundary layer transition and the presence of stationary vortices, is not suitable for
the rotating case due to the strong centrifugal forces. In the past, flow visualisation was per-
formed based on kerosene smoke filaments (Mueller et al., 1981) or titanium-tetrachloride
(Kobayashi et al., 1983) to identify spiral vortices in the transition region over rotating cones.
However, smoke flow visualisation works best only at low freestream velocities and low
turbulence levels (= 0.1%). On the other hand, titanium-tetrachloride is very toxic and
requires a highly controlled environment to avoid health issues. In addition, researchers
have used hot-wire anemometry to quantify the spiral vortex characteristics and location of
the transition region. However, such methods are intrusive in nature and time consuming,
which makes them less attractive for parametric studies. These experimental difficulties call
for an alternative approach to enable in-depth study of the flow field over rotating bodies of
revolution.
A rotating slender cone (half-cone angle y = 15°) under uniform axial inflow is chosen as
a test case since it is well documented in the literature (Kobayashi et al., 1983; Y. Kohama,

Parts of this chapter have been published in Experiments in Fluids, 60, 115 (2019) Tambe et al., 2019.
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1984b). As detailed in chapter 2, the boundary layer transition mechanism over the rotating
cone includes spiral vortices that are induced by the effect of a centrifugal instability. For
a fixed cone shape, the characteristics of these spiral vortices (angle, pitch) depend on the
local rotational speed ratio S = wr/u, and local Reynolds number Re; = lu,/v (Garrett et al.,
2010; Kobayashi, 1994), where w is the angular velocity, r is the local radius, u, is the edge
velocity of the boundary layer, [ is the distance from the cone apex along the meridian and v
is kinematic viscosity of air. A brief overview of the flow field is given in section 3.3.

Infrared Thermography (IRT) is a non-intrusive technique which can be used to measure
surface temperature distribution, as described in section 2.4.1. The overall complexity of the
setup and data post-processing is relatively low, which makes it attractive for the parametric
studies that span a large number of experimental conditions. IRT has been previously applied
to study stationary co-rotating spiral vortices on a rotating disk (Astarita et al., 2002). Limited
by the recording frequency due to the scanning mechanism of the camera, the authors used
a line scan method to acquire and later reconstruct the time-averaged imprint of spiral
vortices. This approach was feasible because the vortices were stationary with respect to the
rotating disk. Nowadays, IR cameras use Focal Plane Arrays (FPA) which can record at higher
frequencies and more importantly no longer require the scanning system. This allows using
IR cameras for measuring high-speed events where the temporal averaging is only limited by
the selected integration time. For example in the current application, the vortices are not
always stationary but can move along with the flow. Since the signal to noise ratio drops with
decreasing integration time and high-speed events typically are less strong, the resulting
measurements contain higher noise which degrades the measurement quality.

Recent investigations show that the potential of IRT can be dramatically enhanced by
filtering the measurement datasets using Proper Orthogonal Decomposition (POD). For
example, Narayanan, 2007 applied this methodology to study the modes of temperature
fluctuations of slot jet impingement by filtering IRT data with first 15 POD modes. However,
this criterion of modes selection is arbitrary. While it includes the dominant modes, it
does not guarantee the reconstruction of the flow structures of interest. Raiola et al., 2017
developed the POD filter for time-resolved IRT measurements of turbulent convective heat
transfer. They also proposed a criterion for selecting the optimal number of modes for the low
order reconstruction with reduced random noise. However, this criterion does not consider
the physical relevance of the modes, and therefore, is not suitable for the reconstruction of
the coherent flow structures of interest (as shown in 3.4.3). In the method presented in this
chapter, IRT is applied to measure the traces of spiral vortices on a rotating cone and the
data is analysed with POD approach. A new criterion is formulated to select the POD modes
based on their physical relevance to the flow feature of interest. The resulting reconstructions
reveal the detailed spiral vortex footprints with reduced camera noise.

3.2. EXPERIMENTAL SETUP

Experiments are performed in the W- tunnel at the Faculty of Aerospace Engineering, TU
Delft which is an open jet wind tunnel with an exit cross-section of 0.6mx 0.6m. Figure
3.1 shows the experimental setup. The model consists of a cone with an half-cone angle
¥ =15° and base diameter D = 0.047m. It was connected to a motor in a cylindrical casing
mounted on a sting. The cone was rotated by a brushless motor at a constant RPM= 5000.
The inflow speed Uy, was varied from 2.46 —12.3 m/s in order to obtain different values of
the base rotational speed ratio S, = wD/(2U) (5 to 1 respectively, to compare results with
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those of Kobayashi et al., 1983). The inflow Reynolds number is defined as Re; = Uy, L/v
(varied from 1.5 x 10* — 4.5 x 10%). Additional tests are also performed at 15000 RPM to assess
the effect of surface rotation during the integration time. The characteristics of the spiral
vortices strongly depends on the local value of S which varies along the cone from zero at the
nose to wD/(2u,) at the base. In the experiments the value of S, and Re;, are used to refer to
the operating conditions.

IR camera

IR camera Motor casing

Wind-tunnel Flow B [ Y

section Q —

©
N — .
— Motor casing

amp
(a) (b)

Figure 3.1: (a) A schematic of the experimental setup and (b) a photograph showing the rotating cone setup and an
infrared camera.

An Infrared camera FLIR (CEDIP) SC7300 Titanium is used to measure the surface tem-
perature. As the focus of the present study is on the spatial organization of the coherent
vortices, the temperature data is processed in the units of digital pixel intensity I (as de-
scribed in section 2.4.1). The camera has a 320x256 pixel MCT sensor having a nominal
Noise Equivalent Temperature Difference (NETD) < 25mK. The spatial resolution for the
measurements is 0.28 mm/px . An integration time of #;,,; = 205us is used and 2000 images
are acquired at 200 Hz. To improve the thermal contrast, the model was radiatively heated
using a white light from a 575W theatre lamp, that is focused on the model.

Considering that the emissivity of the surface is highest in the direction normal to it,
the camera (sensor plane) could be placed parallel to the cone meridian. However, this
results in a strong reflection of the camera from the model surface (Narcissus effect) and thus
reduces the quality of results. The camera placement was adjusted so that the reflections
from the model were minimized and the background noise from the light/heat source could
be avoided. A schematic of the test setup is shown in the figure 3.1. Once the lamp is switched
on, the surface of the rotating model facing the lamp is irradiated and gets heated up. The
surface that is not irradiated by the lamp is observed by the IR camera.
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The wind tunnel models are made from Polyoxymethylene (POM) which has favourable
thermal properties, as discussed in section 2.4.1 (thermal conductivity x = 0.22 W/mK, den-
sity p = 1420 kg/m?3, specific heat capacity 6 = 1500 J/kgK). Effect of directional emissivity
on the observed digital intensity has been estimated by tracking intensity along the cone
radius in the average image taken over a dataset. Since the cone surface is three dimensional,
the viewing angle varies (with respect to the surface normal vector) from 15° at the axis
and 90° at the outermost radial location. It has been observed that within R = 0-0.9R, the
intensity gradually drops by 10% (background is subtracted). But from 0.9R-R it steeply drops
to the background intensity. This region corresponds to the viewing angles beyond 65.23°. It
should be noted that, the main interests in the present investigation are the fluctuations over
the time-average for each pixel instead of the absolute magnitude.

It was observed that the overall surface temperature levels are not constant during the
measurements because the flow continuously cools down the model. Over the dataset, this
difference has been in the order of 5% of the mean intensity levels above the background.
This trend is monotonic and has been removed by subtracting a moving average with a kernel
size of 20 instances. The resulting temperature fluctuations over the cone surface correspond
to the effect of vortices and their magnitude is lower than 1.3 K. Further, the IR measurement
data is analysed using Proper Orthogonal Decomposition (POD), which decomposes the data
set as a linear combination of spatial modes with time dependent coefficients. A detailed
mathematical formulation of POD can be found in section 2.4.3.

Additionally, time-resolved stereo Particle Image Velocimetry (PIV) was used in the
symmetry plane using 2 high-speed cameras (Photron Fastcam SA-1) to verify the results
from IRT. The PIV cameras have a 12 bit CMOS sensor with1024 x 1024 pixels. SAFEX smoke
particles with diameter = 1um are used as tracer particles. A Nd:YAG Continuum MESA
PIV 532-120-M high speed double pulsed laser is used to illuminate particles. The data is
acquired at 2.5 kHz. The cameras were equipped with Nikkor f =200mm and Teleplus 2x
lenses resulting in an equivalent focal length of 400mm. The field of view is 14mm x 14mm
and the spatial resolution 0.0136 mm/px. The data is processed using Lavision DAVIS 8.40
with a 48 x 48 pixels final window size and 75% overlap, resulting in a vector pitch of 0.16mm.
The edge velocity of the boundary layer is obtained from the potential solution found in the
study by Garrett and Peake, 2007a as u(x) = Cx™. Here, C and m are obtained by fitting this
relation to the PIV data, which results in C = 1.84U, and m = 0.23.

3.3. SPATIAL CHARACTERISTICS OF THE SPIRAL VORTICES

Before discussing the data processing procedure, it is important to introduce the flow field
at a conceptual level. As described in chapter 2, the previous studies of Kobayashi et al.,
1983 found that the spiral vortices on a rotating cone appear in the form of counter-rotating
vortex pairs. It has been observed in the present study that their foot-print on the surface
temperature appears in the form of alternating dark and bright fringes, corresponding to
low and high relative temperatures respectively (see figures 3.2 and 3.8). These temperature
variations are caused by the up- and downwash created by the vortices which means that
there is one vortex pair in between two consecutive bright (or dark) fringes.

Figure 3.2 also shows the definitions of the spiral vortex characteristics such as the
components of the wavelength (1;,1¢ ), the number of spiral vortices along the circumference
(n) and spiral vortex angle (). The wavelength 1; can be associated to a wave travelling
along the cone meridian in the stream-wise direction. It is defined as the distance between
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Figure 3.2: Schematic representation of the flow field depicting typical footprints of the spiral vortices on the surface
temperature along with the definitions of wavelength components (1;,Ax,1g), number of spiral vortices (1) and
spiral vortex angle (€). Effects of the surface curvature on the fringes is not shown for simplicity.

two consecutive vortex pairs along the meridian, which is equal to the distance between
their consecutive bright (or dark) surface footprints. The wavelength, Ag, is the wavelength
along the azimuthal direction. However, in the experiments, we observe the two dimensional
projection of a three dimensional cone surface. Therefore, the direct estimation of 1; and Ag
is not possible. The projection of 1; on to the xy plane is measured from a two dimensional
image as 1, where A, = 1;cos(y). Whereas, Ay is represented in terms of the number of
spiral vortices along the circumference: n = 27r/Ag, where, r is the local radius. The spiral
vortex angle (¢) is defined as the angle between the vector perpendicular to the spiral vortex
filament and the meridional plane.

3.4. DATA PROCESSING PROCEDURE

While the raw IRT data shows traces of the spiral vortices, it also contains footprints of the
large scale modulations of these vortices. This includes effects caused by changing vortex
states or amplification. This makes it difficult to visualize the underlying structure of the
spiral vortices. Additionally, due to the lower integration time and low levels of temperature
fluctuations, the measurements also contain noise. These problems are tackled by following
a two-step procedure to reconstruct the individual snapshots by a limited selection of the
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Figure 3.3: Distribution of energy captured in each POD mode compared with the corresponding wavelength (1; ;)
and the observed number of fringes (1) (S, =5, Ref, = 1.5 x 104, $ = 0-4.71, Re; = 0—1.58 x 10%)

POD modes.

At a first step, spatial POD modes, up to a selected mode number, are used to obtain
a low order reconstruction with reduced noise (see section 3.4.2). In a second step, the
POD modes representing the effects of the large scale modulations are further excluded in
the reconstruction to obtain the structure of the coherent spiral vortices (see section 3.4.3).
The selection criteria are detailed in sections 3.4.2 and 3.4.3. The spatial POD modes are
obtained using a singular value decomposition applied to the empirical correlation matrix
of the dataset. The resulting spatial modes are ordered according to the energy content (p)
(in terms of temperature fluctuations) where the strongest modes appear first. Additionally,
in the present case, it is also important to obtain the spatial characteristics (similar to 1,
n) of each POD mode to comprehend the type of spatial periodicity that is captured in it.
The detailed discussion on the characteristics of POD modes is presented in the following
section 3.4.1.

3.4.1. SPATIAL CHARACTERISTICS OF THE POD MODES

The characteristics of a POD mode are captured energy, wavelength, and number of fringes
along the circumference. These characteristics are used to comprehend the type of phenom-
ena that it represents. These characteristics are then used while defining selection criteria
for the low order reconstruction (see sections 3.4.2 and 3.4.33).

Figure 3.3 shows the energy px/porar as a fraction of the total energy captured for each
POD mode k. For each corresponding mode, the typical wavelength A; ;. is determined along
the meridian of the cone using A, j that is calculated by applying a 2D Fourier transform
(F) on the image matrix of each POD mode. Note, that the wavelength A; . is a dominant
wavelength in the mode and is not necessarily the wavelength of the spiral vortices (1;)
because the flow field, in addition to the spiral vortices, also contains large scale fluctuations
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Figure 3.4: Characteristics of a POD mode a) surface temperature field, b) trace of I’ along y (projected circumfer-
ence) used to measure the number of fringes (n) (Sj, =5, Re, = 1.5 x 104, s=0-4.71, Re;=0-1.58x 10%).

relating to the vortex strength modulation. The Fast Fourier Transform (F) is computed in the
region where the alternating fringes appear (in this case the region between x/D = 0.6-1.8,
y/D=-0.5-0.5).

The plot of normalized Power Spectral Density ( |F|?/o? M?) against the spatial frequen-
cies fy and f) (along x and y directions respectively) shows peaks corresponding to the
dominant wavelength in the mode (see figure 3.6). Here, o is Root Mean Square (RMS) of
the signal and M is the number of samples. The spectral resolution in the present case is
0 fx=0.82/D and 6 f, = 0.96/D. Uncertainty in wavelength estimation due to the finite spec-
tral resolution is shown by means of error bars in figure 3.3. In a POD mode, the wavelength
of the alternating fringes varies slightly when moving from the nose to the base, in proportion
to the local cone radius (as seen in figure 3.4a). Also, it can be observed in figure 3.3 that the
dominant wavelength in some modes is significantly different from the neighbouring ones
(e.g. modes 32, 36) and in the case of modes 20 and 23 it is out of the plot limits (larger than
1D). Upon inspection of the mode, it appears that there are multiple wavelengths present,
see for example figure 3.5. Therefore, the wavelength shown in figure 3.3 by itself is not a reli-
able measure to determine whether the POD mode directly corresponds to the spiral vortex
structure or whether it represents the modulation of the vortex strength or the interaction of
vortices. Therefore, it can only be used to qualitatively relate the energy distribution to the
spatial periodicity of the fluctuations. Overall, it is observed that the wavelength decreases
when the mode number increases (where energy decreases).

Additionally, figure 3.3 also shows the typical number of fringe pairs (bright and dark) (n,
equivalent to vortices as shown in figure 3.2) observed in the corresponding mode along the
circumferential direction. As discussed before in section 3.3, n is representative of the az-
imuthal wavelength Ag. As shown in figure 3.4b, n is calculated by tracking maxima/minima
of I’ along the y axis at every axial location. The number of fringe pairs on the back side of
the cone (which is not visible) are assumed to be equal to the visible side. The maximum
value of n observed in the POD mode at any axial location is assigned as a characteristic of
the respective mode. In other words, it represents the minimum Ay observed. This can be
used to determine whether the mode contributes to a physical representation of the spiral
vortex or not (see section 3.4.3). As n has to be an integer and the back side of the cone is not
visible, the measurement uncertainty is +1.
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Figure 3.5: The 20" POD mode showing multiple wavelengths captured in a single mode (S;, =5, Rey, = 1.5 x 104,
$=0-4.71, Re; = 0—1.58 x 10%).

3.4.2. NOISE REDUCTION

The raw infrared snapshot contains noise arising from the IR camera sensor. This noise
persists in the pre-processed image (obtained after the moving mean subtraction), see figure
3.8. This noise is removed by reconstructing the POD modes selected using the following
first criterion.

The first criterion is defined such that certain POD modes which contain high noise
levels are excluded without having a loss of flow information. In the literature (Raiola et al.,
2015; Raiola et al., 2017), a criterion to select the optimal number of POD modes for the
reconstruction with reduced random noise has been proposed. This criterion is based on the
consideration of the residual error d gps (k) involved in the reconstruction of the measured
field using the first k number of modes. The threshold is set on the relative slope of 6 g M2 (k)
and it has been shown that it reduces the random noise in the low order reconstruction.
But the reconstruction still includes the noise due to the focal plane arrays of the Infrared
Camera (Raiola et al., 2017), as the POD modes corresponding to such noise usually have
higher energy compared to the modes containing the random noise. However, in the present
case, the objective of the reconstruction is to obtain the specific flow feature i.e. the thermal
footprints of the spiral vortices. Therefore, a different criterion is defined here that is based
on the strength of these spiral vortex footprints in a POD mode relative to the measurement
noise.

A 2D Fourier transform (as discussed in section 3.4.1 ) of each mode is used to identify the
contribution of noise relative to the wavelengths of interest. For example, figure 3.6 shows the
PSD distribution for 15" mode, where signal is dominant, and for 39° " mode, where noise is
dominant. It is evident that the 39’ mode has overall low energy in the peaks as compared
to the 15" mode. Furthermore, a larger fraction of its energy is distributed among higher
frequencies. In the present case, the wavelengths associated with the measurement noise
are estimated to be of the order of 4 pixels (= 0.024D) and below. This is a choice dependent
on the experimental conditions, flow structures of interest and acceptable noise levels in the
reconstruction. In the present case, temperature footprints of flow structures smaller than
0.024D are not expected to have a sufficient contrast with respect to the measurement noise.
Therefore, the energy contained in wavelengths smaller than 4 pixels is regarded as noise
(Enoise)- The energy distributed in the wavelengths of interest (0.5D > Ay, A, > 4 pixels) is
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Figure 3.6: Power Spectral Density (PSD) distribution obtained from 2D Fourier transform a) 15'"POD mode
EsignallEnoise = 66.27, pi/prorar = 1.24 x 100=3), ¢y = 0.082 b) 39" POD mode Egignai/Enoise = 3.5,
k! 0Toral = 1.49 x 100~ 4), e = 0.00052 (Sp, =5, Rey = 1.5x 104, S=0-4.71, Re; = 0~ 1.58 x 10%).

considered as the contribution to the signal (Es;gna1). The typical energy corresponding to
wavelengths 1; larger than a certain wavelength A, can be obtained as:

d b
Epspo= 3. Y IF; jP6fcb . (3.1)

j=ci=a

Where b and a are indices of fxD corresponding to +(1/A.—0 fy) D, respectively. Similarly,
d and c are indices of f}, D corresponding to £(1/A. -6 f;) D, respectively. A, = 4px =0.024D
for Exs4px and A; = 0.5D for By 5p. The energy associated with noise can be computed as:

Enoise = ETotal — E/1>4px (3.2)

while the energy present in the signal can be obtained as:

Esignal = E/1>4px —Ej>o05D (3.3)

Finally the signal to noise ratioEs;gpnai/ Enoise can be considered to represent the relative
strength of a signal in a mode compared to noise. Additionally, in order to account for the
relative importance of each mode in the data-set, the signal to noise ratio is multiplied with
the fraction of energy captured in a POD mode with respect to the total energy (0r/Ptozal)-
In this way a normalized signal strength ¢, may be defined as:

Esignal Pk

P Enoise Protal

The order of threshold on ¢ in the present case is obtained by defining a threshold on
0k PTotar =1x107% and Esignat! Enoise = 10 which results in ¢, = 0.001. This ensures that
the POD modes with ¢, < 0.001 have either low signal strength relative to noise or have
overall low energy content. It signifies that their effective contribution to the reconstruc-
tion of the signal is low, and therefore, their exclusion does not affect the objective of the

(3.4)
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reconstruction. The composition of ¢, is shown in figure 3.6 for modes above and below the
defined threshold ¢, = 0.001. It can be observed that the 15" mode in figure 3.6a has a high
amount of energy distributed in the signal compared to the noise (Esignai/ Enoise = 66.27)
and its overall importance in the data set is pi/p7orq; = 1.24 x 1073, Together, the relative
contribution of the mode in reconstructing the signal is ¢, = 0.082. On the other hand, the
39'" mode in figure 3.6b has a lower fraction of energy distributed in the signal compared
to the noise (Esjgnal/ Enoise = 3.5) and its relative importance in the data set is significantly
low p/P1orar = 1.49 x 1074, Therefore, the relative contribution in reconstructing the signal
becomes ¢, = 5.2 x 10~ which is lower by two orders of magnitude compared to that of the
15" mode.

The distribution of ¢, among the modes depends on the choice of the wavelengths
that are considered as a signal, which depend on the specific flow case and experimental
conditions. Figure 3.7 shows the normalized signal strength (¢«) and the residual error
of reconstruction (6 gy, represented in terms of I') corresponding to each mode for two
different experimental conditions. In the present case, the last POD mode satisfying the
criteria ¢, > 0.001 is defined as the threshold x;, and the reconstruction is done using the
POD modes from 1 to k.

Figure 3.8 shows the filtered image (reconstruction) obtained from the raw image. It can
be observed that the camera noise has been effectively removed. However, the effect of large
scale modulations of local vortex strength is still present in the filtered image.

3.4.3. PHYSICAL ADMISSIBILITY OF POD MODES

A POD mode is considered as physically admissible for a reconstruction when the periodicity
captured in the mode can be directly linked to the flow feature of interest i.e. spiral vortices in
the present case. In order to select modes that are physically admissible, the second criterion
is defined. This is done based on the physical characteristics of the spiral vortices. As dis-
cussed at the start of section 3.4, the POD modes (excluding those containing measurement
noise) can be further classified into roughly two contributions. First is the imprint due to the
presence of the coherent vortices and secondly the effects caused by the local modulation of
the vortex strength.

For the present test case, previous experiments and theoretical analyses from literature
show that the number of vortices n appearing in the boundary layer transition region varies
with the local rotational speed ratio S. From the study by Kobayashi et al., 1983, it is found
that the number of vortices around the circumference at an axial location is always greater
than or equal to 8. Similar results have also been reported in the theoretical study by Garrett
etal., 2010, where they performed linear stability analyses on the range of broad cones (half
angles 40° < ¥ < 90°). They observe that n decreases with increasing S but stays n = 8 even
at S — oo. In these cases, spiral vortices occur due to cross-flow instability, which is different
from the centrifugal instability observed in the present case, but still agrees with the lower
bound on 7. Similarly, observed and predicted values of n for rotating spheres and disks
are also greater than 8 (Kobayashi, 1994). Physically, n = 8 implies that the Ag/r < /4 or
0 < 45°, where 0 is the angle subtended by the azimuthal wavelength, see figure 3.2. In
other words, these observations show that the perturbations with the azimuthal wavelengths
longer than 7r/4 (and 6 > 45°) usually do not grow to form the coherent spiral vortices for
the typical spiral vortex angles observed in investigated cases (see figure 3.15). Also having,
n << 8 implies 1y >> n/4r, and thus depending on the vortex angles would imply much
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Figure 3.7: Criteria used to define the threshold on the number of POD modes to be considered for a reconstruction
a) 5000 RPM, 1, = 37 (S =5, Re;, = 1.5x 104, S =0-4.71, Re; = 0— 1.58 x 10%) and (b) 15000 RPM, «;,, = 27
(Sp =5, Re; =4.5x10% S=0-4.71, Re; = 0-4.7 x 10%)
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Figure 3.8: POD based reconstruction of spiral vortices from the instantaneous IR Thermography data. Flow from
left to right. ¢ > 0.001, k1, = 37, (S}, =5, Rey = 1.5x 104, S=0-4.71, Re; = 0— 1.58 x 10%)



3.4. DATA PROCESSING PROCEDURE 51

Uy 0]

0 0.5 1 1.5
x/D

Figure 3.9: Reconstruction using the POD modes satisfying the criteria: ¢x >0.001, n = 8. Flow is from left to right,
Kehr =37 (Sp =5, Rep =1.5x10%, S=0—-4.71, Re; =0—1.58 x 10%).
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Figure 3.10: Reconstruction using the POD modes satisfying the criteria: ¢y > 0.001, n = 8. Flow is from left to
right (a) x ;,, =39, Sp =4, Rep = 1.9 x 104, S=0-3.77, Re; =0—1.97 x 10%, (b) k4, = 44, S}, = 3, Rep = 2.5 x 104,
$=0-2.83, Re; = 0—2.63 x 10*

larger vortices with respect to the local radius (e.g. n =2, implies Ag = nr, which for the
typical vortex angles would imply unreasonable vortex size with diameters larger than the
local cone radius). However, a more in-depth theoretical study is required to generalise this
to any arbitrarily shaped body of revolution.

Based on the past literature, it can be said for the cases of rotating cones (15° < ¥ < 90°),
rotating sphere and rotating disk (which is a rotating cone with ¢ = 90°) that the POD modes
corresponding to n < 8 do not usually resemble the spiral vortices (unless the vortex angle
€ is close to 0°) but are the effects of large scale modulations in local vortex strength. In
order to separate the effect of the vortical structures from other large scale phenomena, only
modes with n = 8 are considered for the reconstruction. The selectively reconstructed image
is shown in figure 3.9 revealing the spatial organization of the spiral vortices in detail. We
start observing spiral vortices from around x/D = 0.6. Their structure remains coherent
and they grow in size as they move downstream until approximately x/D = 1.2 where the
coherence in the spatial organization starts to decrease. This shows the onset of secondary
instability on the vortices as the spacing between the two vortex lines appears to be varying
azimuthally.
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Figure 3.11: Reconstruction using the POD modes satisfying criteria: ¢px >0.001, n = 8 for 15000 RPM Flow is from
left to right &7, = 27. (S, =5, Rep =4.5x 10%, S=0-4.71, Re; = 0— 4.7 x 10%).

Additionally, selectively reconstructed instances (based on criterion rn = 8) for different
combinations of S;, and Rey are shown in figure 3.10. It can be observed that the spiral vortex
angle (¢) and the number of spiral vortices (n) change as the distribution of the rotational
ratio S changes over the cone surface. Figure 3.11 shows the similar result for S;, =5 at 15000
RPM. It is observed that the surface rotation during the integration time does not cause blur
and spiral vortices are still observed. The difference between the vortex structure in figure
3.9 and figure 3.11 is due to the different Re;.

As discussed at the start of section 3.4.2, the application of the criterion proposed in the
literature (Raiola et al., 2015; Raiola et al., 2017) is not suitable in the present case, as the
objective here is to reconstruct the thermal footprints of the spiral vortices. As an example,
when this criterion is applied for the case shown in figure 3.11, the threshold mode number
increases to k; = 193. It is clear in the corresponding distribution of ¢, from figure 3.7b
that at mode numbers higher than 27, the signal strength drops considerably and there is no
significant contribution to the signal relative to noise. Figure 3.12 shows the reconstruction
where the criterion from the literature is used for the noise reduction. It is evident from the
comparison between figure 3.11 and figure 3.12, that the higher noise is incorporated in the
latter and there is no significant change in the structure of the spiral vortices.

When extending the present method to an arbitrarily shaped body of revolution or where
the data on expected azimuthal number of vortices is unavailable, values of n can still be
estimated as follows. The typical range of spiral vortex angles (¢) can be measured from the
filtered image (as shown in figure 3.8). The stream-wise wavelength can be measured by
means of other methods like PIV in the symmetry plane. Depending upon the geometry, Ay
can be obtained from A, and ¢, and thus a lower bound on n =271/ Ag.

3.5. COMPARISON TO PIV AND LITERATURE

Figure 3.13 shows an instantaneous vector field from stereo PIV with the statistical average
subtracted. The vector plot shows a crossflow section of the spiral vortices near the wall.
Measurement closer to the wall is not possible due to the laser reflection. It is clear from the
vector fields that these vortices appear as pairs of counter-rotating vortices with alternating
mutual up-wash and downwash regions. Comparing this with figures 3.8 and 3.9 shows that
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Figure 3.12: Reconstruction using the criterion for noise reduction from the literature and: n = 8 for 15000 RPM
Flow is from left to right. «,j,, = 193. (S, =5, Re; = 4.5 x 10%, S=0-4.71, Re; =0—4.7 x 10%).
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Figure 3.13: Instantaneous vector field and contours of wall-normal velocity from stereo PIV with mean subtracted
showing vortices produced over the cone surface. Flow from left to right (S, =5, Re;, = 1.5 x 104, S=0-4.71,
Re;=0-1.58x 10%).

indeed the alternating dark and bright fringes observed in IRT correspond to the alternating
mutual up-wash and downwash regions of the vortices. Thus, between two bright (or dark)
fringes in IR images, there is one pair of counter-rotating vortices. The wavelength obtained
from figure 3.13 is approximately 0.06 D, which is in the same order as the wavelengths in
figure 3.3 corresponding to the POD modes with n = 8.

The number of spiral vortices (n) and spiral vortex angle (¢) are measured from the
selective reconstructions for the different combinations of S;, and Re;. They are plotted
against the rotational ratio S and compared with the experimental and theoretical results
from the study by Kobayashi et al., 1983 (see figure 3.14 and figure 3.15). The comparison
of n shows good agreement between the present study and the literature (see figure 3.14)
confirming that the present reconstruction approach captures the spiral vortex footprints.
The trend of spiral vortex angle () is in agreement with the literature for small values of S,
but it deviates from literature to higher angles at higher values of S (see figure 3.15). Note that
measurements by Kobayashi et al., 1983 are performed away from the wall, while the angles
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Figure 3.14: Azimuthal number of vortices n observed at each rotation ratio S (for all investigated flow conditions)
compared with the experimental and theoretical results by Kobayashi et al., 1983.

in the present study are obtained from the measurements at the wall. The angles in the
present study deviate towards the wall shear stress direction of the laminar boundary layer
which was predicted by Kobayashi et al., 1983 (figure 3.15). The wall shear stress direction
depends on the slopes of meridional and tangential velocity profiles at the wall. However,
the spiral vortices are generally induced at a location away from the wall (see figure 3.16).
Owing to the skewed boundary-layer profile, at high rotation ratio, they are oriented closer
towards the rotation direction, and hence their orientation differs from the direction of the
wall shear stress.

It shall be noted that the spiral vortices are superimposed on the flow and are convected
over the cone surface. It is also evident from figure 3.13 that the vortices are observed only
after subtraction of the mean flow. Thus, the limitation imposed on the present method
comes from the blur caused by the convective velocity of the vortices during the integration
time. The convective velocity is usually lower than the edge velocity. In the present study, the
blur is lower than 0.01D to 0.05D for inflow velocities 2.46 — 12.3 m/s, respectively. Therefore,
reliable measurements of vortex number are only obtained from the flow cases with inflow
velocity lower than 7.4m/s (blur lower than 0.03D).

3.6. CONCLUSION

It is shown that IRT coupled together with POD analysis proves to be a useful tool to un-
derstand the spatial organization of the non-stationary spiral vortices on rotating bodies of
revolution. The criteria based on the signal to noise ratio is used to define the first threshold
on the number of POD modes to obtain the reconstruction with reduced measurement noise.
The results show that the noise is reduced without altering the structure of spiral vortices.
Furthermore, the POD modes below the first threshold are selectively used to separate the
effect of local modulations in the spiral vortex strength and reconstruct the vortex structure
based on the physical characteristics. It is observed from past studies that the number of
vortices (n) along the azimuth is always greater than or equal to 8 for the cases of a rotating
cone (15° < < 90°), rotating sphere and rotating disk (unless the spiral vortex angle € is
close to 0°, relating to toroidal vortices on a cone rotating in still fluid). POD modes with the
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Figure 3.15: Spiral vortex angle € observed at each rotation ratio S (for all investigated flow conditions) compared
with the results from the study by Kobayashi et al., 1983.
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Figure 3.16: A conceptual schematic of a skewed three-dimensional boundary-layer in a reference frame of the
rotating cone in axial inflow. As it forms away from the wall, the spiral vortex is oriented closer towards the direction
of rotation than the direction of the wall shear.
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number of fringe pairs along the circumference (n) less than 8 are therefore excluded during
reconstruction.

The resulting reconstruction shows the spiral vortex structure, filtering out the effect of
modulations in local vortex strength. The number of spiral vortices (n) is measured and
found to be in a good agreement with the literature. Whereas, the measured spiral vortex
angles () show good agreement with those from literature at low S, but deviate towards
the direction of the local shear for higher S. This is a consequence of the measurements at
the surface wall. The counter-rotating nature of spiral vortices has been confirmed by PIV
measurements.

This method has been used in the forthcoming chapters. These chapters include the
investigations on the spiral vortices on rotating cones of different angles in axial flow, non-
axial inflow and high-speed inflow. The method has been found useful in detecting spiral
vortices in these scenarios.



NON-AXIAL INFLOW

4.1. INTRODUCTION

EVERAL past studies have contributed to building our understanding of the boundary-

layer instability on a rotating cone, as discussed in chapter 2. But all of these studies
are limited to an axisymmetric inflow field. Although the symmetry simplifies analyses,
in practice, rotating nose-cones often face non-axial inflows. In aero-engines, the inflows
become non-axial due to the design consequences and off-design conditions, e.g. embedded
engines ingesting the airframe boundary-layer, ultra high bypass ratio (UHBR) engines with
short intakes at take-off and cross-wind operations, etc (see figures 1.5 and 1.6 in chapter
1). In these cases, the boundary-layer instability on a rotating nose-cone can influence the
interaction of a non-uniform inflow and the aero-engine fan, consequently influencing the
loss mechanisms. Therefore, it is important to investigate how deviations from the symmetry
of axial inflow affects the boundary-layer instability on a rotating cone.

Using the experimental method described in chapter 3, this chapter shows how a devia-
tion from a symmetric inflow condition affects the development of spiral vortices, induced
by the centrifugal instability, on a rotating cone. A rotating slender cone of half-cone angle
¥ = 15° is chosen for this investigation because it has been previously studied in axisymmet-
ric flow conditions, i.e. still fluid and axial inflow (Kobayashi & Izumi, 1983; Kobayashi et al.,
1983). For the ease of analysis, the non-axisymmetric inflow is introduced by changing the
incidence angle of the inflow with respect to the rotating cone.

The definitions of the cone geometry and flow parameters are described in section 4.2.
The specifications of the experimental setup and data processing methods are detailed in
section 4.3. The detailed results and discussions are presented in section 4.4. The measure-
ment approach has been validated by revisiting the axial inflow case, discussed in section
4.4.1. The effect of non-axial inflow on the spiral vortex appearance and growth is discussed
in section 4.4.2. A physical interpretation of the observed differences between axial and
non-axial inflow cases is presented in section 4.4.3. Finally, the conclusions are discussed in
section 4.5.

Parts of this chapter have been published in the Journal of Fluid Mechanics, 910, A25 (2021), Tambe et al., 2021
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Figure 4.1: Schematic of the rotating cone and coordinate systems.

4.2, DEFINITIONS OF GEOMETRY AND FLOW PARAMETERS

A schematic of a rotating cone in the Cartesian coordinate system is shown in figure 4.1. The
angular velocity w is aligned with the positive x axis. The coordinate system x', y’ is used
when discussing the velocities in the wall-parallel and wall normal directions, respectively.
The cone surface is represented by [ and 8, based on cylindrical polar coordinates. Here, [ is
the meridional distance from the cone apex, and 0 is the azimuthal angle measured from the
counter-rotating meridian.

The local Reynolds number Re; and local rotational speed ratio S are the important flow
parameters which govern the spiral vortex growth (Kobayashi et al., 1987; Kobayashi et al.,
1983, chapter 2). Their definitions are as follows:

Uel rw
Rej=—, S=—. (4.1)
v Ue

Here, u, is the boundary-layer edge velocity, v is the kinematic viscosity of air, r is the
local radius, and w is the angular velocity of the cone.

The boundary-layer edge velocity u, is defined as the time-averaged stream-wise velocity,
measured at a wall normal location where the magnitude of the vorticity component out of
the meridional plane reaches zero. In practice, the vorticity is considered to be zero below
the value of measurement uncertainty (< 0.24Uy/ D), where Uy, is the free-stream velocity,
and D is the base diameter of the cone. For the axial inflow, the boundary-layer edge velocity
over the entire cone is obtained by fitting a power-law form u, = CU 1" (Garrett & Peake,
2007b) to the measured velocity field for I/D = 0.8 to 1.8 (C = 1.66, m = 0.19 and RMS fit
error < 0.02Uy).

Although the spiral vortex growth depends on the local scaling S and Re; (Kobayashi
et al., 1987), the inflow Reynolds number Re; and the base rotational speed ratio S; are
useful parameters while discussing the experimental conditions. They are defined as follows:

UsL Dw

Rej=——, S§p=——. 4.2
L v b 20 (4.2)

Here, L = D/(2sin(y)) is the total cone length along x, and a subscript b refers to the
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Camera FLIR (CEDIP) SC7300 Titanium
Noise equivalent temperature difference (NETD) 25 mK

Spatial resolution 0.28 mm/px

Integration time 201 us

Acquisition frequency 200 Hz

Number of images per dataset 2000

Heat source Theatre lamp (575 W)

Table 4.1: Specifications of the Infrared Thermography setup.

cone base. The dependence on the finiteness of a cone is eliminated by defining a parameter
K as

_ ReL _ Ugo

= =—= 4.3)
Sy  sin(p)wv

Here, x depends only on the half cone angle, angular velocity and free stream conditions.
Since « is the slope of aline Rer = xSy, it provides a general direction along which the curves
of Re; vs S lie for a particular experimental condition. In the subsequent text, Sj,, Rey and
x are used while referring to different inflow conditions and consequently, for the different
distributions of local flow parameters Re; and S over the cone.

Figure 4.1 also schematically shows the spiral vortices and their characteristics. Here,
the spiral vortex angle € is the angle between the meridional line and the direction of the
perturbation wave propagation; this is same as the angle between the vortex axis direction
and the circumferential direction (Kobayashi et al., 1983). The azimuthal number of vortices
n ideally represents the azimuthal wavelength 1y = 27r/n.

4.3. EXPERIMENTAL SETUP

The experimental arrangements and data processing approach is the same as presented in
chapter 3. Figure 4.2 describes the setup of IRT and PIV measurements. Tables 4.1 and 4.2
contain the specifications of the IRT and PIV setups, respectively.

Figure 4.3 shows a photograph during IRT measurements with a non-axial inflow. The
non-axial inflow is imposed by varying the incidence angle a between 0° and 10°, within the
uncertainty of £0.1°. Since the present study is focused on deviations from axial symmetry,
first, small variations in the incidence angles are considered (@ = 2° and 4°). A considerably
larger value of a = 10°, which corresponds to a relative incidence a/y = 0.67, is also tested.
High values of incidence angles may cause flow separation, and such investigations are
beyond the scope of the present study. The inflow velocity of the wind tunnel is varied from
2.46 —6.15 m/s to obtain different values of the base rotational speed ratio Sy, and therefore,
different distributions of local Reynolds number Re; and rotational speed ratio S. The test
matrix is presented in table 4.3.

During the PIV measurements, the laser sheet thickness is kept around 2-2.5mm to
ensure that, during a cone rotation, majority of the near-wall particles remain in the laser
sheet. However, this results in the velocity field which is averaged over the laser sheet
thickness. As schematically shown in figure 4.4, in the case of a slight misalignhment (non-
zero incidence angle or between the laser sheet and cone axis) or during the non-axial inflow,
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Figure 4.2: Schematics of the experimental setup of (a) infrared thermography and (b) particle image velocimetry.
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Figure 4.3: A photograph of the experimental setup during infrared thermography measurements.
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Camera Photron Fastcam SA-1

Sensor dimensions 1024 x 1024 px

Vector pitch (3C) 0.16 mm

Interrogation window size 48 px x48 px

Vector pitch (2C) 0.42 mm

Interrogation window size 24 pxx24 px

Laser Nd:YAG Continuum MESA PIV 532-120-M
Acquisition frequency 2.5 kHz

Number of image pairs per dataset 1000

Seeding Smoke particles (diameter = 1 ym)

Table 4.2: Specifications of the PIV setup.

Operating condition no. Rey, Sp IRT PIV a
I 1.5x108 5 v 0°2°4° and 10°
II 1.9x10* 4 v 0°,2°,4° and 10°
IIT 21x10* 35 0°,2°,4° and 10°
v 25x10* 3 v v 0%2°4° and 10°
1% 3.7x104 2/ 0°
VI 1.5x104 0 v 0°2°4° and 10°
VII 25x10* 0 v 0°2°%4° and 10°

Table 4.3: Test matrix. Operating conditions I-V are chosen to compare the spiral vortex growth with the mea-
surements of (Kobayashi et al., 1983) on a rotating cone in axial inflow. These flow conditions are also used in the
non-axial inflow. Velocity field is obtained using PIV for two cases I and 'V of a rotating cone and corresponding
cases VI and VII of a non-rotating cone.
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Figure 4.4: Effect of the finite laser sheet thickness on the near-wall velocity measurements on a cone, using PIV.
Schematics show (a) side view of a cone and (b) sectional view showing wall-normal velocity component. Laser
sheet misalignment and non-axial inflow can measure the near-wall velocity vectors pointing towards the wall,
resulting from the averaging over the laser sheet thickness.

a wall-normal velocity component is averaged over the laser sheet thickness. Due to this
effect, the near-wall velocity vector appears to be pointing towards the wall. However, this
does not significantly affect the velocities away from the wall.

4.4, RESULTS AND DISCUSSION

4.4.1. AXIAL INFLOW
Under the axial inflow condition, spiral vortices grow in the laminar boundary-layer over the
rotating slender cone, leaving footprints on the surface temperature. These instantaneous
footprints, which are reconstructed from the POD modes, can be seen in figures 4.5a and
b as a projection in xy plane and on an unwrapped surface, respectively (at S; =5, Rey, =
1.5x10%). At approximately x/D = 0.6, the spiral vortices start to appear in a coherent fashion,
i.e. the spacing between the vortices is nearly uniform around the azimuth at a constant
radius. They grow in the downstream direction until a point of maximum amplification at
around x/D = 1.2, beyond which their footprint deteriorates and the coherence starts to get
disturbed. This growth is evident from the statistical RMS of surface temperature fluctuations
r 1’? MS? computed from 2000 images acquired at 200 Hz) shown in figures 4.5¢ and d. Here,
I}, Starts to increase around x/D = 0.8, till a maximum value at around x/D = 1.2, beyond
which the fluctuations decrease. No such surface temperature fluctuations were observed
for a non-rotating cone (I}, s <2).

Figure 4.6 allows the comparisons between (a) meridional variation of the surface temper-
ature fluctuations (I l’q v tracedat y/D =0 from figure 4.5¢), (b) the instantaneous footprints
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Figure 4.5: (a, b) Instantaneous surface temperature footprints of the spiral vortices and (c, d) the corresponding
statistical RMS of the surface temperature fluctuations (I]’? M) over a dataset (a = 0°, operating condition I : S, =5,
Rep =1.5x10%).
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of spiral vortices on a rotating cone and their influence on (c) the mean flow field compared
to (d) the mean flow of a non-rotating case. The flow phenomena occurring at the peak
I s (point Iy, in figure 4.6a) can be further understood by observing the corresponding
velocity fields in the wall-normal (x'y’) plane. For a non-rotating cone, the time-averaged
velocity field shows a region of low streamwise momentum (along x’) close to the wall (see
figure 4.6d, here the direction of the near-wall vectors is an artifact of the finite laser sheet
thickness as shown in figure 4.4). However, for the rotating cone, a similar low momentum
region is observed only until around x'/D = 1.24 (see figure 4.6¢). Beyond this point, there is
a sudden increase in the x’ momentum near the wall. This point coincides with the location
of I,,s Peak. It is clear that as the spiral vortices get amplified, they transport the outer high
momentum fluid towards the wall, resulting in increased x' momentum close to the wall.
This mixing process was also observed by Y. Kohama (1984a), see figure 2.13. During the
process of amplification, the local shear at the wall is increased as the outer high momentum
fluid is transported close to the wall. This increases the surface heat transfer. Consequently,
the footprints of the spiral vortices become stronger in the temperature map. The maximum
observed surface temperature fluctuations are of the order of 1.3 K. Although not shown
here, a similar agreement between the location of increased x’ momentum (obtained from
PIV) and the peak of I ;? S (obtained from IRT) has been observed in all the investigated
cases when both PIV and IRT are performed.

Figure 4.7 shows the cross-sections of the spiral vortices in the symmetry plane at #, +
14.57T, where 1y is the time at the start of acquisition and T = 0.012 s corresponds to the
time period of a cone rotation. Additionally, movie 1 (available at https://doi.org/10.1017
/jfm.2020.990) shows the time series of this vector field. The contours of wall normal velocity
fluctuations clearly show the alternating up-wash and down-wash regions near the wall.
Together with vectors, this confirms the counter-rotating nature of the spiral vortices which
is linked to the centrifugal instability (Gortler, 1954; Kobayashi et al., 1983; Rao, Leontini,
etal., 2013; Taylor, 1923).

The growth of the spiral vortices can be seen by tracking their evolution in time. Movie 2
(available at https://doi.org/10.1017/jfm.2020.990) shows the spiral vortices evolving over
the rotating cone surface. A snapshot from this movie can also be seen in figure 4.8. The
flow is from left to right, and the angular velocity is aligned with positive x. The raw 2C PIV
recordings are processed such that the brighter regions signify higher seeding density (in
the present 2C PIV setup, the vector pitch of 0.42mm is insufficient to apply quantitative
vortex detection methods). The seeding particles, being slightly heavier than air, get ejected
outwards from the vortex cores due to the centrifugal force. Therefore, these vortex cores
have low seeding density and appear as darker regions (marked as red dots). When tracking
the spiral vortices as they move downstream, it appears that they have grown significantly
after the maximum amplification point ,, (corresponding to peak I, ).

Figure 4.9 shows the spiral vortex evolution using three consecutive instances obtained
from infrared thermogaphy measurements. Images on the right are the instantaneous
temperature footprints of the spiral vortices. On the left, the traced values of I’ along the
y/D = 0 are shown in combination with I}, .. In the top row of figure 4.9, a batch of relatively
strong vortices has just entered the amplification region at an instance of time ¢, = tp +227T.
At t, +0.42T, the footprint of the vortices has grown in amplitude. At the next instance
ta+0.83T, the amplitude has further increased. In this region a peak in I}, is observed.
Moving further downstream of the I}, < peak, the overall coherence decreases i.e. the spacing
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Figure 4.6: Growth and spatial organization of the spiral vortices in axial inflow (a = 0°). (a) A trace of I}, s at
y/D =0, (b) instantaneous surface temperature footprints of the spiral vortices on a rotating cone, and time-
averaged velocity fields in x’y’ plane for (c) rotating (operating condition I : S;, =5, Rey = 1.5 x 10%) as well as (d)
non-rotating case (operating condition VI: Sj, =0, Rey = 1.5 x 10%).
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Figure 4.7: Instantaneous wall normal velocity fluctuations with respect to the mean flow showing cross-sections
of the spiral vortices (a = 0°, operating condition I : S, = 5, Rey, = 1.5 x 10%), also see Movie 1 (available at
https://doi.org/10.1017/jfm.2020.990).
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Figure 4.8: Spiral vortices as observed in a PIV recording. Image processing is applied to emphasise
seeding density variations. The vortex cores are marked as red dots. Also see Movie 2 (available at
https://doi.org/10.1017/jfm.2020.990). (a = 0°, operating condition I : Sj, =5, Rep = 1.5 x 10%).
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Figure 4.9: Instantaneous surface temperature footprints of the spiral vortices (right column) and corresponding
trace of intensity fluctuations I’ at y/D = 0 compared with I % s over the dataset (left column) (a = 0°, operating
condition I': S;, =5, Rey = 1.5 x 10%).
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Figure 4.10: Comparison of Re; . and Re; ,, measured in the present experiments with the data from literature
(Kobayashi et al., 1983, Hussain et al., 2016) for the cases with axial inflow.(I) S;, =5, Ref, = 1.5 x 104, D Sy =4,
Rep =1.9x 104, (I11) S, =3.5, Rey = 2.1 x 10%, (IV) S}, =3, Re; = 2.5 x 10 and (V) S}, =2, Rey, = 3.7 x 10%.

between the vortices starts to vary around the circumference at a constant radius. Here,
instances of vortex pairing are also observed.

It is clear from figures 4.6 and 4.9 that the I}, peak represents the maximum amplifi-
cation of the spiral vortices. Therefore, the point [, can be associated with the maximum
amplification. The corresponding Reynolds number is defined as

Rep = . (4.4)
v

The point . at which I, ¢ starts to grow is a critical point that represents the start of
spiral vortex growth. The corresponding critical Reynolds number is defined as

Rejo=<=<. (4.5)
v

In the present study, a closer inspection of figure 4.9 (right columns) shows that the spiral
vortices appear at around x/D = 0.5-0.6, which is before the critical point /. (around x/D =
0.78) corresponding to the experimental value of the critical Reynolds number Re; . = 5.7 x
103 for the operating condition I. The accurate detection of the location where the spiral
vortices originate is hindered by the measurement limitations, because the spiral vortices
are expected to be weak near their origin and their effect on the surface temperature may be
below the measurement noise (< 25mK). Therefore, in the present study, the critical Reynolds
number Re; . is the Reynolds number that corresponds to a critical point at which the spiral
vortices start to undergo a rapid growth, rather than a point at which they originate.
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Since the spiral vortex growth depends on local Reynolds number Re; and rotational
speed ratio S, the critical and maximum amplification locations for all the axial inflow cases
are represented in the parameter space spanned by Re; and S, see figure 4.10. The gray lines
(numbered as I to V) in figure 4.10 represent the variation of local Reynolds number Re;
versus rotational speed ratio S on the cone surface for different operating conditions. These
lines can be used to relate the flow parameters (Re; and S) to the corresponding physical
location on the cone surface.

Figure 4.10 shows that the measured values of maximum amplification Reynolds number
Rey ;, agree closely with the theoretical predictions of Kobayashi et al. (1983). The values of
the critical Reynolds number Re;  fall closer to the measurements of Kobayashi et al. (1983),
and also agree well with the theoretical predictions of Hussain et al. (2016). However, these
values of Re; . are nearly an order of magnitude higher than the theoretical predictions of
Kobayashi et al. (1983) which were based on the linear stability analysis (see figure 2.14). The
theoretical predictions of the critical Reynolds number Re; . are sensitive to the accuracy of
computing the base flow over which the instability develops (Hussain et al., 2016). With more
accurate computations of the base flow, theoretical values of Re; ., predicted by Hussain
etal., 2016, seem to closely agree with the experimental measurements (figure 4.10).

4.4.2. NON-AXIAL INFLOW

Introducing a non-zero incidence angle disturbs the symmetry of the flow field. Due to the
incidence angle, the edge velocity of the boundary-layer (with respect to the cone surface)
at a given axial location varies circumferentially, unlike in axial inflow. Figure 4.11a shows
the meridional variation of the edge velocity measured by PIV for the cases of rotating and
non-rotating cones at a = 0° and a = 4°. The comparison shows that due to the incidence
angle, the edge velocity is increased on the leeward meridian and decreased on the windward
meridian. Consequently, the flow parameters, Reynolds number Re; and rotational speed
ratio S*, vary circumferentially at a fixed axial location, unlike in the axial inflow case. Here,
* is used to denote the parameters obtained using the local edge velocities in the case of non-
axial inflow. Additionally, there is a component of free-stream velocity in y direction. This,
coupled with the cone rotation, adds to an asymmetry with respect to the xy plane, dividing
the regions into co-rotating and counter-rotating, as shown in figure 4.1. The conceptual
difference in the tangential velocity profiles of the boundary-layer at the counter and co-
rotating meridians is shown in figure 4.11b for the region, where tangential velocity of the
cone surface is greater than the component of the outer flow velocity in y direction (shown for
|vgl > |vel). As aresult, one can observe that the boundary-layer profile is skewed to a larger
extent on the counter-rotating meridian than on the co-rotating meridian. Consequently, the
relative effect of rotation on the flow is higher in the counter-rotating meridian, analogous
to the co-axial cylinders rotating in the opposite direction. Whereas, in the co-rotating
meridian, the flow experiences lower relative effect of rotation, analogous to the co-axial
cylinders rotating in the same direction. This effect can be accounted as the variation in local
rotational speed ratio as S* = (vg — Ve)/ Ue, in the region where |vg| > |ve|.

It is clear that due to the asymmetries in the velocity magnitude (leeward and windward
meridians) and the relative velocity direction (counter and co-rotating meridians), the local
skewness of the boundary-layer profile is distributed asymmetrically around the circum-
ference. Therefore, at a fixed radius, this results in an asymmetric variation of local flow
parameters (Re;‘, S*) above and below the values corresponding to the axial inflow case at
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Figure 4.11: Asymmetry in the outer flow field. (a) Meridional variation of the boundary-layer edge velocity. (b)
Conceptual sketch of asymmetry in the boundary-layer profiles between co-rotating and counter-rotating meridian,
drawn at a cross-flow section of the cone (viewed from the cone appex).
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Figure 4.12: Correlation between the flow parameters from axial inflow (S, Re; at @ = 0°) and non-axial inflow (S*,
Re;‘ at a = 4°) along cone meridians (operating condition I : S, =5, Rep = 1.5 x 104).
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Table 4.4: Fit parameters of the edge velocity ue = CUx

same operating conditions, i.e. same inflow Reynolds number Re; and base rotation ratio
Sp- Figure 4.12 shows these variations in local flow parameters (Re;, S*) at windward and
leeward meridians in relation to the values from the axial inflow (Re;, S) at same operating
conditions (Rer, Sp). This shows that, along the cone meridians, the S* and Re; follow
the general trends of S and Re;, respectively, with small azimuthal variation. Additionally,
the edge velocities required to estimate Re; and S* for all other investigated cases can be

lm

over the rotating cone.

obtained using the fit parameters C and m from Table 4.4 such that u, = CU 1.

Generally, at constant Rey and w, we can write S* (0, &, 1) = S(I)+6,(0, @, 1) and Re;k 0O,a,l)=
Re;(1)+62(0,a,1). Here, 6, and 0, are deviations from the flow parameters for the corre-
sponding axial inflow (61 = §2 = 0 when a = 0°). It is clear that due to the incidence angle, the
distribution of the flow parameters (Re;, S) around the cone gets distorted. The conceptual
sketch of this distortion is shown in figure 4.13. It can be observed that the isolines of S
and Re; at a given location [/; are coincident under axial inflow. At a non-zero incidence
angle, these isolines become skewed. Consideration of this distorted distribution of the flow

parameters is important for the discussion presented in section 4.4.3.

The asymmetry in the flow field has been found to have a significant effect on the
formation and growth of the spiral vortices. Figure 4.14c shows the instantaneous surface
temperature map on a rotating cone with the incidence angle @ = 4°. It is important to
observe that the spiral vortices are still present in asymmetric inflow conditions. However,
their formation and growth are delayed to a location further downstream compared to the

corresponding axial inflow case (compare points I, and [, in figures 4.14c and 4.6a).

Figure 4.14 shows the corresponding time-averaged velocity field for both rotating (b and
d) and non-rotating (a and e) cones under the same operating conditions: @ =4°, Re; and
Sy (here the direction of the near-wall vectors is an artifact of the finite laser sheet thickness
as shown in figure 4.4). When the cone is not rotating, the velocity field is asymmetric, with
overall lower x velocity in the windward meridian. However, both windward and leeward
meridians show the low x’ momentum region close to the wall. When the cone is rotating, the
mixing of high and low momentum fluid is observed close to the walls in both windward and
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Figure 4.13: A conceptual sketch depicting the distorted distribution of the flow parameters S and Re; due to a
non-zero incidence angle, shown as isolines of $* = Slj=1, and Re;‘ = Reylj=, atagiven location [;.
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Figure 4.14: (c) Instantaneous surface temperature footprints of the spiral vortices on a rotating cone, and (b and d)
time-averaged velocity fields in x'y’ plane for rotating (a = 4°, operating condition I : S, =5, Rey = 1.5 x 10) as

well as (a and e) non-rotating case (a = 4°, operating condition VI: S;, =0, Re; = 1.5 x 104).




74 4. NON-AXIAL INFLOW

U A 0.1
0.05 B - (0 AR TR 0!
Q T O S YW1 I RSN ¥ &
~ \\\,\\‘\‘1/,\,\/?/,“\\\,’ e '_’/—f\‘\l‘& 0 =
BN T-, \\\\\::a/;:\\\\\\\\— A ,_’_':,. A \: \‘\?: <Y
-0.1
Cone surface
t0+28.43T > 0.2
1.65 1.7 1.75 1.8 1.4 1.45 1.5 1.55
x' /D x'/D
(a) (b)

Figure 4.15: Instantaneous velocity fluctuations with respect to the mean flow showing cross-sections of the
spiral vortices in (a) windward and (b) leeward meridians (a = 4°, operating condition I : Sj, =5, Rey =
1.5 x 10%). Contours represent the wall normal velocity component. Also see movies 4 and 5 (available at
https://doi.org/10.1017/jfm.2020.990).

leeward meridians, similar to the axial inflow conditions. As a consequence of the delayed
growth of the spiral vortices, the mixing is also delayed to the downstream location with
respect to the axial inflow case. Additionally, the mixing is gradual in the leeward meridian
than the windward meridian. In the windward meridian, the x’ momentum is initially lower
due to the incidence angle, but increases after the amplification of the spiral vortices.

Figure 4.14c also shows the loci of critical and maximum amplification points of the
spiral vortex growth. These points are distributed at different radii around the cone due to
the flow asymmetry, unlike in axial inflow. On the counter-rotating meridian, the critical
and maximum amplification points are at lower axial locations (x/D =1.18 and x/D =1.41
respectively); here, the deviation from the symmetric condition is expected to be highest
(see figure 4.11b). The amplification on the leeward meridian occurs at the location with the
increased x’ momentum near the wall. However, on the windward meridian, the location
where the x’ momentum starts to increase near the wall (around x'/ D = 1.35) appears to
coincide with the critical point of the spiral vortex growth. When comparing the location of
amplification for the non-axial inflow to the axial inflow case, the location on the counter-
rotating meridian is used.

Figure 4.15 shows the cross-sections of the spiral vortices in the windward and leeward
meridians. Contours of wall-normal velocity fluctuations and vectors show the consecutive
mutual up-wash and down-wash regions, similar to the axial inflow case (compare with
figure 4.7).

Movie 3 (available at https://doi.org/10.1017/jfm.2020.990) shows the spiral vortices
evolving in the windward meridian; a snapshot from this movie can be seen in figure
4.16. The flow is from left to right, and the angular velocity of the cone is aligned with
positve x axis. The processed PIV images show the vortex cores as dark spots with lower
seeding densities (marked as red dots), similar to that shown in movie 2 (available at
https://doi.org/10.1017/jfm.2020.990). The vortex cores appear to grow significantly around
the point [, (corresponding to peak Iy,,¢). Comparing movies 2 and 3 (or figures 4.8 and
4.16) shows that, in movie 3 (or figure 4.16), the spiral vortex growth has been delayed to a
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Figure 4.16: Spiral vortices as observed in a PIV recording. Image processing is applied to emphasise
seeding density variations. The vortex cores are marked as red dots. Also see Movie 3 (available at
https://doi.org/10.1017/jfm.2020.990). (Windward meridian, & = 4°, operating condition I : Sj, =5, Rey, = 1.5% 10%).

downstream location due to the non-axial inflow. Additionally, movies 4 and 5 (available
at https://doi.org/10.1017/jfm.2020.990) show the time series of the vector fields shown in
figures 4.15a and b, respectively.

Additionally, a comparison of the cases with different incidence angles (a = 0° to 10°)
is shown in figure 4.17. Note that the spiral vortices appear and get amplified even in the
non-axial inflow at investigated inflow Reynolds numbers. The present observations are
limited to the measured values of Rey < 2.5 x 10%.

Figure 4.18 shows the effect of incidence angle on the (a) critical Reynolds number Re; .
and (b) maximum amplification Reynolds number Re; ,, measured on the counter-rotating
meridian, and defined using the edge velocity of the corresponding axial inflow case at
same Rey, and S, (Typical correlations between local flow parameters in axial inflow S and
Rej, and non-axial inflow S* and Re;‘, seen in figure 4.12, show that for large meridional
shifts (changes in I/ D) the flow parameters change by similar magnitudes in axial and non-
axial inflow). The important observation here is that even a small change in incidence angle
delays the critical Reynolds number, and therefore, the amplification of spiral vortices. This is
evident by observing that the extent of the delay is much larger when changing the incidence
angle from 0° to 2° than 2° to 4°.

In figure 4.18, the critical and maximum amplification points corresponding to the
case of @ = 4° appear at slightly lower rotational speed ratio S as compared to the case of
a =2°. This is a consequence of using the edge velocity field for the axial inflow case even
for the non-axial inflow. Figure 4.19 shows the Re;m and S* computed by using the edge
velocity and locations of peak Iy, measured by observing windward and leeward meridian
separately. Note that, at a meridian, the data points for @ = 2° now appear at lower values of
S* as compared to the case of @ = 4°. Along a meridian, the effect of increasing incidence
angle on the vortices is monotonic, such that with increasing incidence angle the critical
and maximum amplification locations appear at higher rotational speed ratios. Overall,
the scaling in figure 4.18 can be used to highlight the significant differences between the
symmetric and asymmetric flow field.
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Figure 4.17: Effect of incidence angle variation on the instantaneous surface temperature footprints (at random
instances) of the spiral vortices at operating condition I (S, = 5, Re; = 1.5 x 10%), counter-rotating meridian at
y/ID=0(a) a=0° (b) a=2° (c) a=4° (d) a=10°.
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Figure 4.18: Effect of incidence angle on the (a) critical and (b) maximum amplification Reynolds numbers (Re; .
and Rey ;,,) shown on the scaling from the axial inflow cases (Re; and S) with the same operating conditions (1)
Sp =5, Re; =1.5x10%, (IT) S, =4, Rey = 1.9 x 104, (I11) S, =3.5, Rey = 2.1 x 10%, and (IV) S}, =3, Rey, = 2.5 x 10%.

4.4.3. PHYSICAL INTERPRETATION

The delayed appearance and growth of the spiral vortices in the non-axial inflow can be
linked to the following aspects: azimuthal variations (at a constant radius) of the local flow
parameters (Re; and S*), and consequently, the variations in the azimuthal number (n) and
angle (¢) of the most amplified local perturbations that form the spiral vortices.

To obtain the vortex angle ¢, extrema of I’ are tracked along the vortex (within y/D = —0.07
and 0.07), for example, as shown in figure 4.20a. The azimuthal number of vortices (counter-
rotating vortex pairs) n is obtained from the dark and bright fringes as shown in figure 4.20b.
This procedure is repeated at various axial locations for all the cases investigated with IRT to
cover a range of rotational speed ratio S. The invisible side of the cone in figure 4.20 is also
investigated separately for all the cases of non-axial inflow.

Figures 4.21 and 4.22 show the variation of azimuthal number of vortices n and spiral
vortex angle ¢ with rotational speed ratio S, respectively, for axial as well as non-axial in-
flow conditions. Since the rotational speed ratio S* circumferentially varies in non-axial
inflow, and the complete three-dimensional velocity measurements around the rotating
cone are unavailable here, the spiral vortex characteristics (n and €) are presented against
the rotational speed ratio S from the corresponding axial inflow case (typical correlation
between S, S* and meridional location [ can be found in figure 4.12a). The overall trends of
spiral vortex characteristics (n and €) against the rotational speed ratio S are similar for axial
and non-axial inflows. Importantly, the values of n, €, |dn/dS| and |de/dS| decrease with
increasing rotational speed ratio S.

Generally, a range of perturbations with different wavelengths and orientations can grow
in an unstable boundary-layer, but the local flow conditions determine the wavelengths that
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Figure 4.19: Effect of incidence angle on the maximum amplification Reynolds number, with the scaling obtained
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Figure 4.20: An example showing how (a) spiral vortex angle € and (b) azimuthal number 7 are extracted from the
reconstructed surface temperature footprints (a = 4°, operating condition I : S}, =5, Rep = 1.5 x 104).
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Figure 4.21: Azimuthal number of vortices n in non-axial inflow compared with the axial inflow cases from Kobayashi
et al. (1983) and Tambe et al. (2019).
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Figure 4.22: Spiral vortex angle € for non-axial inflow compared with the axial inflow cases from Hussain et al. (2016),
Kobayashi et al. (1983), and Tambe et al. (2019).
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can outgrow the rest (Drazin, 2002). On a rotating cone, an additional constraint restricts
the azimuthal wavelengths (14) that may grow such that there is an integer number () of
spiral vortices around the cone at a given radius; because any remainder fraction of a wave
can not sustain as a vortex. For an axial inflow, the local flow parameters (S and Re;) are
constant along the azimuth for a given radius. Ideally, this condition allows the growth of a
same wavelength (such that Ag/r = 27/n) at a same angle (¢) around the azimuth (at a given
radius). However, in non-axial inflow, the local flow parameters (S* and Re;‘) azimuthally
vary at a given radius. Moreover, their isolines are skewed (as shown in figure 4.13). Such
locally varying conditions can give rise to different wavelengths at different orientation
around the azimuth, which can inhibit the formation of azimuthally coherent spiral vortices.

The non-axial inflow disturbs the azimuthal coherence of the instantaneous spiral vortex
footprints. This is evident from figure 4.23, which shows the unwrapped surfaces of a
rotating cone for axial and non-axial inflow. In the axial inflow (figure 4.23a), the spiral vortex
footprints show strong coherence (less azimuthal variation in spacing and orientation) from
1/D = 0.6 to their maximum amplification at I/ D = 1.24, after which the coherence decreases.
Figures 4.23 b and c are uncorrelated instances from separate measurements on the opposite
sides of the cone at @ = 4°. Here, the local flow parameters S* and Re; vary azimuthally, as
shown at the windward (6 = 90°) and leeward (6 = 270°) meridians for figures 4.23 b and
c. Consequently, the vortex footprints show an overall weak azimuthal coherence, as their
spacing and orientation vary along the azimuth. Additionally, the critical and maximum
amplification loci also show azimuthal variations in contrast with the axial inflow where
there is no such azimuthal variation.

Relating to the cases from figure 4.23, the azimuthal variations in the local instability
characteristics are shown in figure 4.24. The most amplified perturbation waves are schemat-
ically shown at leeward and windward meridians (figures 4.24b, c and d). The azimuthal
differences (between leeward and windward meridians) of vortex number An and angle Ae
(figure 4.24a) are estimated using the experimental data (figures 4.21 and 4.22), where the
respective trends of n and € versus the rotational speed ratio S agree for axial and non-axial
inflow (from S = 2.5-4.6). For the estimation purpose, the local values of »n and € are obtained
by replacing S with S* in the curve fits (figures 4.21 and 4.22). This approximation is based on
the assumption that the local effects of rotation (relative to the edge velocity) on the local in-
stability characteristics are similar in axial and non-axial inflow, e.g. stronger rotation (higher
S or §*) promotes longer azimuthal wavelengths (lower n) with their wavefronts oriented
more towards the tangential velocity of rotation (lower €). These approximate estimates in
figure 4.24a shall only be interpreted for their qualitative trends. Here, both An and Ae are
large initially (at I/ D < 1.35), which suggests a large variation in most amplified perturbation
waves around the azimuth as depicted in figure 4.24c. This is the region where no vortices
are observed (I/D < 1.35 in figures 4.23 b and c). Further downstream (where overall S*
values increase), the differences An and Ae decrease, suggesting that similar perturbation
waves can grow around the azimuth (see figure 4.24d), similar to the axial inflow case (figure
4.24b). This is the region where the spiral vortices are observed. This shows that at increased
rotational speed ratios, the azimuthal coherence is approached, which promotes the growth
of the spiral vortices around the cone surface in the non-axisymmetric flow-field.
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4.5. CONCLUSION

The spiral vortices, induced by the centrifugal instability, over the rotating slender cone
(v = 15°) were visualised by their surface temperature footprints, obtained by the infrared
thermography coupled with POD approach. Incidence angles a = 0°, 2°, 4°, and 10° were
investigated. The measured surface temperature fluctuations show the growth of spiral vor-
tices over the rotating slender cone. For axial inflow, the critical and maximum amplification
locations of the spiral vortex growth (in parameter space of Reynolds number and rotational
speed ratio) agreed with the past literature, validating the approach.
The conclusions are summarised as follows:

1. The asymmetry of the non-axial inflow inhibits the initial growth of the spiral vortices.
However, spiral vortices, induced by the centrifugal instability, were detected at a
higher local rotational speed ratio S and local Reynolds number Re; as compared to
the corresponding axial inflow case.

2. The azimuthal variation of local Reynolds number and rotational speed ratio in non-
axial inflow causes azimuthally varying instability characteristics (azimuthal number n
and angle ¢ of the most amplified perturbations). It is postulated that these variations
may inhibit the growth of azimuthally coherent spiral vortices.

3. However, at a higher local rotational speed ratio, the instability characteristics (az-
imuthal vortex number n and vortex angle €) become less sensitive to the changes in
local flow parameters, which allows the spiral vortices to grow.

It should be noted that, the present study does not deny other possible phenomenologi-
cal differences (different instability mechanisms) in asymmetric flow around the rotating
cone. However, such phenomena, caused by asymmetry itself, are expected to be azimuthally
incoherent. The centrifugal instability appears to be overall dominant in the region with
increased azimuthal coherence of its instability characteristics. Understanding other sec-
ondary phenomena and their relative importance with respect to the observed centrifugal
instability needs a separate investigation.

Although the investigations in this study are of fundamental nature, the results are
relevant for various engineering applications in which a rotating slender cone faces non-axial
inflow. In novel aircraft propulsion concepts, the aero engine spinners may face non-axial
inflow when the embedded engines ingest the airframe boundary-layer, or when the flow
separates in the short intakes of the ultra high bypass ratio engines (UHBR). In these cases,
the spiral vortices may still appear on a rotating slender cone, but their formation and growth
will be delayed to a downstream location compared to the axial inflow at the same operating
conditions. These vortices can alter the distortion and blade incidence angles at the blade-
hub junction, thus changing the loss mechanisms (as conceptually discussed in section 8.2).
However, the inflow Reynolds number (Rey, < 2.5 x 10%) and Mach number (M < 0.02) of the
present study do not cover the whole range of the flow conditions encountered in aviation.
In this regards, investigating the Reynolds and Mach number effects on the boundary-
layer instability on a rotating cone is still an open question. Moreover, the boundary-layer
instability over the cones of different half angles rotating in axial or non-axial inflow has still
not been experimentally investigated. This is particularly challenging because between half
angles 30° - 40°, the instability mechanism changes from the centrifugal to the cross-flow
(Kobayashi, 1994).



THE EFFECT OF HALF-CONE ANGLE

5.1. INTRODUCTION

HE centrifugal instability on a slender cone, with half-cone angle y = 15°, rotating
T in axial inflow has been extensively investigated in the past by Hussain et al., 2016;
Kobayashi and Izumi, 1983; Y. Kohama, 1984a (as described in chapter 2). Chapters 3 and
4 investigated the boundary-layer instability on a rotating slender-cone of half-cone angle
¥ = 15°. However, commonly used aero-engine-nose-cones are often not restricted to the
slender cones but are found in a wide range of half-cone angles. Therefore, from a wider
application standpoint, it is important to know the boundary-layer instability behaviour on
rotating cones of different half-cone angles. This chapter shows how changing the half-cone
angle vy affects the boundary-layer instability on rotating cones in axial inflow.

In still fluid, Kobayashi et al., 1983 have shown that with increasing half-cone angle
v, the boundary-layer instability mechanism changes from centrifugal to crossflow. This
change occurs at approximately ¥ = 30°. Such behaviour was also reported by Kobayashi
et al., 1987 when they studied rotating cones (¥ = 7.5°, 15°, and 30°) in axial inflow with
varying turbulence levels. Detailed discussion on these studies has been presented in section
2.3 of chapter 2. However, no such experimental measurements are available for rotating
broad cones (y > 30°) in axial inflow. Garrett et al., 2010 explicitly highlighted the lack of
experimental data to compare their theoretical predictions of crossflow instability on rotating
broad cones in axial inflow. Such measurements are considered useful for the theoretical
analyses which are aimed at investigating the underlying flow physics of the instability. This is
useful in understanding the boundary-layer instability on a wide range of slender and broad
nose-cones in different aero-engines. Therefore, it is necessary to extend the experimental
investigations to larger half-cone angles y = 15°.

This chapter provides measurements of the instability-induced spiral vortices on rotating
cones in axial inflow. Cones with half-cone angles ¥ = 15°, 22.5°, 30°, 45° and 50° are tested
using the experimental method described in chapter 3. The present chapter shows how the
half-cone angle affects the critical flow parameters of the spiral vortex growth, the spiral
vortex angle € and azimuthal vortex number 7. The data is compared against the theoretical
predictions of Garrett et al., 2010 and the past measurements of Kobayashi et al., 1987.
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Figure 5.1: Schematic of a rotating cone in axial inflow.

5.2. FLOW PARAMETERS

Figure 5.1 shows the schematic of a rotating cone in axial inflow. Here, u, is the meridional
velocity at the boundary-layer edge, [ is the meridional distance from the cone apex, and
w is the angular velocity of the cone. The azimuthal wavelength 1y is the circumferential
spacing between the spiral vortices. The spiral vortex angle € is the angle of a spiral vortex
with respect to the meridian.

Past experiments have shown that parameters Re; = u.l/v and S = rw/u, govern the
spiral vortex growth on rotating cones of ¢ < 30° (Kobayashi et al., 1987), here v represents
the kinematic viscosity. Theoretical predictions of Garrett et al., 2010 suggest that this
behaviour can also be expected for the rotating broad cones of v > 40°. Therefore, the
present investigation focuses on exploring the parameter space of Re; and S to detect the
spiral vortex growth for increasing cone angles.

The inflow Reynolds number Re;, and base rotational speed ratio S are used while
referring to the inflow conditions. These are defined as follows: Re; = U L/v and Sj, =
Dw/2Uy. Here, Uy, is the free-stream velocity, L is the total meridional length of a cone, and
D is the cone diameter.

5.3. EXPERIMENTS

The measurement and data-processing approaches are the same as presented in chap-
ter 3. The experimental arrangements of IRT and PIV are shown in figure 5.2. Figure 5.3
shows a photograph of the measurement setup. The free-stream velocity Uy, is varied from
0.7-10.9 m/s. The free-stream turbulence level u}, . is typically below 1% of U.. Here,
Up s 18 the rm.s. of fluctuations in the free-stream velocity Us. The cones, made of Poly-
oxymethylene (POM), are axially aligned with the free-stream and rotated at 2900 — 13500
RPM using a brushless motor. Figures 5.2 and 5.3 show the experimental arrangement. The
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experimental procedure is similar to those used in chapters 3 and 4.
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Figure 5.2: Schematic of the experimental arrangements a) infrared thermography and b) particle image velocimetry.

First, the half-cone angles of ¢ = 15° and 30° are chosen for the investigations to compare
with the previous measurements and theoretical results of Kobayashi et al., 1987. Additionally,
a broad cone of ¢ = 50° is chosen to compare the experimental findings with the predictions
of Garrett et al., 2010. Finally, a slender cone of ¢ = 22.5° and a broad cone of ¢ = 45° are also
included in order to study intermediate values. All the cones have the same base diameter
D=0.1m.

The meridional velocity field is measured using two-component high-speed particle im-
age velocimetry (PIV), see figure 5.2b. The data is acquired and processed using a commercial
software DaVIs 8.4.0. A multi-pass cross-correlation approach with decreasing interrogation
window size is used to obtain the instantaneous velocity vectors from the image pairs. Table
5.2 details the specification of the PIV setup.

Generally, the instability characteristics of a flow-system depend on its basic flow. As
the instability-induced flow features grow upon this basic flow, they can significantly alter
the basic velocity profiles. Previous studies (Garrett et al., 2010; Hussain, 2010; Kobayashi
& Izumi, 1983) have shown that the boundary-layer edge velocity u, of this basic flow can
be assumed to be equal to a wall parallel velocity of the potential flow over a cone. This
assumption leads to the form of u, = U,,CI"™, where m and C are determined for a given
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Figure 5.3: A photograph showing the measurement setup.

Camera FLIR (CEDIP) SC7300 Titanium
Noise equivalent temperature difference (NETD) 25 mK

Spatial resolution 0.49-0.51 mm/px

Integration time 106 —-205 pus

Acquisition frequency 200 Hz

Number of images per dataset 2000

Heat source Theatre lamp (575 W)

Table 5.1: Specifications of the Infrared Thermography setup.

half-cone angle and free-stream conditions. However, Kobayashi et al., 1987 have shown that
although the measured u, closely follows the form U, CI™ for the slender cones (y = 7.5°
and 15°), it deviates near the base of a broader cone (y = 30°). Here, the measured u, tends
to be higher than U,,CI" towards the base. To facilitate comparisons with theory and past
experiments, the boundary-layer edge velocity of the basic flow is assumed to be of the form
U, = UoCI™, where C and m are determined by a least-square fit to the measurements
away from the base and before the onset of the spiral vortices, for example, see figure 5.4.
Here, the boundary layer edge velocity is measured from a time-averaged velocity field; at a
location away from the wall where the vorticity value reduces to that of the measurement
uncertainty (< 0.3Us/ D). Figure 5.4 shows that measured boundary layer velocity follows
the form u, = U,,CI™ at first but deviates from it towards the base of the cone, as expected.

5.4. VISUALISATION OF SPIRAL VORTEX FOOTPRINTS

As described in the chapters 3 and 4, when spiral vortices grow in a boundary-layer, they
alter the surface-temperature pattern on a rotating cone. In their down-wash, the vortices
increase the shear near the wall. This causes increased heat transfer between the fluid and
the cone surface. Contrarily, up-wash decreases such heat-transfer. This causes cold/hot
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Camera

Sensor dimensions

Vector pitch (2C)

Interrogation window size

Spatial resolution

Laser

Acquisition frequency

Number of image pairs per dataset
Seeding

Photron Fastcam SA-1

1024 x 1024 px

0.26 mm

1.04 mm x 1.04 mm

30.7 px/mm

Nd:YAG Quantronix Darwin Duo 527-80-M
2 kHz

2000

Smoke particles (diameter = 1 ym)

Table 5.2: Specifications of the PIV setup.

0.7 T

T T T T

O Measurements
Curve fit u, =U,CI™ Q§SP_

Figure 5.4: An example showing the estimated edge velocity of the basic flow vs the measured edge velocity for

w=45°
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Figure 5.5: Visualisation of the spiral vortex footprints on a rotating cone of ¥ = 50° (Rey, = 9.7 x 103, S}, = 30.6).
(a),(d) raw, (b),(e) POD reconstruction of long wavelengths 1y > nr/4, and (c),(f) POD reconstruction of short
wavelengths nr/4 > Ay > 4px. Top row is as observed in the camera frame and the bottom row contains the
respective unwrapped views.

regions on the cone surface that are observed as darker/brighter regions in an infrared image,
revealing the footprint of the spiral vortices.

Figure 5.5 visualises different types of temperature fluctuation patterns on a rotating
cone of 7 = 50°. Here, the top row contains the projections of a three dimensional cone
in a camera sensor plane and the bottom row contains their unwrapped cone surfaces in
polar coordinates ! and 6. Figures 5.5a and d show a raw snapshot. Here, the spiral vortex
footprints are subtle, because the image is dominated by the noise from the infrared sensor.
The spiral vortex footprints become distinctly clear in a low order representation of the
snapshot, as seen in figures 5.5c and f. This representation is reconstructed from the POD
modes containing the azimuthal wavlenegth 1y between 7 r/4 and 4px (see chapter 3 for the
detailed selection procedure).

However, the most striking pattern in the raw snapshot (figures 5.5a and d) is the dark
and bright spiral with the azimuthal wavelength Ay = nr. This pattern is isolated from the
raw snapshot by reconstructing POD modes of azimuthal wavelengths Ag > nr/4, as shown
in figures 5.5b and e. The temperature fluctuations on the rotating cone involve two distinct
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Figure 5.6: Visualisation of the spiral vortex footprints on a rotating cone of ¢ = 45° (Rey, = 1 x 10%, Sp =27.1). (a),(d)
raw, (b),(e) POD reconstruction of long wavelengths Ag > nr/4, and (c),(f) POD reconstruction of short wavelengths
nr/4> Ag > 4px. Top row is as observed in the camera frame and the bottom row contains the respective unwrapped
views.

patterns: a short wavelength pattern (19 < wr/4) relating to the spiral vortices (figrues 5.5¢
and f) and a long wavelength pattern (19 > nr/4). Comparing figures 5.5b and c (or e and
f) shows that the spiral vortices coexist with the long wavelength pattern but their spacing
starts to vary along the azimuth, i.e. their azimuthal coherence is disturbed in this region.
The flow phenomena in the region of long wavelength pattern is further discussed in section
5.5 along with the velocity fields.

Figure 5.6 shows that the temperature fluctuation patterns on a rotating cone of {7 = 45°
is similar to that on a rotating ¥ = 50° cone (figure 5.5). Here, both short and long wavelength
patterns exist. Together figures 5.5 and 5.6 confirm the existence of the spiral vortices on
rotating broad cones (y > 30°) in axial inflow.

Furthermore, the temperature fluctuation patterns on the rotating slender cone y = 22.5°
also show two types of spiral patterns as the broad-cones, see figure 5.7. Figure 3.8 has also
shown the existence of the two types of short and long wavelength patterns in the POD modes
on a rotating cone of 7 = 15°. This indicates that the spiral vortices and the long wavelength
pattern are distinct universal features that appear in the transitional boundary-layer on both
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slender and broad rotating cones.

5.5. SPIRAL VORTEX GROWTH

Since the spiral vortex growth on rotating slender cones has been extensively investigated in
the past (chapter 4, Kobayashi and Izumi, 1983; Y. Kohama, 1984a), this section first focuses
on the case of a rotating broad cone in axial inflow. The growth of the spiral vortices can be
tracked through its effects on the surface temperature fluctuations and the velocity fields.
To facilitate this, figure 5.8 compares the following quantities on a rotating broad cone of
¥ = 50°: RMS of surface temperature fluctuations Iy, ¢ along the meridian (figure 5.8a),
time-averaged velocity field in a meridional plane (figure 5.8b), instantaneous vorticity field
in a meridional plane (figure 5.8c), and a combined POD reconstruction of short and long
wavelength patterns (figure 5.8d, relating to the snapshot in figure 5.5). Note that figures
5.8(c) and (d) are uncorrelated instances.

Here, as the spiral vortices start growing in the boundary-layer, their surface tempera-
ture footprint starts to get stronger. This is evident from figure 5.8a where I}, ¢ starts to
increase at around !/ D = 0.4. Around this location the vorticity field in figure 5.8c shows an
unidirectional wavy pattern suggesting the presence of co-rotating spiral vortices. Such co-
rotating spiral vortices have been previously linked to the cross-flow instability, as discussed
in chapter 2.

Further downstream in figure 5.8, at around /D = 0.5, I 1,12 MS suddenly increases. This
meridional location is defined here as a critical location I, where the spiral vortices start
their rapid growth, and corresponding critical Reynolds number is defined as Rej . = [ ue/v.
Figure 5.8d reveals that the critical location coincides with the onset of the long wavelength
pattern, overlaid on the short wavelength footprints of the spiral vortices. This suggests that
the long wavelength pattern is linked to the rapid growth of the spiral vortices. Determining
its role in the spiral vortex amplification requires a non-linear theoretical analysis.

During their rapid growth, the spiral vortices reach maximum amplification at I/D = 0.57.
Here, I}, ¢ reaches its peak (figure 5.8a). The meridional location of this peak is defined as the
location of maximum amplification [,,,. The corresponding Reynolds number is termed as the
maximum amplification Reynolds number Re; ,,, = [, u./v. The time-averaged velocity field
(figure 5.8b) reveals that, around the maximum amplification location, the spiral vortices
start to significantly increase the near wall momentum.

The enhanced mixing near the maximum amplification has also been observed for the
centrifugal instability on the rotating slender cone of ¢ = 15° (see figure 4.6 in chapter 4).
Furthermore, this marks a significant departure from the basic flow on the rotating cones
which is usually estimated without considering the effect of instability-induced spiral vortices
(as seen in figure 5.4).

The instantaneous vorticity field (figure 5.8c) clearly shows how the vortices have am-
plified around the maximum amplification location I/ D = 0.57. Here, as the spiral vortices
amplify and move away from the wall, their counter-rotating part appears as the region of
negative vorticity. This observation is similar to that made by Kobayashi et al., 1983 for a
¥ = 30° cone rotating in still fluid. They also observed that the spiral vortices first emerged
as co-rotating and further downstream turned into a counter-rotating pair. It is apparent
from figure 5.9, taken from Kobayashi et al., 1983, that the direction of rotation of co-rotating
spiral vortices is the same as the direction of the positive vorticity observed in the present
figure 5.8c. The present observations (for ¥ < 50°) confirm that although on broad-cones
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Figure 5.9: Spiral vortex cross-sections on a rotating cone of half-angle ¢ = 30°, taken from Kobayashi et al., 1983.

rotating in axial inflow the spiral vortices may start as co-rotating, upon amplification they
can turn into counter-rotating vortex pairs.

In axial inflow, both, the centrifugal and crossflow instabilities on rotating cones depend
on the local rotational speed ratio S and local Reynolds number Re; (Garrett et al., 2010;
Kobayashi & Izumi, 1983). For a given rotating cone, the maximum amplification Reynolds
number Re; ,, follows an exponential relation with the local rotational speed ratio S, see
figure 5.10. For all cones, higher local rotational speed ratio S increasingly destabilises the
boundary-layer, evident from the fact that the maximum amplification occurs at a lower
local Reynolds number Re;.

Figure 5.10 suggests that, at first, increasing the half-cone angle stabilises the boundary-
layer on rotating cones, i.e. the maximum amplification occurs at higher Re; and S for
broader cones. However, for large half-cone angles 1 = 45° and 50° the maximum amplifi-
cation is not affected by changing the half-cone angle. Kobayashi et al., 1983 observed the
similar behaviour on rotating cones in still fluid. They observed that the critical Reynolds
number is highly sensitive to the changes in low half-cone angles (7 < 40—45°), but becomes
less sensitive to the changes in high half-cone angles (¢ = 40 — 45°), see figure 2.10.

Furthermore, figure 5.10 also compares the results of two different tests on the slender
cones (¢ = 15°) of two base diameters: D = 0.1 m in the present work and D = 0.047 m
from Tambe et al., 2021 discussed in chapter 4. All these tests were conducted in the same
windtunnel facility (W tunnel). The maximum amplification locations from both the tests
show the same trend in the parameter space of Re; and S. This confirms a good repeatability
of the present experimental aproach in determining the maximum amplification of the spiral
vortices.

For all cone types, the critical Reynolds number decreases with the rotational speed ratio
S, see figure 5.11. However, the critical Reynolds number in the present measurements refers
to the onset of a rapid growth of the spiral vortices, rather than the location of their origin.
Spiral vortices are expected to be weak at their origin and they are detected once their ther-
mal footprint is strong enough to be detected by the infrared sensor. Also, for a same cone,
the critical Reynolds number significantly depends on the disturbance environment such as
the free-stream turbulence (Kobayashi et al., 1987). The critical Reynolds number is higher
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Figure 5.10: Effect of half-cone angle on the maximum amplification of spiral vortices.

in the present case of a slender cone y = 15°, as compared to the previous measurements
(Tambe et al., 2021), see figure 5.11. This shows that the repeatability of the present experi-
mental method in measuring the critical Reynolds number is limited by the instrumentation
and the uncertainty in the free-stream turbulence, unlike the measurements of maximum
amplification.

Similar to the maximum amplification, critical Reynolds number shows high sensitivity to
the changes in low half-cone angles (¢ < 45°). The critical Reynolds number is not affected
by the changes in high half-cone angles (¢ = 45 —50°). This agrees with the observations
made by Kobayashi et al., 1983 on rotating cones in still fluid.

Garrett et al., 2010 have theoretically predicted the onset of convective crossflow in-
stability on a range of broad cones rotating in axial inflow. Garrett et al., 2010 quantified
the critical points of the instability in the space of Reynolds number Res+ = " Isin(y)w/v
and a parameter s = (Isin(y)w/u,)> = S?. Here, the length scale §* = v/v/w relates to the
boundary-layer thickness on a rotating cone, without accounting for the effect of axial inflow.
Figure 5.12 compares the present measurements of critical and maximum amplification
points on a broad cone of ¢ = 50° to the critical points predicted by Garrett et al., 2010 in
the parameter space of Res- and S. The comparison shows qualitatively similar trends in
experimental and theoretical data. The measured critical Reynolds number is higher than the
theoretical prediction. This is expected due to the differences in the definition of the critical
point. In theory, the critical point marks the location where the boundary-layer becomes
unstable, beyond which the spiral vortices are expected to form. However, the measured
critical points in this study mark the onset of the rapid growth of the spiral vortices which



5.6. SPATIAL CHARACTERISTICS OF THE SPIRAL VORTICES 97

T T
o Y=15
50 ® 1 = 15° Tambe et al 2021 |
10°F o A =225
o W = 30°
o 1 =45°
* 1 =50°
AO
o A *
o *
g AA
~ 4l ) ) ¢ |
10 °
[ *
[ ]
* o
*
*
o
103 & T S S e o
1o° 10' 107

S

Figure 5.11: Effect of half-cone angle on the critical point relating to the rapid growth of the spiral vortices.

occurs downstream of their formation.

Kobayashi et al., 1987 have measured the spiral vortex growth on a rotating broad cone of
w =30° in axial inflow. They defined a critical point as the point where the hot-wire signal
starts to show velocity fluctuations of single frequency, measured 0.5mm away from the cone-
surface. Furthermore, they defined the transition point as the most-upstream location where
a wide spectrum of the velocity fluctuations (representative of turbulence) was measured.
Figure 5.13 compares the present measurements to those of Kobayashi et al., 1987 for a
rotating cone of ¥ = 30° in axial inflow. Trends in both the studies agree, and overall, the
regions of spiral vortex growth overlap in the parameter space of Re; and S. Furthermore,
the maximum amplification points in the present study coincide with the transition points
measured by Kobayashi et al., 1987. The critical points in the present measurements appear
at higher Reynolds number and rotational speed ratio as compared to the measurements
of Kobayashi et al., 1987. This is ascribed to the differences in the definition, measurement
technique, and measurement sensitivity.

5.6. SPATIAL CHARACTERISTICS OF THE SPIRAL VORTICES

From the instability standpoint, two characteristics of the spiral vortices are important: spiral
vortex angle € and azimuthal number of vortices n. These characteristics are useful input in
theoretical stability analyses which assess the system stability for the perturbation waves
of different orientations and wave-numbers. These spatial characteristics are obtained by
following a procedure similar to that shown in figure 4.20 of chapter 4. The measurement
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Figure 5.12: Comparison of the present experiments with the theoretical predictions of Garrett et al., 2010 for a
rotating broad cone of y = 50° in axial inflow.
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Figure 5.13: Comparison of the present experiments with the measurements of Kobayashi et al., 1987 on a rotating
cone of ¢ = 30° in axial inflow.
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Figure 5.14: Variation of spiral vortex angle € vs rotational speed ratio S for all the investigated cones, compared
with past measurements (Kobayashi et al., 1987) and theory (Garrett et al., 2010).

uncertainty is of the order of +1° for the spiral vortex angle € and +1 for the azimuthal vortex
number n.

All investigated cases of rotating cones show a wide range of spiral vortex angles € at a
given rotational speed ratio S, see figure 5.14. This relates to the fact that while growing,
the azimuthal coherence of the spiral vortices starts to get disturbed, i.e. their azimuthal
spacing and orientation varies. Usually, theory predicts the spiral vortex angle of the most
unstable mode for a given rotational speed ratio S at a critical point (Garrett et al., 2010;
Hussain et al., 2016; Kobayashi & Izumi, 1983). However, the measurements detect the spiral
vortex footprints once they have grown stronger and show a wide range of spiral vortex angle,
similar to the past measurements of Kobayashi and Izumi, 1983; Kobayashi et al., 1987.

For all the investigated cones, the spiral vortex angle € decreases with increasing rotational
speed ratio S, see figure 5.14. This can be interpreted in the reference frame fixed to the
cone surface. Here, the spiral vortices tend to align towards the local direction of the skewed
boundary-layer velocity (in the cone reference frame). The trend reasonably agrees with
the predictions of Garrett et al., 2010 for ¥ = 50° and measurements of Kobayashi et al.,
1987. It should be noted that Kobayashi et al., 1987 measured the angle using a hot-wire
stationed at a fixed distance away from the rotating cone surface. On the contrary, the present
measurements are performed at the cone surface. Therefore, the quantitative differences are
ascribed to the different measurement locations (as described in figure 3.16).

The azimuthal vortex number n shows scattered measurement data in both present and
previous measurements of Kobayashi et al., 1987, see figure 5.15. Generally, the azimuthal
vortex number n decreases with increasing rotational speed ratio S, for a given cone. This
suggests that when the rotation is stronger compared to the axial inflow, larger azimuthal
wavelengths Ag = 27r/n grow in the boundary layer.

Figure 5.15 shows that broad-cones ¥ = 45° and 50° exhibit lower azimuthal number r
compared to the predictions of Garrett et al., 2010 but show a similar trend of decreasing
n with increasing S. The present measurements reasonably agree with those of Kobayashi
etal., 1987 for ¢ = 15°. Figure 5.15, including the past measurements and predictions, shows
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Figure 5.15: Variation of the azimuthal vortex number n with rotational speed ratio S for all the investigated cones,
compared with past measurements (Kobayashi et al., 1987) and theory (Garrett et al., 2010).

that with increasing half-cone angle the azimuthal vortex number increases n. However,
broad cones of ¢ = 45° and 50° seem to follow a common trend with respect to the rotational
speed ratio S.

5.7. CONCLUSION

This study investigated the effect of the half-cone angle on the boundary-layer instability
of rotating cones in axial inflow. The rotating slender cones of half-cone angle y = 15° and
22.5°, and rotating broad-cones of half-cone angles 1 = 30°, 45° and 50° were tested in axial
inflow. The parameter space of local Reynolds number Re; and rotational speed ratio S was
explored to detect the spiral vortices on rotating broad-cones of 1 = 45° and 50° for the first
time. The surface temperature patterns on rotating cones were measured using infrared
camera and processed with the POD approach. PIV measurements were used to obtain the
meridional velocity field. Following are the important conclusions from this study:

¢ In all the investigated axial inflow conditions, boundary-layer instability is found to
induce spiral vortices on rotating cones of ¢ = 15° — 50°.

* The boundary layer transition on all the investigated rotating cones show two distinct
types of surface temperature fluctuation patterns: a short wavelength pattern of 1y <
mr/4 relating to the spiral vortex footprints and a long wavelength pattern of Ay > nr/4
overlaid on the spiral vortex footprints. The latter occurs where the spiral vortices start
their rapid growth.

For all the investigated cones, the spiral vortices are found to start altering the near-
wall momentum around the point of their maximum amplification, similar to the past
observations in the case of a rotating slender cone ¥ = 15°.
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* On rotating broad cones, the spiral vortices appear to start as co-rotating but turn into
counter-rotating type upon their amplification.

 For the rotating cones of 1 < 45°, increasing half-cone angle y has a stabilising effect
on the boundary-layer. This delays the spiral vortex growth to higher local Reynolds
number Re; and higher rotational speed ratio S.

 For the rotating broad cones of 1 = 45° and 50°, the change in half-cone angle does
not seem to have any significant effect on the location of spiral vortex growth in the
parameter space of Re; and S. In both cases, the critical and maximum amplification
points coincide on a common trend in the parameter space of Re; and S. Similar
observation was reported by Kobayashi et al., 1987 for the rotating cones in still fluid
where the critical and transition Reynolds number is less affected by such broad half-
cone angles ¥ 2> 40 —45°.

e For y =50°, the trends of measured critical and maximum amplification points agree
with the trend of critical points predicted by Garrett et al., 2010, supporting their theory.
The quantitative differences suggest the need of further investigation with combined
experiments and theory.

 The spiral vortex angle € varies with the rotational speed ratio S. The variation is found
to follow a common trend for all the investigated cases of rotating cones. The trend
shows a qualitative agreement with the past measurements (Kobayashi et al., 1987)
and predictions (Garrett et al., 2010).

* The azimuthal vortex number 7 decreases with increasing rotational speed ratio S for
each cone. Together with the past measurements and predictions, the increasing half-
cone angle results in higher azimuthal vortex number. This suggests that as the cones
get broader their instability induces spiral vortices with shorter azimuthal wavelengths.
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