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Abstract

With the increasing demand for high-
quality data in the field of Machine
Learning and Al, the availability of such
data has become a major bottleneck for
further advancements. This paper proposes
a novel approach to extract valuable data
from comic illustrations, aiming to address
the scarcity of labeled datasets. By
leveraging popular comic series such as
Dilbert, which contain thousands of comic
strips with multiple panels, text boxes,
characters, and settings, we aim to create a
pipeline for data labeling and manipulation.
This pipeline will enable experiments in
various areas, including generative comics,
humor detection, translation, and more.

The paper focuses on two key research
questions: 1) How accurately can we get
current OCR models to extract text from
the comics, and 2) How can we create the
ability to edit and delete existing text boxes.
By accurately segmenting the panels and
text boxes within the comics, we expect
to improve OCR performance by reducing
noise and addressing unique text formats.
Object detection models will be employed
to zoom into text boxes, further enhancing
OCR text extraction accuracy. Evaluation
metrics such as Latent Dirichlet allocation
(LDA), Character Error Rate (CER), and
Word Error Rate (WER) will be used to
measure the effectiveness of the proposed
techniques.

In the end, utilizing a dataset of 500
labelled comic panels, we achieve
accuracies of 94.07% for CER (up
9.86% from 84.21% baseline), 88.35% for
WER (up 8.35% from 80.0% baseline), and
98.0% for LDA (up 3.77% from 94.23%
baseline). Similarly, editing and deleting
of text boxes inside the comic panels
prove to be successful in a vast majority
of instances. We believe these results are
more than adequate for select use cases.

1 Introduction

With the rapid acceleration of Machine Learning and
Al in today’s world, the demand for high quality data
is increasing significantly [1][7]. Machine Learning
models are often dictated by the quality of the data
that they are provided with, and as such the quote of
"garbage in garbage out" has been coined. [20][18].
Currently, there is a severe lack of high quality data to
train on, often due to the need to manually label large

parts of the data. This results in major bottlenecks for
the further improvement of models [10].

The effectiveness of data construction pipelines has
been shown previously in works such as "A data-
driven approach to cleaning large face datasets"[11].
Utilizing the created data allowed for the further
advancement of face recognition research.

In this paper we look towards a novel area of
comic illustrations to extract valuable sources of
data. Comic series such as Dilbert, PHD Comics,
and Garfield, contain thousands of comic strips,
each with multiple panels, text boxes, characters,
and settings. Extracting the high quality data will
allow for experiments to be conducted in areas
such as facial recognition, generative comics, humor
detection, translation, and more.

* How accurately can we get current OCR models
to extract text from the comics

* How can we create the ability to edit and delete
existing text boxes

The end result will be the creation of a pipeline
that is able to label comics with the text associated to
each panel, and also allow for the editing and deletion
of the text in the comic. The end result will give
access to much larger data sets and allow for rapid
improvements in computer vision.

* Segment the panels of the comic
» Segment the text boxes from the panels

¢ Extract the text from the text boxes

The reason why we believe that this method
improves the overall pipeline is due to the significant
reduction in noise. Noise in the form of background
colors, unique text format, etc, is the biggest
hindrance towards OCR accuracy[3]. Segmenting the
panels is an effective step, used by Maciej Styczen,
which eliminates the panel barriers. We propose
taking this even further by zooming into the text
boxes using object detection models. We hypothesize
that this will improve the results even further during
the OCR text extraction phase of the pipeline.

We will measure the accuracy of this technique
using Latent Dirichlet allocation (LDA), Character
Error Rate (CER), and Word Error Rate (WER).
LDA aims to measure the semantic meaning behind
a sentence and compare how much the two relate
to each other. CER and WER both aim to measure
how many insertions, deletions, and substitutions of
characters/words are minimally necessary in order to
achieve the ground truth result.

This research builds upon the prior work done
by Maciej Styczen who has already been able to
successfully build a pipeline to extract the data. Our
goal is to significantly improve the accuracy of the
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output. Some examples where the old method fails
and the new one succeeds are shown in figures 1 2 3.

Each example highlights an issue the old method
faced that the new method resolves. In figure 1 we
can see the old method incorrectly concatenates "I
said I" into "isaidi", on top of also completely missing
"winged it." Figure 2 shows an issue where it cannot
differentiate the two different text boxes and reads it
as one, hence the ending result of "a genius that but
dont sounds know wir right." where a mistake is also
made with "it", being seen as "wir". Lastly, the old
method in figure 3 correctly detects the text, however
also detects text where there is none or is unintended,
such as the publication and author at the bottom, but
also "text" in the grass (which the model believes is
"v tin den this i". Our new proposed method will be
able to fix all of these mistakes and produce a much
stronger output.

2 Related Work

For the related work we look towards the many topics
we are tackling and evaluate them thoroughly in order
to achieve a successful pipeline. The topics are all the
ones related to the pipeline: panel segmentation, text
boxes location, and text extraction.

Panel Segmentation. When tackling panel
segmentation, the subjective nature of comics and
the artistic design choices of the artists creates
a difficult challenge to achieve accurate results.
Despite this, there are studies that have tackled
this exact problem with various techniques such as
Convolutional Neural Networks (CNN) [12], and
contour detection algorithms [5][14]. CNN’s have
promising results, with estimates of 97% accuracy

[12]. However, the issue it faces is that it
requires a large amount of labelled data in order
to fine tune effectively. ~When we look at the
research done by Maciej Styczen, his method of
utilizing the contour detection algorithm together
with binarization and adaptive thresholding proved to
be extremely effective with a 100% accuracy, when
tested on 1118 panels. This is even better than the
97% achieved by the "Kumiko, the Comics Cutter"
repository [8] which also uses the contour detection
algorithm.

Text Segmentation. Segmenting text boxes is
something that has been researched to some extent
before, however not thoroughly. The most promising
method appears to be the use of object detection
models. One paper combined this with OCR, with
the goal of identifying Pakistan vehicle number plates
[19]. However, in our use case, problems may
arise due to the varying nature of text boxes. Some
appear within little "clouds", clearly indicating they
are text boxes (An example could be the comic
in Figure 1), and some which have them blended
into the background (e.g. Figure 2). To address
this, fine tuning has been proven to be an effective
method of capturing objects which most standard
object detection models are not trained on. [13]. The
potential downside of this strategy is that it may not
generalize to other comics well due to the various
art styles different comics have. Another research
paper proposes to take this even further by adding
a novel scene text detection method that combines
the localization of corner points of text bounding
boxes with the segmentation of text regions [9]. The
ultimate purpose of this is to allow for text that is
curved or slanted to be interpreted correctly.



Text Extraction. Current models work very
accurately when taking in some standardized
text. However, dealing with colorful backgrounds,
handwritten texts, and small fonts is something
that proves to be difficult [3]. To overcome this,
current studies suggest fine tuning the OCR models
to the specific context you want to apply them to
[17]. Furthermore, using error correction and text
validation [16] is an effective strategy, since minor
mistakes such as "i" and "I" can be misinterpreted by
OCR. However, with the words "laugh" and "iaugh"
it becomes apparent that "laugh" was intended.
Lastly, preprocessing techniques such as upscaling
and binarizing the image are also effective strategies
[2]. This is due to the optimal character height for
OCR being 20-40 pixels[21], which in a comic is not
always the case. Moreover, binarization removes a
lot of excessive noise created by background colors,
which is known to be a hindrance for OCR [3].

This research is built upon the work of Maciej
Styczen [21] with the research titled "Automated
Text-Image Comic Dataset Construction”. There
are a number of techniques that are directly taken
from the prior work done. These include the panel
segmentation, pre-processing of images, and OCR
models used. The current state of the research leaves
a lot of inaccuracies on the table, and also does not
provide an effective way to edit and delete text boxes.
As such, in this research project we are expanding
upon this work by adopting the use of object detection
models for the purpose of improving OCR accuracy
and adding the ability to edit and delete text.

3 Methodology

In this section we will explain how we create
our pipeline that can take in an arbitrary amount
of Dilbert comic strips and return a CSV output
containing the panels inside the comic, and the
associated text. We will look into panel segmentation,
text extraction, OCR models, evaluation metrics, and
editing/deletion of text boxes.

3.1 Extracting Text from Comics

Our research question aims to find the most accurate
method of retrieving text from a comic strip.
To achieve this, we will experiment with various
techniques and combinations. We will compare these
combinations to determine the most accurate result.
For panel segmentation, we will use the contour
detection algorithm as used by Maciej Styczen, as
it is reliable and generalizable to various comics as
seen in the abstract of Figure 8 [21]. Effectively, it
is a process that involves first binarizing the image,
as seen in Figure 8b. Using this we can find the
outermost contours, as shown in Figure 8d. The next
step is to have the inside of the region marked by

the contours, colored white. Finally, the remaining
text is removed by utilizing morphological opening
operations. This combines both dilation and erosion
in order to remove the unwanted text, and preserve
the shape.

When considering text box detection, we will use
an object detection model as this is supported by
numerous studies. We can then consider using an
out of the box, fine tuned, or utilize localization of
corner points. In our use case, the last one will have
no benefit, and could only serve to reduce accuracy.
This is because its intended purpose is to concatenate
non-linear text together, however the vast majority of
text we are dealing with is linear.

Choosing between fine tuning or not is a difficult
choice to make, since it is hard to judge whether the
increase in accuracy with finetuning will outweigh the
potential reduction in generalizability. As such, both
will be tested and compared in order to scientifically
evaluate the results and draw conclusions based
upon it. Vision API provides an out of the box
"ImageAnnotatorClient" which we will use. For the
finetuning, approximately 500 comic panels (with 1
comic strip having on average 3-4 panels) are taken
and manually labelled using Google Cloud’s Vertex
Al Using this same platform we are able to fine
tune its existing object detection model with our
data. After approximately 2 hours of training, and
deploying the model, we will be able to utilize the
fine tuned model. It will take as input a comic
panel, and output the resulting bounding boxes (can
be multiple).

OCR With the text boxes located, the next step
is to take the text boxes and conduct OCR on them
directly. For this we will test the effectiveness of
both Google Tesseract and Google Vision API and
compare the results. These two are arguably the most
popular models at the moment, with Tesseract being
completely open source, and Vision API being the
state-of-the-art commercial model. We expect Vision
API to perform better, however there are also costs
associated with this, through general pricing for the
usage, but also run time. This is due to Tesseract
being installed locally on your device, whereas Vision
API is used through API calls, which is inherently
slower and more expensive.

Finally, we will need to stitch the text back together
in the correct order. This can be quite the challenge
due to comics sometimes having an ambiguous
ordering of text boxes (see Figure 4). However, we
can assume that the text will most reasonably read
from top left to bottom right. As such, we can
use heuristics to help us find the most likely correct
order. This starts by looking at the top-most text and
selecting that as the first text box. If there are multiple
text boxes at the top, we will prioritize the leftmost



one. However, due to text-boxes being imperfectly
placed and located, this could result in a top left text
box (which is intended to be read first), be surpassed
by another text box at the top right, due to it being
placed just a few pixels above (see Figure 5). To
combat this, we will create a "window" within which
the highest "y" coordinate must fall. In other words,
we will find the highest "y" coordinate, then look
10-100 pixels below it, and put any other text boxes
found into the same "bucket". These will then be
sorted on the "x" coordinate, with the smallest x value
(left most box in image) taking the priority.

Evalution metrics Having all this in place, there
will be six combinations we will evaluate. They will
be evaluated in order to establish the effectiveness
of utilizing object detection for textboxes, finetuning
this object detection model, and also evaluating the
impact that using Tesseract has over Vision API.

To measure this accuracy we have 500 unseen
labelled data to test our results on. We will be
using various accuracy metrics such as Character
Error Rate, Word Error Rate, and Latent Dirichlet
allocation. Character Error Rate (or Levenshtein
distance) and Word Error Rate measures the
minimum number of substitutions, deletions, and
insertions of characters/words necessary for two
strings to become identical, and divides that by the
total number of characters/words in the ground truth.
For consistency of results, we subtract the result from
100 in order to make it clear that the higher the result,
the better the outcome.

Latent Dirichlet allocation takes a different
approach. It aims to infer the topic distributions for
each text provided and compare the two. This process
is performed using probabilistic inference techniques,
such as variational inference or Markov chain Monte
Carlo sampling.

When considering the implication of the accuracy
metrics, the first two techniques highlight the overall
raw accuracy of the extraction. There are many
scenarios where you would want this metric to be
high, for example training another OCR model.
Having incorrect output in this scenario, would cause
a new OCR model to be incorrectly trained. For the
LDA metric, the semantic meaning behind the text is
measured. Take for example an application that aims
to translate comics into another language. Having a
very high score on LDA would imply that most, if
not all, of the semantic meaning will be captured,
allowing for effective translation to take place. These
are just a few examples, and the importance placed on
each metric will have to be evaluated per individual
use case.

3.2 Replacing existing text

The aim is to build the functionality to edit and
remove text from comics. In order to achieve this we

will need to first detect the location of the text boxes,
and then insert a new text box on top of it with the
desired text. Finding the location of the text boxes
will utilize the same object detection models as in the
previous part, since they are designed to do exactly
that. Depending on the results of the previous part we
will choose whether or not to use a fine tuned model
for this.

In order to determine which color the new text box
will be, opencv will be used to count the number
of occurrences of every color in every pixel inside
the bounding box. Then using opencv again, we
insert this box over the original image, resulting in
us effectively "deleting" the previous text as seen in
Figure 6

In order to "edit" new text, instead of inserting
a new box directly over the bounding box, we first
insert the new text into the new box. This is not
entirely trivial, due to varying lengths of text, and
varying shapes and sizes of text boxes. As such, we
need to correctly wrap the text to fit any arbitrarily
sized text box provided. To do this we make use of
the text wrap library, which allows us to input our
desired text and the width of the text box, and give
us an output of a list of strings. We then iterate
over this list and insert every string line by line
using opencv.putText(), with the "y" position being
incremented by a variable linepeight. Once this is
complete, we have our new text box and all that is
left is to insert it over the original bounding box. The
user will be able to input whatever text they would
like, and as such, give us the ability to "edit" comic
images as seen in Figure 9.

The proposed methods do come with some
limitations. The biggest one being that text boxes
are not always fully rectangular, whereas the object
detection model’s bounding boxes are. This will often
result in areas getting overwritten that are not fully
intended as can later be seen in Figure 10. Moreover,
text boxes with backgrounds being in different colors
(as is frequently seen in the newer comics), will result
in odd looking outputs as seen in Figure 11.

4 Evaluation

In order to evaluate our results, we will be using 500
unseen, but labeled, Dilbert comic panels. These
500 panels will be run through the created pipeline
with various parameters, and the output text will
be compared with the ground truth. These two
resulting text strings will first be cleaned from all non-
alphanumeric values (such as "," "." "?" "!I" etc.) This
is due to them having a minor impact in determining
semantic meaning behind the sentence, but attribute
to a significant amount of mistakes. The parameters
that we will test include the OCR Model (Tesseract or
Vision API), and the Object Detection model (None,
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General, or Fine tuned). As such, our combinations
are:

* No Object Detection + Tesseract

* No Object Detection + Vision-api

* Object Detection + Tesseract

* Object Detection + Vision-api

* Fine tuned Object Detection + Tesseract
* Fine tuned Object Detection + Vision-api

Each combination will be evaluated on all three
metrics, Character Error Rate (CER), Word Error
Rate (WER), and Latent Dirichlet allocation (LDA).

4.1 Results

Text retrieval results

We have run a total of 6 experiments with every single
combination possible, as seen in Table 1. Table 2
highlights which experiment yielded the best results.

Looking at LDA, we can see that the first three
experiments, which used Tesseract, all performed
worse than the latter three, which used Vision API.
On top of this, using a fine tuned model proved to give
the most accurate results in all instances. A fine tuned
model together with Tesseract gave an accuracy of
92.8%, and with Vision API gave 98.0%. Meanwhile,
not using any object detection gave the worst results
for their respective OCR model, with Tesseract and
Vision API getting 89.06% and 94.23% respectively.
When it comes to LDA it becomes apparent that the
proposed fine tuned object detection model hits the
mark, and is a clear favorite.

Looking towards CER we can see very similar
outcomes. Using a fine tuned object detection model
always performed better than using a general one
or none at all. In this case we can even observe
that when the fine tuned model is combined with
Tesseract, it will outperform Vision API when it is not
using any object detection model (86.38% vs 84.21%

Figure 5: Incorrect ordering based on height

respectively). We can also observe very similar trends
when looking at WER

Overall, we can clearly observe that in all areas,
using a fine-tuned model together with Vision API
yields the best results.

Editing and Deletion results

We can see some examples of outputs in figures 6, 9,
10, 11. Figure 6, shows the process of removing the
text with the use of text box location and then text
insertion into the text box. Figure 9 shows another
example where there are no text boxes present, just
"floating" text in order to display the successful use
in this situation as well. However, figure 10 shows
complications which arise when the text box does not
have a rectangular shape. Finally figure 11 displays
the issues with the modern comic panels which have
a sort background "fade" to them and how it makes
the next text box stand out.

To evaluate the accuracy of these results, the most
practical thing to do is look at the accuracy of the
object detection model. This is because for our
editing we are inserting and deleting boxes directly
over the indicated text box location, which is retrieved
by the object detection model. With a labeled data set
of 360 comic panels, there are approximately 560 text
boxes. Having a 10% validation set gives us 56 comic
panels to test our accuracy on.

Given this information, we have a recall precision
of 92.5%, meaning that in 92.5% of the cases,
the model correctly identified the presence of a
text box in a comic panel. Interestingly, all the
errors came from instances where the text was much
different looking than normal. Take for example
the comic panel in Figure 12, eventhough the model
managed to capture "THE EXERCIST!", it missed
the "AAAGH!", which is much larger than the
expected text and is also slanted. Another example
is in Figure 13, where both the "UH OH" and the
"DING DONG" were not identified correctly. The
"UH OH" is clearly much smaller in size, which may



Table 1: Model and Object Detection Comparison

OCR Model

Table 2: Performance Metrics Comparison

Object Detection Model

Exp. no. — = CER  WER LDA
Tesseract Vision API | None General Fine tuned | EXp. no.

Exp. #1 v V4 Exp. #1  81.97% 69.26% 89.06%
Exp. #2 | v v Exp. #2  84.2% 64.11% 90.29%
Exp. #3 | vV v Exp. #3 86.38% 71.02% 92.8%
Exp. #4 v v Exp. #4 84.21% 80.0% 94.23%
Exp. #5 v v Exp. #5 87.51% 81.47% 95.77%
Exp. #6 v v Exp. #6  94.07% 88.35% 98.0%
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Figure 6: Editing and Deleting a comic panel

be the reason why it was missed. The "DING DONG"
likely suffers the same problem as "AAAGH!", with
it being slanted and not entirely resembling a text box.

We can also further analyze the confidence
associated with various results as seen in Figure 14.
As we can see, the lowest score is associated with the
"WUMP" with a score of 0.718. It follows similar
issues as described above, with it being slanted and
not being in the common text box type.
same Figure we can see other slightly odd text boxes,
such as the yellow bar at the top in the second
panel which has a confidence of 0.889. It is again
not directly a text box, but just text giving some
additional information, and could be the reason for its
poorer confidence. The next few lowest ones are from
the panels which have relatively small text boxes.
This highlights again that the smaller text boxes are
much more difficult to identify, with a confidence of
0.925.

Lastly, looking at the other end of that spectrum
in Figure 15, we can observe that all of these have a
confidence of 0.994 or higher, and they are all clear
cut text boxes as you would expect. They are also
large, and don’t have any odd backgrounds to obscure
any details.

4.2 Discussion

Text retrieval

From the observed results we can clearly see that
fine tuned text box detection together with Vision
API have the strongest accuracy in every category of
measurement on LDA. Analyzing the results, we can
see some indications as to why this may be the case.
When not using any object detection model or a non-
fine tuned one, the OCR model will frequently find
unintended text areas, for example author signatures,
page numbers, and even grass, as seen in Figure 3.

CLIMATEH CLIMATE

I CHANGE I8 :

CAUSED BY) MHATS THATS

RIGHT! ERAVITY RIGHT!
T(-)._
L o

In the _
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Figure 7: Example of bounding-box clustering [21]

This will have a huge impact on the accuracy of all
metrics, due to there being extra words and characters
that will directly impact WER and CER results, but
almost certainly also impact the overall semantics of
the sentence, and as such impact LDA results. The
fine tuned model aims to tackle exactly this problem,
and has clearly proven to be effective as it improves
every accuracy metric in all instances.

Another observation is that when not using an
object detection model, the ordering of the text is
much more frequently observed to be in the incorrect
order, as seen in Figure 2. When not using text boxes,
clustering is used to identify which text boxes belong
together as seen in Figure 7 [21]. Although effective
in its use case, this does not solve the problem of one
text box being slightly below another, despite being
intended to be read first, as we observe in Figure
5. We solve this problem by identifying the text
boxes and applying our heuristics text box ordering
algorithm, as described in the methodology, in order
to maximize this accuracy.

When looking at Tesseract vs Vision API it is
clear that Vision API performs better. Even when



comparing the seemingly best option of fine tuned
text box, using this together with Tesseract will have
it perform worse than using no text box with Vision
API in almost every accuracy metric.

However, when using Vision API, we do need
to consider the drawbacks of pricing and run time.
First, running Vision API costs $1.50 per 1,000
images [4]. This may seem relatively cheap, however,
considering that Dilbert alone has approximately
12,384 comics, with every comic having roughly 3
panels, equating to approximately 37,000 panels, of
which again there exist nearly 2 text boxes per panel,
bringing the total images to be read up to 74,000. This
will ultimately cost $111.00 to run a single time on
all the data and should be factored in in any decision
making.

Moreover, when comparing running times, we
observed Tesseract having an approximate run time
of 0.3 seconds per image, whereas Vision API took
approximately 3 seconds per image, a 10x slowdown.
This is due to Tesseract running locally on a machine,
whereas Vision API needs to go through the network.
However, there are factors to consider, such as the
machine you are running it on, the internet connection
speeds, etc. which may affect these speeds. There
are also options to parallelize both Tesseract and the
API calls, together with doing some batch processing,
which may also impact speeds.

Ultimately, depending on your needs, if the
cost is not an issue, and accuracy is of extreme
importance (as we suspect it will be), further
exploring parallelization techniques, and employing
batch processing should significantly reduce the time
taken per image for both OCR models. If you are
limited by costs and speed, with accuracy not being
as critical, using a powerful machine with Tesseract
would be the most viable option. Otherwise Vision
API is the clear favorite.

Image text editing and deletion
To look at the successes and failures of this section,
we can look at some figures. In Figure 6 we can see
the process of removing the text from the text boxes,
and inserting new text into the text box. The text
boxes are neatly preserved in order for new text to be
flawlessly added in and the text wraps in accordance
to the width of the text box. If we look at figure 9
we can see that even when there are no text bubbles
"clouds" and varying text widths, the image can still
be well preserved and have new text inserted.
However, when we look at figure 10 we can see
some issues begin to arise. Although relatively
rare, there are comics where the text boxes have a
non-rectangular shape. Since the object detection
model is purposed towards rectangles it will result in
unintended areas to be overwritten and as such, create
basically unusable panels.

Another issue, which unfortunately appears more
frequently, is seen in Figure 11. The more modern
comics have a sort of "fade" going on in the
background. Again, working with the opencv library
we are only able to insert full rectangles into these
text boxes and as such, get odd looking rectangles
that clearly stand out. Luckily, the majority of comic
panels do not use this "fade", with the first year this
style appearing being in 2008. This means that there
is still almost 20 years worth of comics (starting from
1989) that will work as intended.

There are two ideas to overcome this that will
also be discussed further in the future work section.
The first idea is to utilize Maciej Styczen contour
detection algorithm, specifically the part where
mathematical morphology is used to scrub away the
text, but now specifically inside a text box. The
second is to use generative Al editing, by removing
the detected text boxes and letting the Al replace them
with empty text boxes that will fit the surrounding
background and shape.

Lastly, looking at the results of the object detection
model in Figures 12, 13, 14, and 15, it is clear
that the issues arise with "unique" looking text,
such as seen in Figure 12 with "AAAGH!" being
larger and slanted, and smaller text as seen in
Figure 13 and some of Figure 14. All these
issues should be resolvable by further fine tuning
the model, and providing it with more labelled
data that has instances similar to the one it fails
or performs poorly on. Doing this would improve
the editing/deleting functionality, but also further
improve the text retrieval and as such is an important
step to take in the future.

5 Conclusion

In conclusion, throughout our research we had the
goal of answering our two research questions:

* How accurately can we get current OCR models
to extract text from the comics

* How can we create the ability to edit and delete
existing text boxes

In the end, we believe we managed to answer them
both effectively, while simultaneously providing
context to certain limitations of the research.

5.1 How accurately can we get current OCR
models to extract text from the comics

For this research question we will first acknowledge
that we are able to successfully extract the text from
numerous Dilbert comic strips. In terms of accuracy,
our answer would be that with using Vision API,
together with a fine tuned object detection model
for text box location, we achieve significantly better
results than the base case of Vision API and no text



boxes. For comparison, we achieved an accuracy of
94.07% for CER (up 9.86% from 84.21%), 88.35%
for WER (up 8.35% from 80.0%), and 98.0% for
LDA (up 3.77% from 94.23%).

With LDA being significantly high, we can
confidently recommend using the outputs of these
results towards tasks that require accurate semantic
meaning of the comics, for example translation tasks.
For CER, with an accuracy of 94.07%, according
to benchmarks set by Holley, Rose [6], we would
be considered "average", and as such should be
used in practice with caution. We would still
encourage further development and research in order
to achieve higher accuracy results before using it
on a large scale. Similarly for WER, we see a
massive improvement from the baseline, but still
advise against the usage on a large scale.

5.2 How can we create the ability to edit
and delete existing text boxes

For this research question we can evaluate the outputs
seen in several figures such as 6, 9, 10, and 11. We
can also evaluate the accuracy of the object detection
model as it is the primary indication of whether the
text boxes will be accurately overwritten or not.

The object detection model achieves an accuracy
of 92.5% when evaluated on the validation set of
56. The mistakes primarily arise under circumstances
where the text is either very small in terms of font
size (Figure 13), small in terms of text box size
(Figure 13), or being a uniquely formatted piece of
text (Figure 12). Although 92.5% is definitely high,
with further fine tuning on these specific edge cases,
we believe we can get very close to 100% accuracy.

In terms of actual output, there are issues that arise
when the text box is not rectangular, as seen in Figure
10, or when the background has a "fade" to it, as
seen in Figure 11. These issues cannot currently be
overcome, but there are some promising ideas that
would allow for these to be processed effectively as
well. Nonetheless, with the current implementation,
with all the Dilbert comics before the year 2008,
the "fade" issue does not exist. As for the non-
rectangular issue, these occur very rarely, and as such
the functionality will still be useful in many use cases.

With all this in mind, we believe that we have
been able to successfully add in the functionality of
editing and deleting text from existing comic strips,
and make it usable for any intended purpose, one such
being providing data for fine tuning generative Al on
Dilbert comics.

5.3 Future work

Text Retrieval

To further improve upon text retrieval, there are
several ideas to explore. Despite the effectiveness

of Vision API, sometimes it still misreads certain
characters. As such, fine tuning an OCR model could
prove to completely eliminate any errors that may
occur as a result of this.

Further, fine tuning the object detection model even
deeper, in order to capture every single intended text
box, including the smaller sized, smaller fonted, and
"unique" looking ones, would push the accuracy of
the text retrieval even further.

We believe that improving upon all these elements
should see a near perfect text retrieval process occur.

Image text editing and deletion

There are several ideas to consider here as mentioned
before, such as further fine tuning the object detection
model, using generative Al to edit, and using
mathematical morphology on text boxes.

Further fine tuning the object detection model will
serve to improve both text retrieval and image text
editing/deletion. It is essential in the process of
locating where the text boxes are in order to remove
them or edit them.

Once we find the text boxes, one idea is to
use generative Al editing in order to overcome the
shortcomings of non-rectangular text boxes. Using
DALL-E 2, we can see some preliminary results of
what this could look like. Take for example the
issue in Figure 10, using DALL-E 2, we can create
something that looks like what we see in Figure 16.
There are of course many issues, such as Dilbert not
quite looking like Dilbert, and some variations have
text filled in, however, it does manage to correctly
create the empty text box in other instances, and
preserve the background with the door and wall color.
Another example is from Figure 11, which has the
issue of a "fade" in the background. Running DALL-
E 2 on this yields the results seen in Figure 17.
Again, we can see some very strange images with
Dilbert having 2 heads, strange artifacts that don’t
really make sense, but we can importantly observe
that the background preserves the "fade" which we
originally lost. With some significant work, this could
be an effective way to edit and delete text boxes whilst
preserving almost every detail.

Lastly, In Maciej Styczen work on the contour
detection algorithm for panel segmentation,
mathematical morphology was used in order to
remove some unwanted text in the panels. We believe
the same philosophy could be applied to the case
of removing text from a text box whilst preserving
backgrounds. There are some concerns however that
it will also destroy some of the backgrounds through
the "erosion" process. However, it is hard to predict
how much the erosion process will affect it, and thus
needs to be studied further.



6 Responsible Research

6.1 Reproducibility

To ensure the reproducibility of this research, all
the code will be pushed onto Github, and extensive
instructions left in the readme. Moreover, due to the
large volume of the data, it cannot be pushed onto
Github, but will be available upon request, in order
to ensure that everything can be reproduced by other
users. The code will also be forkable to allow future
users to continue developing on the research.

6.2 Integrity

To ensure the integrity of the results, every test was
run multiple times, with careful inspection and upon
the results to ensure their validity. The labeled data
set has also been verified for its integrity multiple
times and by multiple people to ensure no mistakes
were made in the evaluation of the accuracy. All the
information provided in this research has been based
on cited sources and verified information.
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Figure 8: A visualization of the steps of the panel extraction procedure, for simplicity, presented on a single panel example.
The same steps apply to a strip with multiple panels. From the left: a): the original image in grayscale, b): binarized image
c¢): all the contours identified in the image, d): the outermost contours, e): the outermost contours filled with white color,
f): noise removal using morphological opening g): proposed panel bounding box. (Comic strips from “Piled Higher and

Deeper” by Jorge Cham www.phdcomics.com [15])

| am Dilbert and this is my comic
strip and semething is happening to
dogbert and | am talking about i,
there is g lot of text in this

comic strip, | wonder what is geing
to happen next

| can't believe
this is happgening
te me
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Figure 13: Object detection model not finding "UH OH" and "DING
DONG"
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Figure 14: Low confidence results of object detection (Green box highlights which text box is associated with the score)
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Figure 15: High confidence results of object detection (Green box highlights which text box is associated with the score)
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Figure 16: Editing and Deleting a comic panel
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Figure 17: Editing and Deleting a comic panel
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