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Summary

Technological progress irreversibly changes the nature of sports. The relevance of technol-
ogy in sports can be seen with relative ease to most spectators in tennis, football and many
other elite sports. Some technologies have changed the sport in a way that many spectators
might not be aware of. Behind any professional sport, there are countless hours of training
and preparation. Athletes are pushing their own limits in achieving perfection. Coaches
are trying to make sure that the training the athletes go through results in improvement of
their performance, but without straining themselves too much which can lead to an injury.
The technology of today helps with this training process and coaches need to be able to
use it to provide good feedback to their athletes.

This thesis is written in the context of the Citius Altius Sanius (CAS) project aimed
at injury prevention and performance improvement in sports. The CAS project combines
the expertise of data scientists, industrial designers and biomechanical engineers together
with the resources of sports associations and sports equipment designers among others.
The goal of the CAS project is to initiate collaboration between various universities and
departments to develop sensor technology, provide analysis based on the sensor data and
provide a clear guideline of feedback to the athlete.

The primary goal of this thesis is to extract meaningful insights from sensor data
through statistical modeling. Two sources of sensor data are used within the thesis: data
from prototype sensor trousers worn by football players during training and data from a
sensor sleeve worn by tennis players during serve practice. The research employs super-
vised learning algorithms within the framework of machine learning and deep learning
models for capturing intricate patterns in the data as well as functional data analysis
techniques such as functional principal components analysis and functional regression
models applied for imputation purposes and dimension reduction.

We used neural network architecture, which mixes both convolutional and recurrent
layers, consistently throughout this thesis. The main application of this network lies in
recognizing football-related activities using sensor data. The neural network achieves good
accuracy and is easily adaptable to other human activity recognition problems. We also
considered various other models for this task, however none could match the computational
speed and accuracy of the neural network. Nonetheless, given a plethora of methods that
were tested and dissatisfaction with the accuracy measures used to assess the goodness-of-
fit of the tested methods, a novel quality measure was introduced for activity recognition
problems, to leverage the domain knowledge for the purpose of determining accuracy of
an activity recognition method. In the case of our application, one of the constraints is the
length of activities that are predicted. This measure accounts for the fact that activities
such as jumping or passing a ball realistically have a minimum duration. Instances where a
prediction model outputs an activity shorter than physically plausible incur harsh penalties.

We also propose a novel post-processing procedure tailored specifically to human ac-
tivity recognition problems, ensuring that predictive models adhere to physical constraints,
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such as the minimum duration of activities. This post-processing method aims to increase
the accuracy of prediction models which violate these constraints and as a result, to narrow
the gap in accuracy between different prediction methods.

In the context of tennis, we encountered difficulties in predicting the serve performance
metrics using sensor data. While predicting the ball speed can be easily achieved, accurately
predicting the velocity-accuracy index (VA index), which combines ball speed with serve
accuracy, proved more complex. To assess the effectiveness of our model in distinguishing
true predictions from noise, we applied a permutation test. Notably, the main contribution
of this research lies in the rigorous formulation of the null hypothesis for this test, linking
it to established permutation test theory.

This research contributes to the fields of sports science and data analysis by offering
insights into activity recognition and performance prediction using sensor data. The
methodologies developed here have potential applications across various other sports as
well as activities unrelated to sports. While data provided for purposes of this research
comes from wearable sensors, it is possible to also apply these models and procedures in
other types of sensor data or even beyond.
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Samenvatting

Technologische vooruitgang verandert de aard van sport onomkeerbaar. De relevantie
van technologie in de sport is voor de meeste toeschouwers van tennis, voetbal en vele
andere topsporten relatief gemakkelijk te zien. Sommige technologieën hebben de sport
veranderd op een manier waarvan veel toeschouwers zich misschien niet bewust zijn.
Achter elke professionele sport gaan ontelbare uren training en voorbereiding schuil.
Sporters verleggen hun eigen grenzen om perfectie te benaderen. Coaches proberen ervoor
te zorgen dat de training van de atleten resulteert in een verbetering van hun prestaties,
maar zonder zichzelf te veel te belasten, wat kan leiden tot blessures. De technologie van
tegenwoordig helpt bij dit trainingsproces en coaches moeten deze technologie kunnen
gebruiken om goede feedback te geven aan hun atleten.

Deze scriptie is geschreven in het kader van het Citius Altius Sanius (CAS) project
gericht op blessurepreventie en prestatieverbetering in de sport. Het CAS-project com-
bineert de expertise van datawetenschappers, industrieel ontwerpers en biomechanisch
ingenieurs met de middelen van onder andere sportbonden en ontwerpers van sportu-
itrusting. Het doel van het CAS-project is om een samenwerking tussen verschillende
universiteiten en afdelingen op gang te brengen om sensortechnologie te ontwikkelen,
analyses te maken op basis van de sensordata en duidelijke feedback aan de sporter te
geven.

Het primaire doel van dit proefschrift is om zinvolle inzichten uit sensordata te halen
door middel van statistische modellering. In dit proefschrift worden twee bronnen van
sensorgegevens gebruikt: gegevens van een prototype van een sensorbroek die door voet-
balspelers tijdens de training wordt gedragen en gegevens van een sensorhoes die door
tennisspelers tijdens de serveertraining wordt gedragen. Het onderzoek maakt gebruik
van supervised learning algorithmen binnen het kader van machine learning en deep
learning modellen voor het vastleggen van ingewikkelde patronen in de gegevens, evenals
functionele dataanalysetechnieken zoals functionele principale componentenanalyse en
functionele regressiemodellen die worden toegepast voor imputatiedoeleinden en dimen-
siereductie.

We hebben in dit proefschrift consequent gebruik gemaakt van een neurale netwerkar-
chitectuur, die een mix is van convolutionele en terugkerende lagen. De belangrijkste
toepassing van dit netwerk ligt in het herkennen van voetbalgerelateerde activiteiten met
behulp van sensordata. Het neurale netwerk bereikt een goede nauwkeurigheid en is
gemakkelijk aan te passen aan andere menselijke activiteitsherkenningsproblemen. We
hebben ook verschillende andere modellen overwogen voor deze taak, maar geen daarvan
kon de berekeningssnelheid en nauwkeurigheid van het neurale netwerk evenaren. Gezien
de overvloed aan geteste methoden en de ontevredenheid over de nauwkeurigheidsmaten
die gebruikt werden om de goodness-of-fit van de geteste methoden te beoordelen, hebben
we een nieuwe kwaliteitsmaat geïntroduceerd voor activiteitenherkenningsproblemen, om
gebruik te maken van de domeinkennis om de nauwkeurigheid van een activiteitsherken-
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ningmethode te bepalen. In het geval van onze toepassing is een van de beperkingen de
lengte van de activiteiten die worden voorspeld. Deze maat houdt rekening met het feit
dat activiteiten zoals springen of het passen van een bal realistisch gezien een minimale
duur hebben. Als een voorspellingsmodel een activiteit voorspelt die korter is dan fysiek
plausibel, wordt dit zwaar bestraft.

We stellen ook een nieuwe post-processing procedure voor die specifiek is afgestemd op
menselijke activiteitsherkenningsproblemen en die ervoor zorgt dat voorspellendemodellen
zich houden aan fysieke beperkingen, zoals de minimale duur van activiteiten. Deze post-
processing methode heeft als doel om de nauwkeurigheid van voorspellingsmodellen die
deze beperkingen schenden te verhogen en daardoor de kloof in nauwkeurigheid tussen
verschillende voorspellingsmethoden te verkleinen.

In de context van tennis ondervonden we moeilijkheden bij het voorspellen van de
prestatiemetingen van de opslag met behulp van sensorgegevens. Het voorspellen van
de balsnelheid is eenvoudig, maar het nauwkeurig voorspellen van de velocity-accuracy
index (VA index), die de balsnelheid combineert met de serveernauwkeurigheid, bleek
ingewikkelder. Om te beoordelen hoe goed ons model werkt om ware voorspellingen te
onderscheiden van ruis, hebben we een permutatietest toegepast. De belangrijkste bijdrage
van dit onderzoek ligt in de strikte formulering van de nulhypothese voor deze test, die
gekoppeld is aan de gevestigde theorie van permutatietests.

Dit onderzoek draagt bij aan de sportwetenschappen en data-analyse door inzicht te
bieden in activiteitsherkenning en prestatievoorspelling met behulp van sensordata. De
hier ontwikkelde methodologieën hebben potentiële toepassingen in verschillende andere
sporten en activiteiten die niet gerelateerd zijn aan sport. Hoewel de gegevens voor dit
onderzoek afkomstig zijn van draagbare sensoren, is het mogelijk om deze modellen en
procedures ook toe te passen op andere soorten sensordata of zelfs nog meer.
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Dziękuję również mojej rodzinie za pomoc, motywację, cierpliwość, wyrozumiałość i
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1
Introduction

Since the advent of professional sports, new technologies have been enhancing training
methods, influencing the equipment design, and providing data-driven insights for strategic
decision-making for coaches. In recent years we have seen many examples of technol-
ogy changing crucial parts of certain sports. One such example is the Hawkeye system
introduced in early 2000s to professional tennis matches. Initally, it served as a supporting
mechanism to the work of the line umpires. Now, Grand Slams do not even employ line
umpires and in 2025 the Association of Tennis Professionals (ATP) announced that all ATP
tournaments will use electronic line umpires. Another example is the goal-line technology
in football. Throughout the history of football, many human-made mistakes led to the
unfair allowing or disallowing of goals, most famously in the recent history during the 2010
World Cup, in which England was not given a goal despite the ball crossing the goal line.

These examples show that technology has permeated sports and redefined the way in
which rules of the game are applied. More than that, technology can refine the performance
of athletes through the use of camera system or wearable sensors and providing direct
feedback. Tools and insights offered to the elite athletes are immense and can simulate
coaching, analyze the performance and potentially reduce injury risks.

1.1 Citius Altius Sanius
This thesis represents one of the outcomes of the Citius Altius Sanius (CAS) program.
The project’s name, a play on the Olympic motto, translates from Latin to mean "quicker,
higher, healthier". Initiated in 2017 and led by TU Delft and Vrije Universiteit Amsterdam,
CAS is a research program with a primary focus on injury prevention and performance
improvement in sports.

The primary motivation for the project stems from the numerous diseases, includ-
ing coronary heart disease, obesity and type II diabetes, primarily caused by prevailing
sedentary lifestyle and unhealthy diet. In many ways, regular physical activity acts as a
counterbalance to this unhealthy lifestyle. On the other hand in elite sports, a rigorous
training regimen coupled with limited rest can lead to an increased risk of muscle injury.

The CAS program is dedicated to encouraging people to engage in physical activities
more frequently. To achieve this goal, the program leverages data science and sensor
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technology, aiming to provide feedback to individuals during exercise regarding their
performance and exertion.

Figure 1.1: The overview of different subprojects within
the CAS program.

The program comprises three funda-
mental projects and six applied projects,
see fig. 1.1. The fundamental projects fo-
cus on sensor technology (P1), data science
(P2) and feedback (P3). This structured ap-
proach follows a pipeline: sensors are de-
veloped in subproject P1, then data pro-
duced are analyzed and distilled in subpro-
ject P2. Finally results from these analyses
develop into motivational feedback for the
athlete in subproject P3. Six applications
were selected to cover most sport injuries
in the Netherlands: fitness and strength training (P4), running (P5), football and field
hockey (P6), tennis and baseball (P7), heat stroke (P8) and cycling (P9), see fig. 1.1.

Figure 1.2: Sensor trousers prototype with fully embed-
ded sensors developed within subproject P1 of the CAS
program. Taken from [1].

Especially relevant to this thesis are
subprojects P2, P6 and P7. This disserta-
tion provides models for the sensor data as
well as its analysis, which contributes to
subproject P2. Subprojects P6 and P7 specif-
ically focus on football and tennis, both sup-
ported by national associations (KNVB for
football and KNLTB for tennis). Data gath-
ered in P6 and P7 are the essential part of
the application of our models. The primary
goal of the CAS program is injury preven-
tion and performance enhancement and in
the process of addressing those topics it is
important to automatically recognize activ-
ities performed by an athlete. Quite often,
sensor data are partly missing and data im-
putation techniques can potentially be em-
ployed to be able to recognize activities in
spite of this. This thesis covers the topics of
activity recognition and data imputation.

1.2 Data
Wearable sensors have evolved rapidly in recent years and have found widespread applica-
tions, also in the realm of sports. In football, players routinely wear vests equipped with
GPS trackers, offering detailed insights into their location, distance traveled, speed, power,
intensity and heart rate. One of the achievements of the CAS program is the development
of the trousers with embedded sensors (fig. 1.2). The unobtrusive nature of these sensors,
combined with the low production cost, makes them a highly appealing alternative to a
camera system, which is much more expensive and unavailable to most amateur athletes.
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Figure 1.3: Segment model of right-handed player
and racquet (back view, frontal plane) demonstrat-
ing sensor placement. Taken from [2].

The sensor trousers were specifically devel-
oped for use in football for subproject P6. The
football sensor data used in this thesis origi-
nate from experiments utilizing these trousers.
For gathering tennis data in subproject P7 sen-
sors were attached directly to the body. In both
cases, Inertial Measurement Units (IMUs) were
employed to measure characteristics of specific
body parts. Each IMU contains a tri-axial ac-
celerometer, gyroscope and magnetometer. The
accelerometer measures acceleration, the gyro-
scope measures angular velocity and the mag-
netometer measures the magnetic field. Magne-
tometer data were not used in this thesis. These
were only used during the data formatting pro-
cess to correctly orient the data.

The placement of sensors naturally depends on the activities that are performed. In
football, the sensors were strategically placed on five body parts: pelvis, thighs and shanks,
each crucial to football-specific activities such as kicking, running and jumping. The
sensor trousers are equipped with sensors corresponding to each of these body parts. For
tennis-specific activities, sensors were positioned on four key body parts: pelvis, trunk,
upper arm and lower arm of the dominant side (fig. 1.3). The tennis data used in this thesis
specifically pertains to tennis serves; sensors on other body parts, such as the legs, were
not attached.

1.3 Modelling and data analysis
In the pursuit of extracting meaningful insights from the wealth of sensor data, the focus
shifts to modelling. This section dives into the intricate process of using data to predict and
recognize various physical activities or performance metrics related to physical activity.
The main goal of this research project is to understand the patterns within the sensor data,
allowing us to address issues of activity recognition, missing data and prediction. The aim
is to apply existing techniques to the sensor data whenever available and to contribute to
the broader knowledge by introducing our own methods when necessary. We will now
explore the relevant topics regarding modelling in this thesis.

Machine learning
Machine learning is a broad field within mathematics and computer science, focused on
deriving patterns from training data and generalizing to unseen data. Generalization,
a fundamental concept in machine learning, emphasizes a model’s capacity to use the
training data to make accurate predictions on new, unseen data. As the name suggests, the
idea behind machine learning is to imitate the process of learning. The field is typically
categorized by the type of input. Supervised learning involves machine learning algorithms
that learn based on patterns present in the training data; patterns supplied into the training
data in the form of labels. On the other hand, unsupervised learning refers to algorithms that
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find patterns in unlabeled data. This approach can help separate data into subsets, revealing
similarities between the data in each subset. This thesis will exclusively employ supervised
learning algorithms thanks to the data available to us and thanks to the research goals.
Classic machine learning techniques include linear regression, decision trees, K-nearest
neighbor algorithm and support vector machines.

Deep learning models
Deep learning models, characterized by their multi-layered neural architectures, have
demonstrated an ability to capture intricate patterns and representations such as images
or videos. The shift from traditional machine learning techniques towards deep learning
allows us to make use of complex data structures, while effectively handling large volumes
of data. They also capture non-linear relationships in data, which can be much harder
to achieve for traditional machine learning techniques usually requiring human input.
However, deep learning models are inherently harder to interpret and require significant
computational resources to train. Different neural network architectures are considered in
this thesis and are explained in more detail in later chapters.

Functional data analysis
Representation of data is an important topic to consider when modelling. Sensor data
consists of multivariate time series. However, sometimes it is better to represent time
series data as a set of smooth functions. Functional data introduces the concept of treating
functions as data points, where each function becomes an element of the dataset. This
representation better handles irregularly sampled data and reduces the dimensions of the
dataset. It also allows to use advanced statistical techniques tailored for functional data
analysis, which leverage the structure of the data to extract patterns. We use functional
data analysis for the purposes of data imputation, exploring the idea of what would happen
if we remove one or two IMUs from the analysis and replace them with imputed data
learned from all the other sensors and how that could impact the analysis.

Quality measures
The last step of modelling is finding an appropriate quality measure. Optimally, a quality
measure answers a question of how well does a particular model match the data? When
choosing the quality measure, we need to consider what we find to be the most important
feature of quality and then translate it into a mathematical concept. Consider a model
that assigns one of two possible labels. Given such a binary outcome, many different
quality measures can be used, such as the misclassification rate, the false positive rate
and the 𝐹 score. There is no definitive right choice; it all depends on our application and
how one wants to use it. In this thesis, we introduce a novel quality measure for activity
recognition. To define the measure, multiple parameters can be selected based on the
domain knowledge, e.g. the minimum length of activities we recognize, which allows
greater level of adaptability to a specific application.
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1.4 Outline
This thesis centers around two separate topics. The first is the activity recognition of
football-specific activities. Chapter 2 describes neural network architectures, which are
designed for prediction of football activities. Multiple architectures are considered and
compared with regards to their performance on the football sensor data. The models
proposed in this chapter can be applied in other human activity recognition problems as
well. Chapter 3 addresses the problem of football activity recognition and proposes a new
post-processing scheme exploiting domain knowledge. This post-processing method allows
to eliminate unrealistic activity predictions made by the model and as an effect, increases
the accuracy of the model. It also presents a novel quality measure for activity recognition
problems. This measure accounts for the fact that activities such as jumping or passing a
ball realistically have a minimum duration. Chapter 4 revisits the framework of Chapter 2
and explores the impact of removing sensors from the dataset, replacing the associated
data with imputed features predicted using all the other sensors. This is a relevant problem
as some sensors can be removed for the next redesign of the sensor trousers and we would
like to use the already developed model on a smaller dataset.

The second topic considered in this thesis is the prediction of ball speed and the so-
called VA index of tennis serves, which combines speed with the accuracy of the shot.
Chapter 5 examines the capabilities of the chosen model to capture a relationship between
explanatory variables 𝑋 and the response variable 𝑌 . A permutation test is considered
with a novel formulation of the null hypothesis. One of the advantages of this test is that it
does not rely on performance comparison between different models. Only one model is
considered and the test either rejects the null hypothesis, which means that the model can
capture some relationship between 𝑋 and 𝑌 or does not reject it, in which case the model
might not be able to do so. The test does not require sample splitting which is especially
important when the sample size is small. The method is later applied to the tennis serve
data and the prediction of the ball speed and the VA index. Two models were considered, a
linear regression model and a deep learning model with a specific architecture. The test
rejected the null hypothesis for both models in the case of the prediction of the ball speed,
but it did not reject the null hypothesis for either of them in the case of the VA index
prediction. In this case, the test gave evidence that a seemingly well-fitting model is not
necessarily trustworthy.
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Football activity

recognition

2.1 Introduction
The world of sports has seen a continuous and rapid increase in the usage of technology in
both competition and training during the last decades. Specifically in football (soccer), it is
nowadays common to see players training and even playing competitive matches wearing
vests with GPS trackers below their shirts. These vests can track the players during the
whole training or match and give information about their location, distance traveled, speed,
power, intensity, and heart rate, among others. These values can be processed to give the
players, trainers, and journalists a very detailed analysis of each player’s performance.
During the last decade, the scientific community has shown important advancements in
Human Activity Recognition (HAR) and, since technology and sports have developed a
mutually beneficial relationship, there is a higher demand for systems capable of recognizing
specific football-related activities.

If a coach, team, or player has information about which activities the player performs
during a match or training, it enables a more detailed analysis of the player’s performance.
A more complete assessment of the player’s movements and loads gives the teams the
possibility of better training planning, a personalized follow-up to each player, and even a
potential way to prevent, treat, and understand injuries. Nowadays, activity classification
is done either manually or with the aid of cameras. To this end, it is required to have a
large number of high-quality cameras equipped with artificial vision technologies or a
considerable number of human labelers. Both of these two options are very expensive and
can only be afforded by elite teams. This problem calls for the usage of a low-cost activity
recognition system that is also affordable for smaller teams. Sensors are continuously being
developed to be smaller, cheaper, and highly accurate (for example, [4]), so their use is a
clear solution to this problem. They can be incorporated into the player’s sportswear and
provide reliable, real-time measurements of different body parts.

This chapter is based on R. Cuperman, K.M.B. Jansen, M. Ciszewski. An end-to-end deep learning pipeline for
football activity recognition based on wearable acceleration sensors, Sensors, 2022 [3].
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This chapter studies the usage of deep learning-based models for football (soccer)
activity recognition based on acceleration and angular velocity signals obtained from
Inertial Measurement Unit sensors (IMUs). This is done in contrast to traditional machine
learning approaches, in which a non-neural network-based model, such as k-nearest
neighbors (kNN), decision tree, or support vector machine (SVM), is used to recognize an
activity. Traditional methods make simpler and linear connections between the explanatory
variables and the outcome, while the deep learning models are able to detect complex
patterns (often non-linear). Furthermore, with this work, it is intended to use the raw
signals from the IMUs and evaluate how robust the deep models are with respect to the
signals acquired on different players. This is why little or no pre-processing will be applied
to the sensor outputs, trying to recreate real-life scenarios. Different deep architectures will
be proposed for the models and their performance and evaluation time will be examined.
Furthermore, a complete training and evaluation pipeline will be designed, in which also
the preparation of the training dataset and the strategy for the evaluation phase via a
sliding window approach will be taken into account.

The way this chapter is structured is as follows. A literature review of the state of the art
of methodologies based on sensors in the field of Human Activity Recognition is presented
in Section 2. In it, both traditional machine learning and deep learning approaches are
shown with their comparison of results, best practices, and challenges. Section 3.1 presents
the dataset that was used for training and validating the models. An activity detection
algorithm is presented, which is needed for the training phase. In Section 3.2, the training
of several deep learning models is thoroughly explained and discussed; and in Section
3.3, the proposed evaluation pipeline is presented, with which the activities present in a
given recording can be effectively recognized. The results of the training scenarios and the
complete pipeline are shown in Section 4, which are then discussed in Section 5 with the
conclusive remarks and future research recommendations.

2.2 Related work

2.2.1 Machine learning for football activity recognition

Identifying and recognizing human activities using signals obtained from Inertial Mea-
surement Sensors (IMUs) is an area of machine learning and signal processing that has
recently been studied by several authors. Recognition of daily activities, such as walking,
climbing stairs, or sitting is especially popular amongst researchers, due to the availability
of public domain datasets composed of these types of movements, and the possibility to
easily compare the results with previous works [5–12]. On the other hand, studies on
recognition of sport-specific activities (such as football, tennis, table tennis, or golf) are
less frequent because building these types of datasets is difficult due to the costs involved
in resources and time [13–19]. However, since the nature of signals is in many cases the
same, it is possible to build upon the works of authors who have studied Human Daily
Activity Recognition to build accurate and efficient methods designed for an application in
a specific sport. The focus of our study is the application in football (soccer).
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2.2.2 Traditional machine learning approaches
Human Activity Recognition applications can be developed based on two types of algo-
rithms. The first one will be referred to as traditional machine learning approaches, in
which the input features from the signals are manually defined and extracted. This pro-
cess is not only heavily manual and subjective but is also extremely time-consuming [6].
Common choices of those features are the mean, standard deviation, maximum, minimum,
kurtosis, and coefficients of the Fast Fourier Transform [5]. After that, classification is
performed using traditional (non-neural network based) algorithms, such as Support Vector
Machines (SVM), Decision Trees (DT), k-Nearest Neighbors (kNN), among others.

Several research papers have been written in which Human Activity Recognition is
made with these approaches. In all of them, a manually selected set of features is extracted
from the signals, usually containing a combination of time- and frequency-domain metrics.
The majority of those works focus on daily human activities [6–12]. Others consider
specific sports, such as table tennis [13], tennis [14], skateboarding [15], or volleyball
[16]. Among the reviewed articles, ref. [17] studied Human Activity Recognition with
application on football. They reported an accuracy of 88.6% on their dataset when using
linear SVM. Some years later, ref. [20] developed other algorithms to further explore
Football Activity Recognition. In that work, they developed a hierarchical architecture to
recognize fullinstep kicks, side-foot kicks, or null activities (other movements different
from kicks, such as dribbling or running). Their method includes an initial filtering of the
signals followed by a peak detection algorithm. The detected peaks are then isolated, a set
of several manually selected features are extracted for each peak, and finally, the movement
is classified as either a kick or not. They achieved an accuracy of 94% using a Naive Bayes
classifier.

With traditional machine learning algorithms, performing additional pre-processing
is often necessary. Various pre-processing techniques are used: filtering [7, 13, 16–18],
normalization, standardization [13, 16, 18], and the usage of norms [7, 13, 16, 17] are
common practices. Stroke detection is also frequently used in sports-related applications
[13, 14, 16, 18].

2.2.3 Deep learning approaches
“The traditional feature engineering methods are becoming more and more incapable”
[21]. The second approach for Human Activity Recognition is based on neural networks.
Deep learning approaches are able to extract complex and non-linear patterns from mul-
tidimensional data. This is one of the reasons why recent researchers in areas such as
Human Activity Recognition have abandoned traditional approaches in favor of deep
learning architectures [22]. An additional important consideration is the general lack of
a pre-processing phase of the sensor signals prior to their input into the deep networks.
When working with deep learning architectures, the raw signals from the sensors can be
used directly.

Moreover, recent works have shown that the use of deep learning approaches for
Human Activity Recognition is not only beneficial in terms of feature extraction, but also in
achieving high accuracy. The study performed in [5] does an extensive review of different
approaches for Human Activity Recognition, and concludes that, on average, traditional
machine learning algorithms obtain an accuracy of 83.3%, while systems based on deep
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learning achieve a much better 94.9%. They also expressed that there are more studies
around traditional machine learning algorithms in comparison to deep learning ones, which
shows that the use of the latter in Human Activity Recognition tasks is promising, but not
yet fully explored.

No relevant scientific publications related to the use of deep learning approaches
with sensor data for football activity recognition were found, whereas a large amount of
works where these types of algorithms are used for Human Daily Activity Recognition is
available. Since the nature of the signals and the ultimate goal of those studies are very
similar to the objective of this chapter, their methodology and results were considered.
Convolutional Neural Networks (CNNs) are very popular because “CNN-based models are
able to extract and leverage latent feature representations in time series with high tolerance
of time translation; thus, results outperform methods based on hand-crafted features” [19].
In that paper, many different deep architectures were reviewed: from CNN composed
of consecutive convolutional layers to more complex and modern possibilities, such as
inception CNN and residual CNN. However, “ (...) CNN lacks the capability to capture
temporal dependency in time-series sensory data. RNNs (Recurrent Neural Networks)
are designed to model time series data, and are suitable for discovering relationships in
temporal dimension” [23]. This is the reason why the usage of Recurrent Neural Networks
was also evaluated by other authors, mainly using Long Short-Term Memory (LSTM) units.
A very interesting approach is the combination of CNNs and RNNs to build a larger and,
according to the authors of such papers, better performing network. Examples of such
architectures are the ones proposed by [21–24], where usually an RNN (mainly composed
of LSTM units) extracts temporal relations of the signals following a feature extraction
process made by a CNN.

2.2.4 Background on deep learning
Unlike traditional machine learning algorithms, deep learning refers to the use of models
based on stacked layers of artificial neural networks. By using multiple layers, it is possible
to train the model to progressively extract and learn complex features from the inputs. This
has a huge advantage over traditional machine learning algorithms since deep learning
models perform both feature extraction and the specific machine learning task. There
are many different types of neural networks based on variations of the basic structure of
artificial neurons. In particular, this work focuses on two of those types: Convolutional
Neural Networks and Recurrent Neural Networks (specifically LSTMs).

Convolutional neural
Convolutional Neural Networks (CNNs) are a type of deep learning models that were
originally designed to tackle artificial vision and image processing problems. Studies on
vision and perception of shapes in the human brain showed that the neurons responsible
for those tasks have receptive fields, which means that each cell responds to a specific
pattern. The combination of these simple patterns generates more complex ones that are
furthermore combined so that the brain can finally interpret and understand the image.
Convolutional neural networks try to replicate this behavior and have shown impressive
results in a huge variety of machine learning applications. Although originally designed
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for recognizing shapes and figures in images, CNNs can also be used to extract patterns
from signals. The general idea of CNNs is based on two types of operations [25]:

• Convolution. In a convolutional layer, the input data are convolved with a certain
number of kernels or filters. A filter 𝑘 is traversed through all the points of the input
image (or signal) and on each location, the convolution between the filter and the
overlapping area of the data is calculated. The usage of each filter results in a new
convolved image (or signal) called a feature map. The combination of all the 𝑘 filters
with different weights then generates a set of 𝑘 feature maps.

• Pooling. It is a common practice to include pooling layers after convolutional ones.
These types of layers condense information from spatially or temporally close points
to reduce the data size. In neurology, a receptive field of a neuron is defined as the
region in which the presence of a stimulus triggers the response of that particular
neuron [26]. Pooling layers introduce the concept of receptive fields into CNNs
because they condense information of neighboring points of the convolved data
into a single value. Many types of pooling layers can be used, but one of the most
common is the max pooling layer. This operation defines a small block (also called a
filter) and runs it on top of the input data of the layer. At each point, the maximum
of the values contained on the overlapping area of the data and the filter is extracted
and the output image (or signal) is built with those maximum values. Pooling layers
have the additional property that they reduce the size of the feature maps, which
translates into fewer weights to be learned by the model. The outputs of these layers
are smaller feature maps, but each element of those maps has information about its
neighbors from the previous layer.

Recurrent neural networks and LSTM
Recurrent Neural Networks (RNN) are a type of deep learning models that are especially
designed to work with data that have an underlying temporal sequence. Because of that,
they are typically used for Natural Language Processing and Signal Understanding. With
this type of data, it is important to take into account past information since the information
is treated as a sequence and what has happened in the past has influence on what will
happen in the future. Based on this idea, RNNs are able to “remember” prior inputs when
generating the output, which are based not only on the current input vectors, but also on
the so-called hidden state vectors that carry information about prior data [25, 27].

A major drawback is found when training RNNs due to a problem called “vanishing
gradients”. Basic RNNs are unable to remember long-term dependencies because the
gradients that are used to train the model tend to disappear as the input sequence grows in
length [28]. When training deep learning models, small gradients are undesirable as the
training takes longer and, as a result, becomes less effective.

When working with sequence data such as signals produced by a set of sensors, it is
important to have a model able to handle long-term dependencies. This is the reason why
more complex RNN cells were developed. Long Short Term Memory (LSTM) cells are one
of the most common RNN networks that are used to overcome that problem [27]. They are
built upon the basic RNN cells in which prior information is captured in hidden cells and
used to generate outputs.



2

12 2 Football activity recognition

In order to understand how LSTMs work, it is easier to analyze them by parts. One of
the most important properties of LSTMs is their capacity to easily propagate information
from one cell to another. This is implemented by the cell state 𝑐𝑡 , which can run through the
cell with only minor linear modifications. The cell state is the heart of the LSTM and is what
carries past information of the input sequence. LSTMs can add or remove information from
the cell state by using structures called gates, which are themselves regular feed-forward
neural networks operating mainly with an input tensor x and a hidden tensor h. There are
three gates in an LSTM unit:

• Forget gate This gate is responsible for deciding what information must be forgotten
(removed) from the cell state. To do so, it concatenates the hidden state at time 𝑡 −1
(ℎ𝑡−1) and the current input 𝑥𝑡 and calculates a value between 0 (forget) and 1 (keep)
for each element of the cell state 𝑐𝑡−1.

• Input gate This gate is responsible for deciding what new information will be stored
in the cell state and where. It is composed of two parts. The first part calculates
candidate values to potentially update the cell state, and the second part decides
which parts of the cell state must be updated with those candidate values. This
completes the update of 𝑐𝑡−1 into 𝑐𝑡 determined by the forget and input gates.

• Output gate This gate is responsible for deciding which elements of the cell state
will be given as the output of the LSTM unit. Only the desired parts of the cell state
are output as the new hidden state values ℎ𝑡 .

2.3 Materials and Methods
2.3.1 Data and preparation
Data collection procedure
This work used data acquired by [29] for the training phase and an initial evaluation. For
more information and details on the data collection procedures, see [29]. The experiments
there conducted included 11 male soccer players with 5 IMUs (Ivensense MPU-9150)
attached to their bodies in the following locations: pelvis, right thigh, left thigh, right
shank, and left shank, as shown in fig. 2.1a and fig. 2.1b. Each one of the IMUs had a
tri-axial accelerometer, gyroscope, and magnetometer. The range for the accelerometers
was set to ±16 g and for the gyroscopes to ±2000°/s (the magnetometers’ range was not
specified. However, they were not used in this work). The sampling frequency of the
signals was set to 500 Hz. The sensitivity (with 16 bits) of the accelerometers was set to
2048 LSB/g and of the gyroscopes to 16.4 LSB/(°/s). Each one of the participants executed
a set of well-specified football-related activities, including passes, shots, jumps, sprints,
among others. The experiments were designed in order to simulate an actual football match
to have reliable and real movements. The most common football activities were used as
the different classes to be recognized: pass, shoot, jump, sprint, and jog.

The use of those 5 IMUs allowed the measurement of the tri-axial accelerations and
velocities of the 5 respective body parts related to each one of the activities performed
by the subjects. This resulted in several signals representing the movements, each one of
them with their manually annotated category (activity). It is important to note that in each
experiment, before and after performing an activity, the subject walked or stood still for
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(a) Placement of IMUs on lower legs in experiments. Taken from [30].

(b) Placement of IMUs on upper legs and pelvis in experiments. Taken from [30].

(c) New trousers prototype with fully embedded sensors. Taken from [1].

Figure 2.1: Placement of the sensors in the sensor trousers and the prototype.
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some time. In order to more effectively train the models, a process of activity isolation was
performed in which those low activity intervals were removed prior to training.

Activity isolation
As explained before, the recordings that were to be used to train the model included
activities that were not isolated from surrounding noise and, in order to build a more
reliable model, the signals were cleaned so that only the desired activities were present.
This follows the logic that the deep learning model learns to extract features by itself. If a
lot of irrelevant information would be present in the training phase, it could be possible
that the model would learn some features from the low activity patterns and not from the
actual activities. Therefore, to make sure that the model learns to recognize accurately
the football-related movements, a procedure called activity isolation was developed. It
prepared the recordings for the training phase by isolating the important activities from
the aforementioned low-activity intervals.

A low-activity measurement is characterized, as its name suggests, by signals with low
magnitude and variance which lies in contrast to the behavior of the signal during a high
activity movement. This is especially true when we focus on the acceleration values. When
a football player moves from being still or relaxed, the lower limbs accelerate quickly. This
is the reason why only the accelerometer signals (and not gyroscope and magnetometer)
were used for the activity isolation phase. On the other hand, this big change in acceleration
between a low-activity interval and a high-activity one can happen in any of the measured
body parts. A standing player can start to run with the right leg while another player can
move the left leg first. This is also true with the axes (X, Y, and Z): when jumping the
movement is primarily vertical, but when passing we expect the longitudinal component
to be more present. In other words, the transition between a low- and a high-activity
interval can be detected with any of the body parts and on any axis. This is the reason
why the norm of X, Y, and Z axis of each sensor location is used. Each sensor is treated
independently and, at the end of the process, they are combined for the final result.

In order to identify when a high activity happens, a baseline value for each signal is
obtained: the mean value. When the player is still or walking, the norm of the signal is
usually smaller than its mean. However, when the player performs a more intense activity,
the norm of the signal presents peaks larger than its mean value. So, the beginning of a
high-activity measurement can be found by identifying the moment when the norm of the
signal exceeds a threshold based on the mean value. To avoid small meaningless peaks, the
algorithm looks for the window of fixed size (based on domain knowledge, we chose 50
timesteps = 0.1 s) in which the norm of the signal exceeds the threshold for each of the
timepoints of such window. Similarly, the end of the high-activity interval is identified by
placing the window in the opposite direction.

We found that activities such as sprints and jogs required the mean of the signal to be
the aforementioned threshold, while movements, such as shots, jumps, and passes, were
better isolated when using 1.5 times the mean as the threshold. By understanding the nature
of these two groups of movements, the former group was called periodic activities, in which
the activity is performed in a periodic manner; and the latter explosive activities, in which
the activity is performed only once without repetition. Since explosive activities tend to be
shorter and without repetitive patterns, the Interquartile Range (IQR) was proposed as the
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metric to use to discriminate between both groups of movements. To classify an activity as
periodic or explosive, the Euclidean norm of all the accelerometer signals of the recording
was taken, then this resulting signal was normalized between 0 and 1, and finally, the IQR
was calculated. In fig. 2.2, the distribution of the IQR values for periodic and explosive
activities can be seen. This plot shows that the IQR is a good metric to distinguish between
both types of movements if a threshold is chosen. It was defined that if the IQR exceeded
0.12, the recording was considered as a periodic movement or, otherwise, as an explosive
movement. This IQR-based classifier showed to have an accuracy of 99.42%, as shown in
the confusion matrix on the top right of fig. 2.2.

Figure 2.2: IQR distribution of explosive and periodic movements. On the top right, the confusion matrix of the
periodic- vs. explosive-activity classifier based on a threshold of 0.12 on the IQR.

Algorithm 1 presents the full procedure of activity isolation. Its application showed to
be very effective in isolating high activities from low-activity periods. Some examples of
results obtained with this algorithm are shown in fig. 2.3. In these images, all the signals
are superimposed for visualization purposes. The isolated high activities are shown with
white background, while the low-activity periods are grayed out.
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Algorithm 1: Threshold-based activity isolation
Result: Initial and final times of a detected activity isolated from low intensity

periods.
Take one recording with an activity present;
Take only the accelerometer data of the 5 locations: pelvis, right shank, right thigh,
left shank, and left thigh;

Take the Euclidean norm of the 5 signals. Name it 𝑠5;
Calculate the IQR of 𝑠5;
if IQR≤ ℎ𝐼𝑄𝑅 then

Mark the recording as an explosive movement;
else

Mark the recording as a periodic movement;
end
Take the Euclidean norm of the 𝑋 , 𝑌 , and 𝑍 axis of each one of the 5 locations.;
Name those 5 signals 𝑠𝑝 , 𝑠𝑟𝑠 , 𝑠𝑟𝑡 , 𝑠𝑙𝑠 , 𝑠𝑙𝑡 ;
for 𝑠 ∈ {𝑠𝑝 , 𝑠𝑟𝑠 , 𝑠𝑟𝑡 , 𝑠𝑙𝑠 , 𝑠𝑙𝑡} do

Calculate the mean value 𝜇 of the signal;
if The respective 𝑠5 was classified as a periodic movement then

Set 𝑡ℎ𝑟 = 𝜇;
else

Set 𝑡ℎ𝑟 = 1.5𝜇;
end
Find the first timestep where the signal and the following 50 timesteps are
larger than the previously defined threshold. Take that timestep as the start of
the activity for that bodypart 𝑠;

Find the last timestep where the signal and the previous 50 timesteps are larger
than the previously defined threshold. Take that timestep as the end of the
activity for that bodypart 𝑠;

end
Take the minimum among the starts of activity from the previous step. Subtract
250 timesteps (if possible). This is the overall start of the activity. Call it 𝑡0;

Take the maximum among the ends of activity from the previous step. Add 250
timesteps (if possible). This is the overall end of the activity. Call it 𝑡𝑓 ;

return 𝑡0, 𝑡𝑓

2.3.2 Neural network architecture
After the high activities were effectively isolated from low-activity periods, the training and
validation datasets were built. The five most common activities in football practice were
selected as the classes to be recognized by the deep learning models: shot, pass, jump, jog,
and sprint. Since the data were recorded for activities following a well-defined script (e.g.,
10 jogs each followed by a shot), the movements were manually labeled. All the examples
of those activities were isolated from the original dataset and a window segmentation
process was applied to them to extract the training and validation examples. This process
consisted of a one-second-long window traversing through the recordings, extracting, at
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Figure 2.3: Examples of periods of high activity (white background) obtained after applying Algorithm 1. The
examples show accelerometer data related to a shot, pass, pass, jog, sprint, and jump.

each time, the respective interval from the original signal. In order to capture temporal
dependencies, an overlap of 75% was used when extracting the one-second-long windows,
meaning that every 250ms of a recording, a new interval of 1s was extracted.

This set of one-second-long windows was divided in two via the technique of random
subsampling cross-validation: a train dataset, composed of a random 70% set of the samples;
and a test dataset, with the remaining 30%. The former was used to train the models and the
latter to evaluate them with unseen samples. This train-test split was made by randomly
sampling among the recordings of all the subjects. In order to obtain robust results, this
procedure was repeated five times (which resulted in five different randomly selected
train and test datasets), so that at each time each train and test dataset contained samples
from different subjects. The accuracy metrics presented in this chapter are the averages
of the five repetitions. In other words, the train-test split was performed using a 5-fold
random subsampling validation [31]. This approach is similar in effectiveness to 5-fold
cross validation, but slightly faster. Additionally, only accelerometer and gyroscope data
were used. Magnetometer data were ignored to reduce the dimensionality of the problem.
The datasets were balanced via undersampling of the most frequent classes.

As explained before, HAR tasks could benefit from the usage of Convolutional Neural
Networks and Recurrent Neural Networks. The former would be responsible for extracting
relevant patterns of features from signals and the latter would use those features and give
them temporal meaning by understanding the signals as a time series. A combination of
both types of layers could be, in theory, very powerful.

The networks proposed follow the same general architectures shown in fig. 2.4. This
chapter explored models based solely on CNNs (fig. 2.4a), RNNs (fig. 2.4b), and on a
combination of CNNs and RNNs (fig. 2.4c). In fig. 2.4, the connections referred as CNN
sub-network and RNN sub-network are shown in fig. 2.5 and they consist of specific types
of convolutional and/or recurrent layers that will be explained below.
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One of the most important elements of this chapter is the evaluation of different
variations of convolutional layers. In fig. 2.4 and 2.5, the asterisks in the convolutional
parts represent the implementation of the different types of convolutional layers proposed.
It is important to note that, even if all the convolutions are theoretically one-dimensional
(because the convolution only happens across the temporal dimension), some of them are
referred to as one-dimensional and some others as two-dimensional to distinguish among
them. By one-dimensional convolution, we refer to convolutions in which the spatial
dimension of the filter is 1, so that each signal is processed independently and the filters
do not process more than one signal at the same time. By two-dimensional convolutions,
we refer to convolutions in which the spatial dimension of the filter is more than 1, so that
several signals are convolved simultaneously. The following variations of convolutions
were built:

• 1DCNN weight sharing:
One-dimensional convolutions with the same filters for all the signals. In this type
of convolution, filters of size 1 ×𝑚 are used, where 𝑚 is a hyperparameter that
determines the timesteps used in the convolution. The 1 implies that each signal is
convolved alone. Additionally, weight sharing means that the same filters are used
for all the signals. fig. 2.6 explains this logic. Note that each sensor is composed of
three signals (𝑋 , 𝑌 , and 𝑍 axis of the sensor). The convolutions are made for each
signal using the same set of 𝑘 filters (represented in red).

• 1DCNN per sensor:
One-dimensional convolutions with the same filters for all the signals of the same
sensor, but different filters for each sensor. In this type of convolution, filters of size
1×𝑚 are used, where 𝑚 is a hyperparameter that determines the timesteps used in
the convolution. The 1 implies that each signal is convolved alone. However, each
sensor has its own set of 𝑘 filters, meaning that the filters are not shared among the
sensors. fig. 2.7 shows this logic. The convolutions are made for each sensor using,
for each one of them, a different set of 𝑘 filters (but the same set of filters are used
for the three axis of the same sensor). The different sets of filters are represented
with different colors in the figure.

• 1DCNN combined:
Combination of 1DCNN weight sharing and 1DCNN per sensor. Both types of
convolutions are performed and their results (feature maps) are concatenated one on
top of the other. Figure 2.8 shows this logic.

• 2DCNN weight sharing:
Two-dimensional convolutions with the same filters for all the sensors. In this type
of convolution, filters of size 3 ×𝑚 are used, where 𝑚 is a hyperparameter that
determines the timesteps used in the convolution. The 3 means that the 3 axes of the
same sensor are used together in the convolution. In order to convolve each sensor
by itself so that specific patterns can be extracted by combinations of the 𝑋 , 𝑌 , and 𝑍
signals of the same sensor, a spatial stride of 3 is used. Additionally, weight sharing
means that the same filters are used for all the sensors. fig. 2.9 explains this logic.
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(a) General architecture for models based on CNNs

(b) General architecture for models based on RNNs

(c) General architecture for models based on combination of CNNs followed by RNNs

Figure 2.4: General architectures of the different types of models built. Three types of models were evaluated:
using only CNN, only RNN, or a combination of both. The asterisks on the Conv layers mean the usage of a
variation of a convolutional layer. The asterisks on the RNN layers represent either LSTMs or bidirectional LSTMs.
(FC = Fully Connected Feed Forward Neural Network).
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(a) General CNN sub-network for the models that combine CNNs and RNNs.

(b) General RNN sub-network for the models that combine CNNs and RNNs.

Figure 2.5: General CNN and RNN sub-networks for the models that combine CNNs and RNNs. The asterisks on
the Conv layers mean the usage of different variations of CNNs. The asterisks on the RNN layers represent either
LSTMs or bidirectional LSTMs. (FC = Fully Connected Feed Forward Neural Network.)

Figure 2.6: 1DCNN weight sharing convolution logic.
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Figure 2.7: 1DCNN per sensor convolution logic.

Figure 2.8: 1DCNN combined convolution logic.
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Figure 2.9: 2DCNN weight sharing logic.

• 2DCNN per sensor:
Two-dimensional convolutions with different filters for each sensor. In this type
of convolution, filters of size 3 ×𝑚 are used, where 𝑚 is a hyperparameter that
determines the timesteps used in the convolution. The 3 means that the 3 axes of the
same sensor are used together in the convolution. In order to convolve each sensor
by itself so that specific patterns can be extracted by combinations of the X, Y, and Z
signals of the same sensor, a spatial stride of 3 is used. fig. 2.10 explains this logic.
The convolutions are made for each sensor using, for each one of them, a different
set of k filters. The different sets of filters are represented with different colors in the
figure.

Figure 2.10: 2DCNN per sensor logic.

• 2DCNN all sensors:
Two-dimensional convolutions made across all the sensors (thus also signals) at once.
In this type of convolution, filters of size NumSensor ×𝑚 are used, where 𝑚 is a
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hyperparameter that determines the timesteps used in the convolution. Figure 2.11
explains this logic.

Figure 2.11: 2DCNN all sensors logic.

• 2DCNN combined:
Combination of 2DCNN weight sharing, 2DCNN per sensor, and 2DCNN all sensors.
The three types of convolutions are performed and the resulting feature maps are
concatenated one on top of the other. Figure 2.12 shows this logic.

Figure 2.12: 2DCNN combined logic.

Specific details of the convolutions used on the different CNN sub-networks are shown
in Table 2.1. There, the following convention is used:

• Conv(𝑓 , (𝑚,𝑛), 𝑠): Convolutional layer with 𝑓 filters of size (𝑚,𝑛) with 𝑠 strides in
the vertical (spatial direction) followed with 𝑎𝑐𝑡 activation function. In all the cases,
a ReLU activation function (𝑓 (𝑥) = max(0, 𝑥)) is used.
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• MaxP(𝑚,𝑛): Max Pooling layer with filters of size (𝑚,𝑛), as explained in Section
2.2.4.

• 𝑑: Number of spatial dimensions of the output tensor of the previous layer.

CNN
Sub-Network Layer 1 Layer 2 Layer 3 Layer 4

1DCNN
weight sharing Conv(16, (1,5),1) MaxP(1, 4) Conv(32, (1,5),1) MaxP(1, 4)

1DCNN
per sensor Conv(16, (1,5),1) MaxP(1, 4) Conv(32, (1,5),1) MaxP(1, 4)

1DCNN
combined Concatenation of 1DCNN variations

2DCNN
weight sharing Conv(32, (3,5),3) MaxP(1, 4) Conv(64, (1,5),1) MaxP(1, 4)

2DCNN
per sensor Conv(32, (3,5),1) MaxP(1, 4) Conv(64, (1,5),1) MaxP(1, 4)

2DCNN
all sensors Conv(32, (𝑑,5),1) MaxP(1, 4) Conv(64, (1,5),1) MaxP(1, 4)

2DCNN
combined Concatenation of 2DCNN variations

Table 2.1: Details of layers used on different CNN sub-networks. Recall that the convolutions namedweight sharing
use the same kernels for all the sensors and signals, while the convolutions named per sensor use independent
kernels for each sensor.

The last convolutional layer (which occurs just before the RNN sub-network) is defined
as Conv(128, (𝑑,1),1). The LSTM and bidirectional LSTM (bLSTM) layers are, in all cases,
composed of 128 units. The fully connected layers after the sub-networks are also built
with 128 units with ReLU activation function except for the final fully connected layer,
which has 5 units (one per each class) and uses a softmax activation function instead.
Additionally, to reduce possible overfitting, dropout layers (not shown in the figures) are
applied before each fully connected layer.

All of the different architectures were trained using both accelerometer and gyroscope
data or only accelerometers to evaluate the influence of gyroscopes on the classification
of movements. To train the models, the ADAM optimization algorithm [32] was used to
optimize a categorical cross-entropy loss function. In all cases, the chosen parameters were
𝛽1 = 0.9,𝛽2 = 0.999, 𝜖 = 10−8. The learning rate (𝛼) was set to decay during the learning
phase using a learning rate scheduler. By doing this, the model was able to take large
steps towards the optimum during the initial phases of the training, and, as the model
approached this point, the steps taken were smaller. This resulted in a better and faster
training scheme. The learning rate schedulers for the models were defined as:

• For all the models without any LSTM or bLSTM component, the learning rate was
initialized at 10−3. After every 10 epochs of training, it was reduced to its 75%.
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• For all the models with only LSTM or bLSTM (no convolutional part), the learning
rate was initialized at 10−4. After every 10 epochs of training, it was reduced to its
50%.

• For all the models that combined a CNN part with a LSTM or bLSTM part, the
learning rate was initialized at 5 ⋅ 10−5. After every 10 epochs of training, it was
reduced to its 75%.

The training was made with batches of 32 samples for at most 200 epochs. Additionally,
an early stopping criterion was defined in order to reduce overfitting and unnecessary train-
ing: the validation loss was monitored and if it did not improve (reduce) for 5 consecutive
epochs, the training was halted. Each model was trained 5 times using different train-test
partitions so that every case used a different subset of data for training and testing. The
resulting accuracies of the trainings of each model were averaged to obtain their overall
performance.

2.3.3 Post-processing and evaluation
Once the models were successfully trained, the next step consisted in using the model
to actively recognize and classify the activities present in a recording. A sliding window
approach was followed: a window of 1𝑠 (500 timesteps) is swept through the recording and,
for each position of the window, a prediction of the activity is made. By doing this, several
windows will have periods where no relevant activity is performed because the player is
just standing or walking passively. Therefore, the model also needs to be able to recognize
these low-activity periods and classify them as such. To allow the model to recognize these
low-activity periods, a binary classifier on top of the already trained deep learning-based
model was built. That binary classifier was responsible for recognizing whether a window
captured a low activity period or not. The low activity class could also be included as
another class in our models, however, we opted for detecting low activities using a binary
classifier before applying the deep model. This is due to the significant differences between
low and high activities, which can be exploited to accurately distinguish them.

The sliding window evaluation phase is shown in fig. 2.13. A window of the same
length as the one used for the training phase (1𝑠 = 500 timesteps) is traversed through
the recording, extracting at each time a window of such length. The extracted window
is first classified by the binary classifier as either a high or low activity window. If the
classification returns low activity, the window is understood as such. However, if the
binary classifier predicts that the window corresponds to a high activity, then the window
is passed through the deep learning model that further classifies the interval as one of the
activities: shot, sprint, jump, jog, or pass. This means that, at the end of this process, the
window is classified as either shot, sprint, jump, jog, pass, or low activity. This is what
we call a prediction. The sliding window moves and a new window is extracted and then
classified following the same process.

To build the binary low- vs. high-activity classifier, differentmetrics were extracted from
low- and high-activity windows and evaluated for their discriminant power between both
classes. The following values were evaluated for the Euclidean norm of the accelerometer
signals:

• mean,
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Figure 2.13: Sliding window evaluation diagram.

• standard deviation (std),

• coefficient of variation (CV),

• interquartile range (IQR),

• range.

The distributions of themetrics for those two groupswere examined to identify which one of
the statistics would have more discriminatory power between both categories. Additionally,
a two-sample Kolmogorov–Smirnov (KS) test was used to evaluate the similarity of these
high- and low-activity distributions. The larger the KS value, the more certain we are that
both samples come from different distributions. The resultant KS values for the selected
metrics are summarized in Table 2.2.

Metric KS value

Mean 0.9185
Std 0.9302
CV 0.7997
IQR 0.9237
Range 0.9155

Table 2.2: Two-sided KS values for the metric distributions of high- and low-activity window.

The standard deviation was chosen as the metric to build the binary classifier since its
KS value was the largest. Additionally, the distribution plots of the standard deviation of
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both categories (high- and low-activity windows) could be separated using a threshold, as
seen in fig. 2.14.

Figure 2.14: Standard deviation distribution of low- and high-activity windows. Both distributions can be separated
using a threshold value.

To define the threshold that should be used for the standard deviation so that the
separation between low and high activity was as clean as possible, different values were
used to classify a set of new unseen windows with high or low activities: if the standard
deviation of the Euclidean norm of the accelerometer signals was larger than a given
threshold, the window would be classified as a high activity, and as a low activity otherwise.
The F1 score was calculated for each one of the thresholds for the standard deviation and
the value where the F1 score was the largest was taken as the optimal threshold. This
experiment is depicted in fig. 2.15 and shows that a threshold of 8.5 gives the best F1 score
of 96.67% (and accuracy of 96.56%), which is high enough to consider this binary classifier
as good performing.

The complete sliding window evaluation diagram is shown in fig. 2.13. As it can be
seen, the low- vs. high-activity binary classifier lies on top of the deep learning model. We
recommend using sliding steps between 10𝑚𝑠 and 100𝑚𝑠 for the windows (windows of
99% and 90% overlap, respectively). It is important to note that, even if the training of the
model was made with windows of 75% overlap, this value does not need to be the same as
the one chosen for the evaluation phase. The length of the window (1𝑠 = 500 timesteps),
on the other hand, must be exactly the same as the one used for the training.

The sliding window approach at the evaluation phase has the issue that there are fewer
predictions than timesteps of the recording since the windows are not evaluated at each
time point. Furthermore, since there is an overlap between the sliding windows, all the
timesteps are evaluated (and therefore predicted) several times by different windows. To
solve this problem, the proposed best-score post-processing method post-processes the
predictions so that we can associate a unique activity to each moment of the recording.
The proposed method initially assigns all the timesteps of window 𝑖 to the prediction of
window 𝑖. Then, the final prediction for each timestep is the prediction with the largest
confidence among the ones of all the windows that contained that particular timestep.
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Figure 2.15: F1 scores for different standard deviation thresholds when classifying high- and low-activity windows.
The red dot indicates the chosen threshold.

The softmax activation function at the last layer of the neural network was used to
calculate the confidences of the predictions. Since the problem is a multiclass classification
task, the last layer of the model includes a softmax function. The output of this activation
function can be understood as the probability distribution over all the possible categories.
The maximum among these probabilities can be taken as the confidence of the predicted
class. Therefore, it was defined that a window was considered as “other high activity” if
it had confidence lower than a certain threshold (in this work, it was defined as 95%), no
matter the prediction that it initially had. With this addition, it was possible to identify
movements different from the five predefined ones, such as turns.

Fig. 2.16 explains the previously explained process in a graphical, simplified way with
a toy example. Suppose that the multicolored horizontal bar on the top of the image
represents the recording. That recording is traversed with a sliding window and, for each
position of the window, a prediction of the activity is made. Those windows are depicted
in the figure as rectangles with thick borders and are named𝑊 1,𝑊 2,𝑊 3,… The prediction
made for each window is represented by a color: blue, red, or green. Then, the horizontal
bar on the top shows the predictions made by the sliding windows using that color code.
That bar is the output of the evaluation pipeline explained in fig. 2.13. The best-score
post-processing method assigns the prediction of the window to all the timesteps contained
in that window, as it can be seen with the small horizontal colored bars in the middle of
the figure. Each one of those predictions is composed of the recognized activity (red, blue,
or green in the figure) and the confidence of the prediction (light to dark tone of the color).
Then, as it was mentioned, for each timestep of the recording, the prediction with the
largest confidence is taken as the final prediction of the respective timestep. The horizontal
bar at the bottom of the figure shows the resulting predictions obtained with the best score



2.3 Materials and Methods

2

29

post-processing method. This post-processing option gives more importance to predictions
with high confidence. It has the additional ability of “cleaning” the results of short, isolated,
low-score predictions surrounded by predictions with larger confidence.

Figure 2.16: Best-score post-processing option. The darker the color, the larger the confidence of the prediction.

After post-processing, an outlier removal procedure is applied to the predictions. Even
if the predictions are cleaned with the post-processing phase, there is still a chance that
short peaks of isolated activities remain. An activity performed by a player cannot last
less than a certain amount of time in real life. So, if a prediction of a movement lasts less
than 𝜏𝑚𝑠, the predicted activity of that interval is replaced with the predicted activity of
the next interval that lasts at least 𝜏𝑚𝑠. Good results were obtained when choosing 𝜏 to be
between 100𝑚𝑠 and 300𝑚𝑠.

Figure 2.17: Complete sliding-window evaluation procedure.
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The whole sliding-window evaluation process can be summarized with the diagram
shown in fig. 2.17. Each position of the sliding window is classified, then the prediction is
post-processed, and, finally, the outliers are removed. The block called Activity Classifier
in the diagram is the activity classification process, depicted previously in fig. 2.13.

2.4 Results
2.4.1 Training results
As explained before, deep learning models composed of a combination of CNNs and RNNs
were proposed, built, and trained to recognize shots, passes, jumps, jogs, and sprints (fig.
2.4). The training and validation datasets were balanced via undersampling, so that the
accuracy could be used as the metric to evaluate the performance of the model. The
prediction accuracy is defined as:

Accuracy = Number of correctly classified samples
Number of samples

When working with deep neural networks, it is a good practice to perform a normalization
or standardization of the input data. This has mainly two benefits: the model can be
trained faster, and the model can learn to better generalize from the input data [33].
Therefore, the models were trained with and without an initial normalization/scaling of the
input signals. Since the signals have both positive and negative values and we wanted to
capture information about their positiveness and negativeness, instead of using a min-max
normalization, we used a max-abs scaler: we divided by the maximum absolute value
of the signal. This process brings all the values to the range [−1,1]. In particular, if the
maximum absolute value is found in the positive range, then the values are transformed
to the range [−𝑥,1] where 𝑥 ≤ 1. Similarly, if the maximum absolute value is found in
the negative range, the transformed range is [−1, 𝑥]. The resulting series has the same
shape and structure as the original, but its values lie between −1 and 1 without losing the
positive-negative relationship. The max-abs scaling does not shift the data nor destroys
the sparsity between positive and negative values. This type of scaling was applied to each
one of the signals and the models were trained with these new scaled windows. To have a
fair comparison with the non-scaled models, all the models were trained with the same
architectures, parameters, and algorithms as the ones previously built. Only the initial
learning rate of the models had to be increased 10 times due to much smaller absolute
values for the scaled signals. Note that in real-life applications, it would be necessary to
perform this scaling with respect to a calibration recording: the player would perform a
certain sequence of activities before the competition or training and that recording would
be used to scale the subsequent data.

We trained several models based on the proposed convolutional operations and their
combination with recurrent layers. The mean and standard deviation of the accuracies
of the five trainings of each model can be seen in Tables 2.3 and 2.4. In those tables, a
red-to-blue color code was used to visualize the accuracies on the test dataset, where red is
worse and blue is better. No color code was given for the train dataset for visualization
clarity.

The main goal of this research was not only to have a highly accurate model when
recognizing football activities, but it was also desired that those classifications could be
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Acc + Gyro

Normalized Unnormalized

Train Test Train Test
1D CNN weight sharing 99.93% 97.53% 99.13% 94.36%
1D CNN per sensor 99.34% 97.26% 98.35% 93.92%
1D CNN combined 99.46% 97.21% 98.66% 93.97%
2D CNN weight sharing 99.29% 96.44% 98.80% 93.59%
2D CNN per sensor 99.44% 96.55% 99.32% 94.79%
2D CNN all signals 99.76% 97.81% 97.58% 92.88%
2D CNN combined 99.44% 98.08% 99.34% 95.34%
1D CNN weight sharing + LSTM 97.81% 96.11% 99.01% 96.05%
1D CNN per sensor + LSTM 99.20% 97.10% 98.31% 95.95%
1D CNN combined + LSTM 98.54% 97.04% 98.87% 96.55%
2D CNN weight sharing + LSTM 98.54% 96.71% 98.87% 96.27%
2D CNN per sensor + LSTM 98.31% 96.71% 99.32% 96.71%
2D CNN all signals + LSTM 98.87% 97.32% 98.94% 95.45%
2D CNN combined + LSTM 99.08% 97.53% 99.32% 96.71%
1D CNN weight sharing + bLSTM 99.39% 98.03% 99.08% 96.55%
1D CNN per sensor + bLSTM 99.51% 97.86% 98.66% 96.38%
1D CNN combined + bLSTM 99.44% 98.25% 99.22% 96.71%
2D CNN weight sharing + bLSTM 99.39% 97.48% 99.20% 96.22%
2D CNN per sensor + bLSTM 99.48% 97.04% 98.99% 96.11%
2D CNN all signals + bLSTM 99.13% 97.26% 98.45% 94.96%
2D CNN combined + bLSTM 99.46% 97.32% 99.29% 96.00%
LSTM 63.51% 60.44% 91.48% 77.48%
bLSTM 80.49% 76.71% 99.65% 87.07%

Table 2.3: Comparison of mean prediction accuracies between the original unnormalized models and the nor-
malized ones. Five runs. A red-to-blue color code is used to facilitate the visualization of the values on the test
dataset, where red is worse and blue is better.
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Acc + Gyro

Normalized Unnormalized

Train Test Train Test
1D CNN weight sharing 0.09% 0.87% 0.81% 1.33%
1D CNN per sensor 0.41% 0.74% 1.68% 1.78%
1D CNN combined 0.44% 0.70% 0.33% 1.48%
2D CNN weight sharing 0.20% 0.81% 0.49% 1.60%
2D CNN per sensor 0.29% 0.37% 0.46% 1.42%
2D CNN all signals 0.15% 0.67% 0.87% 1.38%
2D CNN combined 0.55% 0.35% 0.44% 1.42%
1D CNN weight sharing + LSTM 0.79% 0.56% 0.52% 1.21%
1D CNN per sensor + LSTM 0.58% 1.44% 1.22% 0.87%
1D CNN combined + LSTM 0.54% 0.56% 0.62% 1.60%
2D CNN weight sharing + LSTM 0.50% 0.65% 0.92% 1.00%
2D CNN per sensor + LSTM 0.76% 1.47% 0.39% 1.31%
2D CNN all signals + LSTM 0.75% 0.66% 0.58% 1.02%
2D CNN combined + LSTM 0.30% 0.83% 0.37% 1.05%
1D CNN weight sharing + bLSTM 0.44% 0.63% 0.34% 0.73%
1D CNN per sensor + bLSTM 0.53% 0.68% 0.60% 0.53%
1D CNN combined + bLSTM 0.27% 0.66% 0.53% 1.54%
2D CNN weight sharing + bLSTM 0.65% 0.97% 0.41% 0.96%
2D CNN per sensor + bLSTM 0.35% 1.17% 0.75% 1.10%
2D CNN all signals + bLSTM 0.55% 0.62% 0.96% 0.99%
2D CNN combined + bLSTM 0.92% 0.82% 0.36% 1.50%
LSTM 19.13% 18.19% 2.17% 3.36%
bLSTM 24.22% 20.14% 0.24% 2.25%

Table 2.4: Comparison of standard deviation of the prediction accuracies between the original unnormalized
models and the normalized ones. Five runs. A red-to-blue color code is used to facilitate the visualization of the
values on the test dataset, where red is worse and blue is better.
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made in a short time. To demonstrate the computational efficiency of the proposed deep
learningmodels, traditional machine learningmodels were trained, and the evaluation times
for both types of models were computed. In particular, the following classifiers were built:
k-Nearest Neighbors (kNN), Naïve Bayes (NB), Quadratic Discriminant Analysis (QDA),
Decision Tree (DT), Random Forest (RF), SVM with linear kernel version ECOC (Error
Correcting Output Codes) (SVM-l ECOC), SVM with Gaussian kernel version ECOC (SVM-
rbf ECOC), SVM with linear kernel version One-vs-One (SVM-l OvO), SVM with Gaussian
kernel version One-vs-One (SVM-rbf OvO), SVM with linear kernel version Onevs-Rest
(SVM-l OvR), and SVM with Gaussian kernel version One-vs-Rest (SVM-rbf OvR). For all
of them, the following manually selected features were extracted: mean, median, standard
deviation, maximum, minimum, skewness, kurtosis, sum of real coefficients of Fast Fourier
Transform, and maximum of real coefficients of Fast Fourier Transform. The evaluation
times and accuracies of these models in comparison to a particular deep learning-based
model (2DCNN per sensor + bLSTM, abbreviated as DNN in the graph) are presented in
fig. 2.18. For the traditional methods, these times include the manual feature extraction
process. In general, the deep learning models required about 0.15s to evaluate 365 samples,
while this process took from 0.4 to even 0.8s with the traditional methods. In addition to
this, the best performing deep learning model had the highest accuracy (98%), whereas
traditional models showed accuracies between 40% and 90%. Deep learning models, thus,
perform better on both evaluation time and accuracy.

Figure 2.18: Prediction accuracy and evaluation time for traditional models in comparison to a deep learning-based
model (DNN). The blue bars (left vertical axis) represent evaluation time and the red bars (right vertical axis) the
prediction accuracy. The names of the models can be found in the main text.

2.4.2 Complete pipeline results
The complete activity recognition pipeline was presented in fig. 2.13, where a sliding
window approach is used to first classify each window of the recording, then post-process
those predictions, and, finally, remove the outliers. Here, some examples of results obtained
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with the full pipeline are shown. These examples correspond to recordings that were
not seen previously by the models, neither during the training nor the validation phase.
The figures in this section are composed of four graphs. The one on the top is called
the predictions and has the predictions obtained by the model (outputs of fig. 2.17). The
second one is called the post-processed predictions and is the result of post-processing the
predictions. The third graph is called the final predictions and contains the final predictions
after the post-processed predictions are passed through the outlier removal process (outputs
of fig. 2.17). Finally, the bottom graph is for reference and contains only three of all the
sensor signals of the original recording. The horizontal axis (time) is shared among the
four graphs. For the top three graphs, the vertical axis corresponds to the predictions made
by the model and the orange-black color code represents the confidence of the predictions,
where orange means low confidence and black high.

Fig. 2.19-2.21 present results of the complete pipeline on three different recordings.
The true labels of the recordings can be seen in their respective captions.

Figure 2.19: Example 1 of final results. True labels (in order): jog, jump, sprint, pass, and sprint with low activity
periods in between each one of them. For the activity prediction plot, the orange-black color code of the dots and
lines in the predictions represents the confidence of the predictions, where orange means low confidence and
black high.
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Figure 2.20: Example 2 of final results. True labels: jog and turn 5 times with a final jog.
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Figure 2.21: Example 3 of final results. True labels: 6 jumps-passes followed by 6 shots. Fast, unplannedmovements
are identified before and after the shots.
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2.5 Discussion
This chapter explores the usage of deep learning models to accurately and rapidly recognize
football activities based on IMU measurements from different body parts. The literature
review shows that, for Human Activity Recognition, these types of techniques have been
taking over the use of traditional machine learning algorithms, such as kNN, decision
trees, and SVMs, where a manual process of feature extraction is required. The majority
of reviewed articles focuses on deep learning models to recognize daily human activities,
but this study includes explosive and repetitive activities typical of football practice. The
possibility of building deep learning-based models on raw, not pre-processed IMU signals
is one of the main goals.

A robust and end-to-end pipeline is proposed. It includes activity detection and isolation
in order to prepare the required datasets, train the models, evaluate a recording via a sliding
window approach, and post-process the results to obtain the final ones. Although the built
deep models are trained to recognize the five most common football activities (sprints,
passes, shots, jumps, and shots), the proposed methodology can be used to train models to
consider additional activities, provided that there are enough training samples of those
movements. Currently considered activities can also be split into sub-activities, if possible,
e.g. sprints consist in multiple strides.

A dynamic activity detection algorithm is proposed to isolate activities in record-
ings from low activity periods. Internally, this algorithm uses a simple classifier that
distinguishes between periodic (sprints and jogs) and explosive (shots, passes, and jumps)
activities. Then, several deep learning architectures are built, trained, and evaluated in
terms of prediction accuracy, overfitting, and evaluation time. Those architectures are
based on novel variations of convolutional layers acting across signals, sensors, and/or
a combination of them with and without weight sharing. Recurrent layers (LSTMs and
bidirectional LSTMs) implemented after the convolutional layers are used to further give
temporal meaning to the features previously extracted by the CNNs. The proposed models
obtain high accuracies (up to 98.25% in the test set). Compared to traditional machine
learning algorithms, deep learning models achieve better accuracies and faster evaluation
times, showing that their use is recommended for HAR tasks. The combination of CNNs
and bLSTMs is beneficial and achieves better results than the use of only CNNs. Further-
more, models with only bLSTMs do not generate good results, implying that convolutional
operations are critical to extract relevant features. Further experimentation is encouraged
regarding the training of the models, not only with respect to proposed architectures
but also around fine-tuning of architecture and training variables, such as number of
layers, number of convolutional filters, type of convolutional operations, learning rate,
optimization algorithm, among others.

A sliding window approach for the evaluation phase is implemented following rec-
ommendations and best practices found in the literature. With this approach, a complete
recording can be evaluated by the models. Post-processing of the predictions made by
the model was necessary, thus the best-score post-processing method is proposed. This
algorithm acts analogous to the non-max suppression algorithm for object detection on
computer vision applications. It not only aligns the predictions to the original recording but
also filters out short-lived, undesired activities. An outlier removal process is implemented
at the end of the pipeline to further refine the final recognized activities from short-lived,
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unnatural predictions.
Even if the obtained accuracies are high, it is recommended to acquire more data and

retrain the models, especially with measurements taken from real matches. The more
relevant data that a model can be trained with, the better the learning will be. The literature
review shows that HAR is an active research area in the field of deep learning, with several
open-source datasets present online ([34–36], to name a few). Although the majority of
them are about daily human activities, such as walking, sitting, or standing, those large
datasets can be used to build a base model, and then use transfer learning to fine-tune it
with football data and allow it to recognize specific football activities. The use of transfer
learning in deep learning applications has shown to be very effective when building models
for tasks that do not have large training datasets and it is expensive or time-consuming
to build them. Hence, it is highly recommended to explore this approach to potentially
improve the proposed models.

Finally, it is encouraged to use this work as input to future research topics and use-case
scenarios such as injury prevention, tracking of activity statistics during competition and
training, monitoring physical load, and personalized training. This work is focused on
football, but the proposed methodology and pipeline can also be applied to other sports.
Recognizing the activities that a player does while playing a sport is just one of the steps
that must be done in order to analyze their movements. The recognized activities can
be combined with additional data sources such as video recordings and biomechanical
analysis to study the prevalence and early detection of injuries. This would help obtain a
better understanding of the players’ performance and development.
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3
Improving state estimation

through projection
post-processing for activity

recognition with
application to football

3.1 Introduction
In almost all areas of science and technology, sensors are becomingmore prevalent. In recent
years we have seen applications of sensor technology in fields as diverse as energy saving
in smart home environments [38], performance assessment in archery [39], detection of
mooring ships [40], early detection of Alzheimer disease [41] and recognition of emotional
states [42], to name just a few.

Our main interest lies in the detection of human activities using sensors attached to the
body. Sensors generate unannotated raw data, suggesting the use of unsupervised learning
methods. If an activity specified in advance is of interest, then supervised learning and
labelled data are required. However, the task of labelling activities manually from sensor
data is labour-intensive and prone to errors, which creates the need for fast and accurate
automated methods.

Human activity recognition (HAR) attracted much attention since its inception in
the ’90s. A plethora of methods are currently being used to detect human activities [43],
with various deep learning techniques leading the charge [44, 45]. In many studies [46–48]
only sensors embedded in a smartphone are used to classify user activities. Physical sensors,
such as accelerometers or gyroscopes attached directly to a body or video recordings (from
a camera), are the most popular sources of data for activity recognition [49–51]. Similarly,

This chapter is based on  M. Ciszewski, J. Söhl, G. Jongbloed. Improving state estimation through projection
post-processing for activity recognition with application to football, Stat Methods Appl, 2023 [37].
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cameras can be either placed on the subject [52–54] or they can observe the subject [55–57].
Rarely, both camera and inertial sensor data are captured at the same time [58].

The temporal structure of the time series should be taken into account when choosing a
method for activity recognition. Simple classification techniques (such as logistic regression
or decision trees) ignore time dependencies andwill need to be improved after the procedure.
Alternatively, methods which are more complicated and more difficult to train have to be
deployed. Another challenge lies in the reliability of manual labelling (in case of supervised
learning). Quite often it is unreasonable to assume that labels annotating the observed
data are exact with regards to timings of transitions from one activity to another [59].
Timing uncertainty can be caused by a deficiency of the manual labelling or the inability
to objectively detect boundaries between different activities. This issue is well-known in
the literature, for instance, [60] introduced a scalable, parameter-free and domain-agnostic
algorithm that deals with this problem in the case of one-dimensional time series.

The main contribution of this paper is the introduction of a post-processing procedure,
which improves a result of activity classification by eliminating too short activities. The
method requires a single parameter which can be interpreted as the minimum duration
of the activites (hence the choice of this parameter is driven by domain knowledge). It
allows us to mitigate the problem of activites being fragmented in cases where some
domain-specific information about state durations is available. In the current literature,
ad hoc techniques are employed for post-processing of human activities and they are
particularly suitable when the initial classifier is already performing satisfactory. A method
that exemplifies this approach, utilizing majority voting, can be found in the article by [61].
Some more advanced approaches have also been devised in special cases, e.g. the approach
proposed by [62], which is limited to neural network classifiers. In comparison to any
existing methods, our post-processing procedure ensures removal of all too short events
and allows to specify the minimum length of activities accepted in the post-processed result.
Based on empirical evidence, the performance of classical machine learning classifiers
improves significantly by our method. This enables simple and fast but less accurate
classification methods to be upgraded to accurate and fast classifiers.

In order to compare the quality of competing activity recognition methods, an ap-
propriate criterion for evaluating the performance is needed (also to demonstrate the
performance of the post-processing procedure we introduce). Below are some commonly
used performance measures:

• accuracy, precision, the 𝐹 -measure [43, 63],

• similarity measures for time series classification [64], such as Dynamic TimeWarping
or Minimum Jump Costs Dissimilarity,

• custom vector-valued performance metric [65].

Our objective is to design a performance measure that satisfies problem-specific conditions,
which will be specified later.

The outline of the paper is as follows. Section 3.2 provides a method for improving
classification with a post-processing scheme that uses background knowledge on the
specific context. In particular, it validates the state durations and provides an improved
classification that satisfies the physical constraints on the state durations imposed by the
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context. Section 3.3 introduces specialized performance measures for assessing the quality
of classification in general and in activity recognition in particular. The new performance
measure also serves the purpose of showing the advantages of the post-processing fairly.
Section 3.4 presents an application of the techniques in a simulated setting. The post-
processing method was able to improve the estimates significantly. The method achieves
similar results in an application to football data.

3.2 Improving classification by imposing physical re-
strictions

3.2.1 Post-processing by projection
When recognizing human activities, it is often the case that the result of the classification
contains events (time intervals in which a classification result is constant) that are too
short1. Usually ad hoc methods are used in order to discard those events, e.g. removal of
any short events and replacing them with the next state in the classification, whose length
is above a fixed threshold. There are also more advanced approaches, such as the one
proposed by [62]. However, this particular method is suitable only when using a neural
network as the classifier of choice, it does not ensure that too short events will always be
eliminated (no matter what is exactly meant by ‘too short’) and lastly does not provide an
intuitive understanding of the choice of its tuning parameter. Hence, our interest in a more
formal method that could be used in combination with any activity classifier. The goal of
this section is to introduce a formalized approach to correcting for the classifier’s mistakes
regarding the activity durations by introducing a novel post-processing procedure.

Consider the set of states  = {1, ...,𝑀} and a metric 𝑑 on  . Let 𝜌 denote the discrete
metric2 on  . Any state-valued function of time will be called a state sequence. In reality we
are only able to obtain a discrete-time signal, however, the relevant information contained
in such a signal is a list of all the state transitions, which can more easily be encoded in a
function with continuous argument. Hence, we define  , the set of all càdlàg3 functions
𝑓 ∶ ℝ→  with a finite number of discontinuities. We define the standard distance induced
by a metric 𝑑 between two state sequences as

dist ∶  × ∋ (𝑓 ,𝑔)→ dist(𝑓 ,𝑔) = ∫
ℝ

𝑑(𝑓 (𝑡), 𝑔(𝑡))𝑑𝑡. (3.1)

If 𝑑 is a metric on  , then dist is a metric on  . The standard distance induced by the
discrete metric is the time spent by 𝑓 in a state different from 𝑔 .

Now, we define a measure of closeness between functions in  , as our goal is to find a
function close enough to a given function in  , while reducing the number of jumps it has
(which in turn will eliminate short events in the state sequence). Let 𝑓 ,𝑔 ∈  . Then we
introduce the notation:

𝐸𝛾 (𝑓 ,𝑔) = dist(𝑓 ,𝑔)+ 𝛾 ⋅ |𝐽 (𝑔)|, (3.2)

1Depending on the application ‘too short’ might be specified differently.
2Distance between two different states is equal 1 and distance from a state to itself is equal 0.
3right continuous, left limits exist
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where 𝐽 (𝑔) is the set of all discontinuities of 𝑔 , |𝐽 (𝑔)| is the number of all discontinuities of
𝑔 and 𝛾 is a penalty for a single jump of 𝑔 .

Given 𝑓 ∈  , our goal is to find any solution ̂𝑓 ∈  of the minimization problem

̂𝑓 ∈ argmin
𝑔∈

𝐸𝛾 (𝑓 ,𝑔). (3.3)

As a default, we will use the standard distance induced by the discrete metric.
In order to characterize the solution ̂𝑓 of problem (3.3) we present the following lemma.

Lemma 3.2.1. Let 𝛾 > 0 and 𝑓 ∈  . Let 𝐽 denote the set of all discontinuities of the function
𝑓 . There exists a solution ̂𝑓 of the problem (3.3) such that it does not contain jumps outside of
𝐽 .

Lemma 3.2.1 leads to the conclusion that in search for the solution of the minimization
problem we can limit ourselves to a finite set of functions, namely a subset of  with jumps
only allowed at the same locations as the function 𝑓 . The proof of lemma 3.2.1 can be
found in the appendix.

In this minimization problem the choice of the parameter 𝛾 plays a crucial role. We will
now show an interpretation of the penalty parameter that will ease the process of choosing
it. It will also allow us to reformulate problem (3.3). First, we define a new set of functions.

Definition 3.2.1 (Function with bounded minimum duration of states). Given a parameter
𝛾 > 0 we define 𝛾 ⊂  , the set of functions with bounded minimum duration of states, such
that for 𝑔 ∈ 𝛾 we have

• 𝑔 =
𝑛−1
∑
𝑖=1

𝑠𝑖1[𝑡𝑖 ,𝑡𝑖+1) for some constant 𝑛 ∈ℕ, a sequence of states {𝑠1, ..., 𝑠𝑛−1}, such that
𝑠𝑖 ≠ 𝑠𝑖+1 for 𝑖= 1, ..., 𝑛−2, and an increasing sequence 𝑡1 < 𝑡2 < ... < 𝑡𝑛 (we allow 𝑡1 =−∞
and 𝑡𝑛 = ∞),

• if 𝑛 ≥ 2, then ∀𝑖≥2 𝑡𝑖− 𝑡𝑖−1 ≥ 𝛾 .

Lemma 3.2.2 below yields a connection between the penalty 𝛾 and the minimum
duration of states that we impose on the solution of our minimization problem.

Lemma 3.2.2. Let 𝛾 > 0 and 𝑓 ∈  . Any solution ̂𝑓 of problem (3.3) is an element of 𝛾 .

This lemma can be used in practice to select the size of the penalty. The proof of lemma
3.2.2 can be found in the appendix.

Given 𝑓 ∈  , by lemma 3.2.2 the minimization problem (3.3) is equivalent to the mini-
mization problem

̂𝑓 ∈ argmin
𝑔∈𝛾

𝐸𝛾 (𝑓 ,𝑔). (3.4)

̂𝑓 will be called a projection of 𝑓 onto 𝛾 .
As mentioned before, the regularization by penalizing high numbers of jumps narrows

down the set of possible solutions to a finite nonempty subset of 𝛾 (thanks to lemma 3.2.1),
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which leads to the existence of ̂𝑓 . However, the solution might not be unique, as illustrated
by the following example.

Consider  = {0,1}, 𝑓 = 1[0.35,0.45)+1[0.55,+∞) and 𝛾 = 0.2. Both ̂𝑓1 = 1[0.35,+∞) as well as
̂𝑓2 = 1[0.55,+∞) are projections of 𝑓 . One could think of it as an issue, however, it reflects
well our understanding of the original problem. The assumption is that 𝑓 has impossibly
short windows, because it is uncertain which activity is actually performed in the interval
[0.35,0.55). Looking only at 𝑓 we are unable to decide which solution is more suitable,
hence it is only natural that the method also returns two possible options.

We close with a remark regarding influence of the extreme values of 𝛾 on projection ̂𝑓 .

Remark 3.2.1. Let 𝑓 ∈  . If 𝛾 = 0, then ̂𝑓 = 𝑓 is the only projection of 𝑓 . If 𝛾 = ∞ and
𝐸𝛾 (𝑓 ,𝑔) < ∞ for some function 𝑔 ∈  4, then 𝑔 is constant and equal everywhere to the
most common state of 𝑓 and ̂𝑓 = 𝑓 5.

3.2.2 Connection with the shortest path problem
In this section we devise a method for finding a projection in an efficient manner. It will
be shown that the problem of finding the shortest path in a particular graph is equivalent
to the minimization problem (3.4). This is possible thanks to the lemmas 3.2.1 and 3.2.2,
which narrowed down the set of possible solutions to a finite set.

First, we present a lemma which further characterizes a projection of 𝑓 .

Lemma 3.2.3. Let 𝑓 ∈  . Suppose 𝑓 ≡ 𝑐 on an interval [𝑎,𝑏] for some constant 𝑐 ∈ ℝ. If
𝑏−𝑎 > 2𝛾 , then ̂𝑓 ≡ 𝑐 on [𝑎,𝑏]. If 𝑏−𝑎 = 2𝛾 , then there exists a projection such that ̂𝑓 ≡ 𝑐 on
[𝑎,𝑏].

The proof of lemma 3.2.3 can be found in the appendix.
Remark 3.2.2. If 𝑛 > 2, then there exists a projection such that the second and the second-
to-last jump locations of the original function are not the first and the last (resp.) jump
locations of this projection.

Remark 3.2.2 will be used when defining a particular graph and the proof can be found
in the appendix.

We will assume that 𝑓 has 𝑛 ≥ 2 jumps6 at time points 𝑡𝑖 for 𝑖 = 1, ..., 𝑛:

𝑓 =
𝑛
∑
𝑖=0

𝑠𝑖1[𝑡𝑖 ,𝑡𝑖+1), (3.5)

where 𝑠𝑖 ∈  for 𝑖 = 0, ..., 𝑛 and 𝑠𝑖 ≠ 𝑠𝑖+1 for 𝑖 = 0, ..., 𝑛−1. We use the following notation:
𝑡0 = −∞, 𝑡𝑛+1 = ∞. In light of lemma 3.2.3 we assume that

𝑡𝑖+1− 𝑡𝑖 < 2𝛾 (3.6)
4Note that this is not always true. If the first and the last states of 𝑓 are different, then any function can be a
projection of 𝑓 .

5Note that if 𝐸𝛾 (𝑓 ,𝑔) <∞, then the first and the last states of 𝑓 are the same and the constant function equal to
that state is the only projection

6If 𝑛 = 0 or 𝑛 = 1, then 𝑓 ∈ 𝛾 and ̂𝑓 = 𝑓 .
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for 𝑖 = 1, ..., 𝑛−1. If this is not the case, then consider the coarsest partition of the set 𝐽 of
jumps of 𝑓 :

𝐽 =
𝑟
⋃
𝑖=1

𝐽𝑖

such that for jumps in 𝐽𝑖 for 𝑖 = 1, ..., 𝑟 equation (3.6) holds and min 𝐽𝑖 −max 𝐽𝑖−1 ≥ 2𝛾 for
𝑖 = 2, ..., 𝑟 . For each 𝐽𝑖 for 𝑖 = 1, ..., 𝑟 consider a function 𝑓𝑖 ∶ ℝ →  , such that 𝑓𝑖 ≡ 𝑓 on
[min 𝐽𝑖−2𝛾,max 𝐽𝑖+2𝛾] and the only jumps of 𝑓𝑖 lie in 𝐽𝑖. Once a projection ̂𝑓𝑖 is found for
𝑓𝑖 for all 𝑖 = 1, ..., 𝑟 , we can then consider a function ̂𝑓 , defined as follows

̂𝑓 (𝑥) = ̂𝑓𝑖(𝑥) (3.7)

given 𝑥 ∈ [min 𝐽𝑖−2𝛾,max 𝐽𝑖+2𝛾] for some 𝑖 = 1, ..., 𝑟 . By lemma 3.2.3, there exists a projec-
tion which does not change the states longer than or equal 2𝛾 , hence ̂𝑓 defined as in (3.7)
is a projection of 𝑓 . Given this remark, we can now assume that 𝑓 is of the form (3.5) and
satisfies (3.6).

We will now define a graph for the purpose of showing the connection between the
problem of finding a projection ̂𝑓 and the problem of finding a shortest path in a directed
graph. Let 𝐺 = (𝑉 ,𝐴) be a directed graph such that the set of vertices 𝑉 is given by

𝑉 = {𝑡0, 𝑡1, ..., 𝑡𝑛, 𝑡𝑛+1} (3.8)

and the set of directed arcs is given by

𝐴 = {(𝑡𝑘 , 𝑡𝑙) ∈ 𝑉 2 ∶ 𝑡𝑙 − 𝑡𝑘 ≥ 𝛾}\{(𝑡0, 𝑡2), (𝑡𝑛−1, 𝑡𝑛+1)}.7 (3.9)

There is a correspondence between each path from 𝑡0 to 𝑡𝑛+1 and a sequence of jumps in
the interval (𝑡1− 𝛾, 𝑡𝑛+ 𝛾). A path (𝑡0, 𝑡𝑙1 , ...𝑡𝑙𝑚 , 𝑡𝑛+1) can be associated with a function 𝑔 with
jumps at 𝑡𝑙1 , ..., 𝑡𝑙𝑚 , such that 𝑔(𝑡𝑙𝑘 ) is the most common value of 𝑓 in interval [𝑡𝑙𝑘 , 𝑡𝑙𝑘+1). The
definition (3.9) of the set of directed arcs ensures that all paths in the graph 𝐺 correspond
to at least one function in 𝛾 .

We now introduce a weight function 𝑊 ∶ 𝐴→ ℝ+ ensuring that the cost of the path
coincides with the error 𝐸(𝑓 , ⋅) of the corresponding function in the interval (𝑡1− 𝛾, 𝑡𝑛+ 𝛾).
Let 𝐼𝑘 = 𝑡𝑘+1− 𝑡𝑘 for 𝑘 = 0, ..., 𝑛. It is noteworthy that 𝐼0, 𝐼𝑛 =∞, while 𝐼𝑘 < 2𝛾 for 𝑘 = 1, ..., 𝑛−1.
We introduce the penalty for a jump 𝜙𝑘 = 𝛾 for 𝑘 = 1, ..., 𝑛 and 𝜙𝑛+1 = 0. Now we define the
weight function 𝑊 :

𝑊 ((𝑡𝑘 , 𝑡𝑙)) =
𝑙−1
∑
𝑚=𝑘

𝐼𝑚𝑑(𝑠𝑘𝑙 , 𝑠𝑚)+𝜙𝑙 , (3.10)

for (𝑡𝑘 , 𝑡𝑙) ∈ 𝐴, where 𝑠𝑘𝑙 represents the most common state in the interval [𝑡𝑘 , 𝑡𝑙) of the
original function 𝑓 . The first term equals the dist(𝑓 ,𝑔) in [𝑡𝑘 , 𝑡𝑙]. The second term adds a
penalty for jump at 𝑡𝑙 if 𝑡𝑙 is finite (the penalty for jump at 𝑡𝑘 was added on a previous arc
in the path, if 𝑘 > 0).

7In case of 𝑛 = 2, both arcs have to be included in set A.
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Theorem 3.2.1 (Problem equivalence). Let 𝛾 > 0 and (𝑡1, ..., 𝑡𝑛) be the only discontinuities
of a function 𝑓 ∈  . Let 𝐺 = (𝑉 ,𝐴,𝑊 ) be a weighted, directed graph as defined in (3.8), (3.9),
(3.10) above. The task of finding a projection of 𝑓 onto 𝛾 , as defined in (3.4), is equivalent to
finding the shortest path from 𝑡0 to 𝑡𝑛+1 in the graph 𝐺.

The proof of the theorem can be found in the appendix. Now, we will illustrate the
method by an example.

Given 𝛾 = 0.2 and  = {0,1,2,3}, consider the function 𝑓 = 1[0.2,0.35) +2 ⋅1[0.4,0.55) +3 ⋅
1[0.55,0.75) +2 ⋅1[0.75,+∞). The graph 𝐺, as defined in (3.8), (3.9), (3.10), for 𝑓 , is shown in
figure 3.1. Note that the vertex corresponding to 0.35 is omitted in the graph, since there is
no path from the vertex corresponding to −∞ to it (according to the definition (3.9), the
arc (0.2,0.35) is not included).

Figure 3.1: Graph 𝐺 constructed for the function 𝑓 .

There are nine possible paths from −∞ to +∞. The path 𝑃 = (−∞,0.4,∞) has the cost
equal to 0.55 and is the shortest path from −∞ to +∞. Hence we conclude that ̂𝑓 = 2 ⋅1[0.4,∞)

is the projection of 𝑓 onto 0.2 (in this case, it can be shown ̂𝑓 is the only projection of 𝑓 ).

3.2.3 Binary case
In case the set of states  consists of only two elements, a stronger result than lemma 3.2.2
can be achieved. The main advantage of the binary case comes from the fact that we do not
need to specify the sequence of states since knowing the starting state, each jump signifies
a move to the only other available state. First, we present a supporting remark which
further strengthens the relation between jumps of a function from  and its projection.

For the remainder of the section, we will always assume that  = {0,1}8.
8This convention deviates from the notation established in section 3.2.1 as it is more natural to use 0 and 1 as
states in the binary case.
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Lemma 3.2.4. Let 𝛾 > 0 and 𝑓 ∈  . Let 𝐽 denote the set of all discontinuities of the function
𝑓 . If a function 𝑔 ∈ 𝛾 contains a jump 𝑗 ∈ 𝐽 (𝑓 ), but in an opposite direction than in 𝑓 , then 𝑔
cannot be a projection of 𝑓 onto 𝛾 .

Lemma 3.2.5. Let 𝛾 > 0 and 𝑓 ∈  . Any solution ̂𝑓 of the problem (3.3) is an element of 2𝛾 .

The proofs of lemma 3.2.4 and lemma 3.2.5 can be found in the appendix. Lemma 3.2.5
leads to the equivalence of the problem (3.4) with the minimization problem:

̂𝑓 ∈ argmin
𝑔∈2𝛾

𝐸𝛾 (𝑓 ,𝑔). (3.11)

The strengthening of lemma 3.2.1 by restricting not only the locations of the jumps but
also their directions is a favorable change as it narrows the set of possible solutions.

Lemma 3.2.6. Let 𝑓 ∈  . Suppose 𝑓 ≡ 𝑐 on an interval [𝑎,𝑏] for some constant 𝑐 ∈ ℝ. If
𝑏− 𝑎 > 𝛾 , then ̂𝑓 ≡ 𝑐 on [𝑎,𝑏]. If 𝑏− 𝑎 = 𝛾 , then there exists a projection such that ̂𝑓 ≡ 𝑐 on
[𝑎,𝑏].

Proofs of lemma 3.2.6 can be found in the appendix.
Lemma 3.2.6 potentially reduces the number of jumps that have to be considered in

the post-processing. Moreover, lemma 3.2.4 reduces the number of arcs when building the
graph making the process of finding the shortest path more effective.

Additionally, remark 3.2.2 can also be strengthened.

Remark 3.2.3. If 𝑛 > 2 and all states are shorter than 𝛾 (except for the first and the last
state), there exists a projection such that the second and the second-to-last jump of the
original function are not present in it.

Remark 3.2.3 allows us to ignore the second and the penultimate jump of the projected
function when searching for jump locations in the projection. The proof of this remark
can be found in the appendix.

The directed graph 𝐺 has a different set of vertices compared to (3.8):

𝑉 = {𝑡0, 𝑡1, ..., 𝑡𝑛, 𝑡𝑛+1}\{𝑡2, 𝑡𝑛−1}9, (3.12)

and of directed arcs compared to (3.9):

𝐴 = {(𝑡𝑘 , 𝑡𝑙) ∈ 𝑉 2 ∶ 𝑡𝑙 − 𝑡𝑘 ≥ 2𝛾 and 𝑙− 𝑘 mod 2 ≡ 1}. (3.13)

Theorem 3.2.2 (Problem equivalence - binary version). Let 𝛾 > 0 and (𝑡1, ..., 𝑡𝑛) be the only
discontinuities of a function 𝑓 ∈  . Let 𝐺 = (𝑉 ,𝐴,𝑊 ) be a weighted, directed graph as defined
in (3.10), (3.12), (3.13). The task of finding a projection of 𝑓 onto 2𝛾 , as defined in (3.11), is
equivalent to finding a shortest path from 𝑡0 to 𝑡𝑛+1 in the graph 𝐺.

Proof of the theorem 3.2.2 can be found in the appendix.

9If n=2, then both of those jumps are present in 𝑉
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3.3 Incorporating domain knowledge into the per-
formance measure of classification

3.3.1 Problem-specific reqirements on the performance mea-
sure

In order to choose an appropriate performance measure for a given classification task,
it is important to understand the problem-specific demands on the result. The standard
distance (3.1), which can be understood as a continuous analogue of the most common
performance metric, namely the misclassification rate, can often be inadequate to compare
the classification results as it is a one-fits-all type of metric and if more is known about the
problem, it might not represent the idea of accuracy that users have in mind. On the other
hand, there have been other approaches to performance metrics, e.g. [65]. Their approach
focuses on characterizing the error in terms of the number of inserted, deleted, merged
and fragmented events. Event fragmentation occurs when an event in the true labels10 is
represented by more than one event in the estimated labels11, whereas merging refers to
several events in true labels being represented by a single event in the estimated labels.
[65] provide an overview of different performance metrics used in activity recognition
proposing a solution to the problem of timing uncertainty as well as event fragmentation
and merging. Their solution is based on segments, which are intervals in which neither
the true labels nor the estimated labels change the state. If the state in the estimate and the
state in the true labels agree in a given segment, they denote it as correctly classified. If that
is not true, the segment is classified accordingly as fragmenting segment, inserted segment,
deleted segment or merged segment. This provides a deeper level of error characterization,
which is then used in different metrics of classifier performance. Their vector-valued
performance metric is preferable when in-depth overview of the types of mistakes made
by the classifier is needed. We will introduce a novel scalar-valued performance metric,
which can be easily compared and includes problem-specific information such as timing
uncertainty in the labels.

In this section, we aim at highlighting the main characteristics of the classification of
movements based on wearable sensors and at translating them into specific requirements
on the performance measure. Our first requirement comes from physical restrictions. The
states considered in our application represent human activities, but also in more general
contexts they often cannot be arbitrarily short; there is a lower bound on the length of the
events in a state sequence. Hence, estimated labels that violate this lower bound indicate a
bad performance. The lower bound condition requires two parameters: the lower bound
and the penalty for each violation. The lower bound can either be estimated or determined
from domain knowledge, while the penalty can be chosen more freely. Through physical
restrictions we can see a deeper connection with the method introduced in section 3.2.
It is clear that the standard classification methods cannot ensure that the state sequence
contains only events longer than a certain level. The post-processing method addresses
this issue directly and as a consequence we can expect classifiers to benefit from it in the
context of the new performance measure.

10If a state sequence corresponds to the true underlying sequence of activities in a time series, then it will be
called the true labels

11An estimate of the true labels will be called the estimated labels.
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The issue of timing uncertainty should also be addressed when designing the perfor-
mance measure. To illustrate its importance more clearly, we present an example. Five
people were asked to detect boundaries between activities in different time series using a
visualization tool. The tool outputs an animated stick figure model12 given sensor data.

Three time series were selected, each with one of the following activities: running,
jumping and ball kick. The start and the end of each activity were recorded by participants.
Table 3.1 presents the results of the experiment.

Partic. Running Jumping Kick
Start End Start End Start End

P1 2 7.3 2.7 5.2 2.5 3.5
P2 2 7.5 2.7 5.2 2.5 3.9
P3 2.3 6.6 2.7 5.1 2.7 3.6
P4 2.3 7.2 2.7 5.3 2.5 4.3
P5 2.2 7.2 2.9 5.4 2.5 4.1
Avg. 2.16 7.16 2.74 5.24 2.54 3.88
Std 0.15 0.34 0.09 0.11 0.09 0.33

Table 3.1: The results of the labelling experiment; all times are in seconds. The two last rows show the average
and the sample standard deviation for each boundary

The experiment indicates there is indeed uncertainty regarding the state transitions.
Granted that the sample size is very small, we notice more variation in results referring to
the end of activities rather than the beginnings. Additionally, we see more variation in the
results for the kick than the jumping. So the boundaries of some activities seem to be more
difficult to identify than of others.

3.3.2 Globally Time-Shifted distance
The standard distance (3.1) is an unsatisfying measure to compare two state sequences,
since it does not incorporate the requirements posed in the previous section. In order
to improve it, we start by modelling the timing uncertainty. Let 𝑓 ∈  be the true labels
process and let 𝑓 have 𝑛 discontinuities 𝑡1, ..., 𝑡𝑛. The locations of the discontinuities are
corrupted by additive noise:

𝑡𝑖 = 𝑇𝑖+𝑋𝑖,

for all 𝑖 = 1, ..., 𝑛, where 𝑇𝑖 is the true and unknown location of the 𝑖-th jump. In this section
we will assume that 𝑋1 = 𝑋2 = ... = 𝑋𝑛 (all jumps are moved by the same value; the global
time shift), although in general, it is more realistic to assume that 𝑋1, ...,𝑋𝑛 are independent
random variables. We will relax this condition later.

We define a class of Globally Time-Shifted distances (GTS distances), loosely inspired by
the Skorokhod distance on the space of càdlàg functions [66, pp. 121]. The GTS distances are
parametrized by two parameters. The parameter 𝑤 controls the weight of misclassification

12A symbolic representation of the human body using only lines
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occurring from the uncertainty of the true labels, while the parameter 𝜎 controls the
magnitude of the shift of activities.

Definition 3.3.1 (Globally Time-Shifted distance). Let 𝑓 ,𝑔 ∈  . Given 𝑤 ≥ 0,𝜎 > 0 and a
metric 𝑑 on  we define a Globally Time-Shifted distance as:

𝐺𝑇𝑆𝑤,𝜎(𝑓 ,𝑔) = inf
𝜖∈[−𝜎,𝜎]

{dist(𝑓 ◦ 𝜏𝜖, 𝑔)+𝑤|𝜖|},

where for 𝜖 > 0 𝜏𝜖 ∶ ℝ→ ℝ is a time shift defined as follows:

𝜏𝜖(𝑡) = 𝑡 − 𝜖.

Depending on the choice of parameters the GTS distance possesses certain properties.
For 𝑤 > 0 and 𝜎 = ∞, the GTS distance is an extended metric13 and a proof of this fact is
given in the appendix. If 𝑤 > 0 and 𝜎 > 0, then it is a semimetric meaning that it has all
properties required for a metric, except for the triangle inequality.

The main downside of using the GTS distance is the unrealistic assumption on timing
uncertainty. However, if we know that the true labels preserve the true state durations
then it is a good choice. Consider a function 𝑓 ∈  with two state transitions located at 𝑡1
and 𝑡2. Let 𝑔 ∈  also feature two state transitions located at 𝑡1− 𝜏1 and 𝑡2− 𝜏2. If 𝜏1 ≠ 𝜏2,
then there is no global time shift that can align the functions 𝑓 and 𝑔 . This implies that the
true state durations need to be preserved in the estimate in order to align functions using
the global time shift.

3.3.3 LocallyTime-Shifteddistance andtheDurationPenalty
Term

The global time shift stresses the state durations, which is not always desirable. For instance,
if the true labels do not preserve the real state durations, or e.g. if the additive noise terms
in the locations of the jumps are independent. Here is an example: figure 3.2 shows 𝑓 and
its approximations 𝑔𝑖 for 𝑖 = 1,2,3. It is impossible to align 𝑓 with any of the 𝑔𝑖 with a single
time shift, however, it would be possible if each state transition could be shifted ‘locally’.

Naturally, to accommodate for this issue, a suitable modification would be to replace
one global time shift with multiple local time shifts. We now introduce a measure of
closeness between state sequeneces which conceptually can be seen as derived from the
GTS measure. We will be working with sequences of jumps, but more specifically given
two sequences of state boundaries we will combine them together and sort the resulting
joint sequence in an increasing order. Subsequent pairs of values in this sequence are
determining segments understood as in [65]. We weigh different types of segments and
the result is a weighted average of segment lengths, which is supposed to reflect well the
error magnitude of the classifier.

We define segments formally and introduce a new distance on  .

Definition 3.3.2 (Segments). Let 𝑓 ,𝑔 ∈  . The elements of the smallest partition14 of
ℝ such that in each element of the partition neither 𝑓 nor 𝑔 changes state will be called
segments.
13It may attain the value ∞.
14A partition that cannot be made coarser
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Figure 3.2: The function 𝑓 represents the true labels with an uncertainty around state boundaries, 𝑔𝑖 are the
approximations of 𝑓

Since functions from  are piece-wise constant and have a finite number of discontinu-
ities, there is always a finite number of segments. The general form of segments that we
will use is as follows:

(−∞, 𝑎1) ∪
𝑙−1
⋃
𝑖=1

[𝑎𝑖, 𝑎𝑖+1) ∪ [𝑎𝑙 ,∞), (3.14)

where 𝑎1 < 𝑎2... < 𝑎𝑙 if 𝑓 and 𝑔 are not both constant on the real line. Otherwise there is
only one segment, consisting of the whole real line. By convention, 𝑎0 = −∞ and 𝑎𝑙+1 = ∞,
and

𝑓 (𝑎0) = 𝑓 (𝑎−1 ) = lim
𝑥→−∞

𝑓 (𝑥), 𝑓 (𝑎𝑙+1) = 𝑓 (𝑎𝑙).

Definition 3.3.3 (Locally Time-Shifted distance). Let 𝑤 ≥ 0, 𝜎 > 0 and 𝑑 be a metric on
 . Let 𝑓 ,𝑔 ∈  and their set of segments to be denoted as in (3.14). We define the Locally
Time-Shifted distance (LTS distance) as

𝐿𝑇𝑆𝑤,𝜎(𝑓 ,𝑔) =
𝑙−1
∑
𝑖=1

𝛿𝑖(𝑎𝑖+1−𝑎𝑖)𝑑(𝑓 (𝑎𝑖), 𝑔(𝑎𝑖)),

where

𝛿𝑖 =

{
𝑤, 𝑎𝑖+1−𝑎𝑖 ≤ 𝜎, 𝑓 (𝑎𝑖−1) = 𝑔(𝑎𝑖−1), 𝑓 (𝑎𝑖+1) = 𝑔(𝑎𝑖+1)
1, otherwise.

Similarly to the GTS distance, the parameter 𝑤 controls the weight of misclassification
occurring from the uncertainty of the true labels. The case when 𝑤 < 1 is more interesting
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to us, since it corresponds to timing uncertainty of the labels. If 𝑤 ≥ 1, then we put more
importance on the timings of the jumps (opposite to timing uncertainty). The LTS distance
is an extended semimetric for 𝑤 > 0 (for a proof, see the appendix). The triangle inequality
does not hold in general.

The LTS distance addresses the issue of timing uncertainty in the true labels. Let 𝜁 > 015
be the lower bound on the lengths of the events as determined by the domain knowledge
(or through estimation if possible). Let 𝜆 > 0 be the penalty for each violation of the lower
bound condition. For 𝑓 ∈  with its discontinuities 𝑡1, ..., 𝑡𝑛, we introduce a duration penalty
term:

𝐷𝑃𝜆,𝜁 (𝑓 ) = 𝜆
𝑛−1
∑
𝑘=1

1[0,𝜁 )(𝑡𝑘+1− 𝑡𝑘).

This term will allow to lower the performance of classifications with unrealistically short
events.

In practice, we will need to extend the functions to the real line in order to use the
LTS distance as it is defined for functions with domain equal to the whole of ℝ. One
natural extension could be to extend the first and the last state of each function indefinitely.
However, this solution leads to a problem. Let𝑀 > 0. Consider two functions 𝑓 ∶ [0,𝑀]→
and 𝑔 ∶ [0,𝑀] →  such that for some 0 < 𝑎 < 𝑀 , 𝑓 (𝑡) ≠ 𝑔(𝑡) on [0, 𝑎). No matter how
small 𝑎 is, the distance between extended 𝑓 and 𝑔 will always be infinite when using this
extension, since in this case extended 𝑓 and 𝑔 are in different states on the whole half line
(−∞, 𝑎). Both functions need to be extended by the same state for the distance to be finite.
We extend any function 𝑓 defined on interval [0,𝑀] to the real line, setting its value to an
arbitrary state outside of [0,𝑀). The distance is independent of the chosen state, as on the
infinite segments that it introduces 𝑓 and 𝑔 are both equal. Without loss of generality, we
choose state 1.

𝑓 ∗(𝑡) =

{
𝑓 (𝑡), 𝑡 ∈ [0,𝑀)
1, 𝑡 ∉ [0,𝑀).

(3.15)

Notice that this extension does not have the problem stated above as 𝑓 ∗ and 𝑔∗ are equal
on the segments that it introduces and does not change the value on the original segments
regardless of the choice of the state outside of [0,𝑀].

We combine the LTS distance and the duration penalty term to define the LTS measure
of closeness of two state sequences.

Definition 3.3.4. Let 𝑓 be a function of true labels and 𝑔 its estimate, both defined on
[0,𝑀]. The LTS measure is defined as:

𝐿𝑇𝑆𝑤,𝜎,𝜆,𝜁 (𝑓 ,𝑔) = exp(−𝐿𝑇𝑆𝑤,𝜎(𝑓 ∗, 𝑔∗)/𝑀 −𝐷𝑃𝜆,𝜁 (𝑔)).

The scaling through the division by𝑀 normalizes the LTS distance to the interval [0,1].
The transformation [0,+∞) ∋ 𝑥 → exp(−𝑥) ∈ (0,1] maps the sum of the LTS distance and
the duration penalty term to the interval (0,1], while reversing the order as well: 𝑔 is closer
to 𝑓 if the LTS measure is closer to 1.

15Note that 𝜁 is related in its interpretation to the 𝛾 parameter introduced in section 3.2.
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3.4 Application to activity recognition
3.4.1 Simulation study
We consider a dataset created using a random procedure, which mimics the behavior of
activity recognition classifiers with varying accuracy (depending on the parameters). Let
 = {1,2,3}. Consider a function 𝑓 representing a 60 second long state sequence:

𝑓 = 1[0,5)+2 ⋅1[5,15)+3 ⋅1[15,30)+2 ⋅1[30,40)+3 ⋅1[40,55)+1[55,60].

𝑓 will be referred to as the correct labels. We introduce noise into 𝑓 in the following
manner:

• two sequences of i.i.d. random variables are considered {𝑌𝑘} and {𝑍𝑘}, with 𝑌𝑘 ∼
𝐸𝑥𝑝(𝜇1) and 𝑍𝑘 ∼ 𝐸𝑥𝑝(𝜇2) for some parameters 𝜇1, 𝜇2 > 0,

• {𝑌𝑘} represents the time spent in the correct state, while {𝑍𝑘} represents the time
spent in the incorrect state,

• we use the sequence 𝑌1,𝑍1, 𝑌2,𝑍2, ... to generate noisy labels, where the sequence ends
when the sum of all drawn numbers is exceeding 60 seconds,

• for each variable 𝑍𝑖 an incorrect state is chosen randomly out of the remaining two

and 𝑓 is changed to that state on interval [
𝑖−1
∑
𝑘=1

(𝑌𝑘 +𝑍𝑘)+ 𝑌𝑖,
𝑖
∑
𝑘=1

(𝑌𝑘 +𝑍𝑘)),

• 𝜇1 and 𝜇2 control the duration of the states.

As our performance measure we choose the LTS measure with parameters: 𝑤 = 0.6,
𝜎 = 0.35, 𝜆 = 0.0001, 𝜁 = 0.5, 𝑑 = 𝜌. The post-processing is performed for the noisy labels
with parameter 𝛾 = 0.5𝑠. To demonstrate the utility of the post-processing procedure, we
draw the noisy function 1000 times for a given set of parameters (𝜇1, 𝜇2) and compare the
accuracy of the noisy labels, the accuracy of the post-processed labels, the LTS measure of
the noisy labels and the LTS measure of the post-processed labels.

In the first setting, we fix 𝜇1 = 0.1𝑠. The procedure is repeated for 𝜇2 ∈ [0.01,0.1] (100
sample points from the interval are chosen). Figure 3.3 compares the mean accuracy of the
noisy labels and the post-processed labels as well as the mean LTS measure of the noisy
labels and the post-processed labels.

In the second setting, we fix 𝜇1 = 0.5𝑠. The procedure is repeated for 𝜇2 ∈ [0.05,0.5] (100
sample points from the interval are chosen). Figure 3.4 shows the mean accuracy of the
noisy labels and the post-processed labels as well as the mean LTS measure of both the
noisy labels and the post-processed labels.

In the third setting, we fix 𝜇1 = 1𝑠. The procedure is repeated for 𝜇2 ∈ [0.1,1] (100
sample points from the interval are chosen). Figure 3.5 shows the mean accuracy of the
noisy labels and the post-processed labels as well as the mean LTS measure of both the
noisy labels and the post-processed labels.

All three experiments show the improvement in the accuracy as well as the LTSmeasure
thanks to the use of post-processing. Additionally, we conclude that the post-processing
method behaves better when dealing with multiple shorter intervals rather than fewer
longer intervals. Moreover, the boxplots show more variability in the performance of
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Figure 3.3: The top left plot shows the mean accuracy of the noisy labels (red) and the mean accuracy of the
post-processed labels (green) as calculated for different values of 𝜇2. The top right plot shows the LTS measure
of the noisy labels (red) and the post-processed labels (green) as calculated for different values of 𝜇2. All lines
drawn for 100 different values of 𝜇2. The bottom left boxplot shows the variability of the accuracy amongst
the estimates (red) and the post-processed estimates (green). The bottom right boxplot shows the variability
of the LTS measure amongst the estimates (red) and the post-processed estimates (green). Boxplots have been
constructed for 5 different values of 𝜇2.
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Figure 3.4: The top left plot shows the mean accuracy of the noisy labels (red) and the mean accuracy of the
post-processed labels (green) as calculated for different values of 𝜇2. The top right plot shows the LTS measure
of the noisy labels (red) and the post-processed labels (green) as calculated for different values of 𝜇2. All lines
drawn for 100 different values of 𝜇2. The bottom left boxplot shows the variability of the accuracy amongst
the estimates (red) and the post-processed estimates (green). The bottom right boxplot shows the variability
of the LTS measure amongst the estimates (red) and the post-processed estimates (green). Boxplots have been
constructed for 5 different values of 𝜇2.
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Figure 3.5: The top left plot shows the mean accuracy of the noisy labels (red) and the mean accuracy of the
post-processed labels (green) as calculated for different values of 𝜇2. The top right plot shows the LTS measure
of the noisy labels (red) and the post-processed labels (green) as calculated for different values of 𝜇2. All lines
drawn for 100 different values of 𝜇2. The bottom left boxplot shows the variability of the accuracy amongst
the estimates (red) and the post-processed estimates (green). The bottom right boxplot shows the variability
of the LTS measure amongst the estimates (red) and the post-processed estimates (green). Boxplots have been
constructed for 5 different values of 𝜇2.
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Figure 3.6: The line shows the LTS measure of the post-processed labels drawn for 100 different values of 𝛾 . The
mean accuracy of noisy labels was equal to 0.556 and the mean LTS measure of noisy labels was equal to 0.602.

the post-processed estimates when dealing with initial estimates with fewer but longer
intervals of misclassification. This can be due to the fact that at the level of around 0.5 in
accuracy and in the LTS measure, the post-processing starts behaving much worse and is
not able to recover the original signal as reliably. It shows the limits of the method and the
fact that there is a point at which the method starts to behave worse.

We also investigate the importance of the parameter 𝛾 on the results. We fix 𝜇1 = 0.1,
𝜇2 = 0.08. The procedure is repeated for 𝛾 ∈ [0.01,2.5] (100 sample points from the interval
are chosen). Figure 3.6 shows the mean LTS measure of the post-processed labels.

We conclude that the parameter 𝛾 can influence the LTS measure of the post-processed
functions �̂�𝑖. It needs to be chosen carefully since too low values will lead to accepting
unrealistically short events while too high values will eliminate true events. In our case
the values of 𝛾 between 0.5 and 1 are the most favourable. In practice the minimal length
of the events in the true labels can inform on the choice of 𝛾 .

We finish the simulation study with a look at the parameters of the LTS measure. We
will investigate the weight 𝑤 first. Let all the other parameters of the LTS measure be set to
𝜎 = 0.35, 𝜆 = 0.0001, 𝜁 = 0.5. We fix 𝜇1 = 0.1, 𝜇2 = 0.08, 𝛾 = 0.5. The procedure is repeated
for 100 different values of 𝑤 in the interval [0,2]. Figure 3.7 shows the mean LTS measure
of the post-processed labels.

Figure 3.7 shows the effect of the parameter 𝑤 on the LTS measure. As we can see on
the 𝑦-axis, the values of the LTS measure are quite close together. Hence, we conclude
that the choice of 𝑤 is less important as its effect on the LTS measure is minimal. The
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Figure 3.7: The line shows the LTS measure of the post-processed labels drawn for 100 different values of 𝑤. The
mean accuracy of noisy labels was equal to 0.555.

main reason for this behaviour stems from the fact that 𝜎 restricts many of the erroneous
intervals and the remaining ones for which 𝑤 takes effect are quite small. Hence, the effect
of 𝑤 on the LTS measure is not large.

The parameter 𝜎 determines the length of the misclassified events up to which they
are caused by timing uncertainty of the labels. 𝜎 can be chosen based on the domain
knowledge, based on the experiment described in section 3.3.1. The parameter 𝜁 is a lower
bound on the lengths of the events, hence can be determined by the domain knowledge.
Given their clear interpretation, the parameters 𝜎 and 𝜁 will not be subjected to the same
procedure as the parameter 𝑤. Hence, the only parameter left to investigate is 𝜆. As before,
we fix 𝜇1 = 1, 𝜇2 = 0.8, 𝛾 = 0.5. We choose 𝑤 = 0.6. The procedure is repeated for 100 values
of 𝜆 between 0 and 0.5. Figure 3.8 shows the mean LTS measure of the post-processed labels.
We can see that high values of 𝜆 can influence the LTS measure significantly, hence choices
lower than 0.01 are preferable. We want to avoid that the penalty term is overshadowing
the LTS distance.

3.4.2 Application to a football dataset
We will now demonstrate the benefits of the post-processing by projection in a real-life
setting, utilizing the LTS measure to compare different methods of classification. [29] give
an extensive description of the football dataset of which we give a short summary below.

Eleven amateur football players participated in a coordinated experiment at a training
facility of the Royal Dutch Football Association of The Netherlands. Five Inertial Measure-
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Figure 3.8: The line shows the LTS measure of the post-processed labels drawn for different values of 𝜆. The
mean accuracy of noisy labels was equal to 0.56.

ment Units (IMUs) were attached to 5 different body parts: left shank (LS), right shank (RS),
left thigh (LT), right thigh (RT) and pelvis (P). Each IMU sensor contains a 3-axis accelerom-
eter (Acc) and a 3-axis gyroscope (Gyro). Athletes were asked to perform exercises on
command, e.g. ‘jog for 10 meters’ or ‘long pass’. For each athlete and exercise this resulted
in a 30-dimensional time series (5 body parts times 6 features per IMU) of length varying
from 4 to 14 seconds. Each athlete performed 70-100 exercises which amounts to nearly 900
time series (each with a sampling frequency of 500 Hz). Time series are labelled with the
command given to an athlete, but there are still other activities performed in each of the
time series, for example standing still. This causes a problem; ignoring standing periods
and treating them as part of the main signal pollutes the data and lowers the quality of
the classification. To show the advantages of post-processing by projection, we select only
two states: ‘standing’ and ‘other activity’ encoded as 0 and 1, respectively. 15 time series
(representative of all possible actions performed by athletes) were manually labelled time
point by time point in order to be able to train classifiers, and these will form our sample.
All 15 time series were chosen from the single athlete.

In pre-processing we are using the sliding window technique on the sensors [67]. This
method transforms the original raw data using windows of fixed length 𝑑 and a statistic of
choice 𝑇 : given a time point 𝑡, its neighbourhood of size 𝑑 is fed to the statistic 𝑇 for each
variable separately. Performing the procedure for each time point results in a time series
of the same dimension as the original one, but every observation is equipped with some
knowledge about the past and the future through the statistic 𝑇 and through forming the
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neighbourhoods of size 𝑑. Regarding the choice of the statistic 𝑇 one needs to be careful,
since the sensors are highly correlated with each other. The information about standing
contained in one variable is comparable to the one in another, namely the variance of the
signal is low when the person is standing (differences can occur when considering different
legs; a low variance on one leg might be misleading since the other leg might already be
transitioning into another position).

Leave-5-out cross-validation will be performed in order to select the best performing
classification method out of the 7 standard machine learning methods, which will be listed
below. A typical approach to 𝑘-fold cross-validation with a training sample of size 𝑘−1
cannot be applied here, since a single time series is not a representative sample of different
types of events. 15 time series will be used. In each iteration 10 time series will be randomly
chosen for training and 5 for testing. The results are going to be shown for post-processed
classifiers, unless specified otherwise. Before cross-validation can be performed, we need to
fix the parameters of the performance measure we introduced in section 2. The parameters
of the LTS measure are chosen as follows:

• We have limited information regarding how uncertain locations of state transitions
are, but based on the small experiment described in section 3.3.1 we select 𝜎 = 0.35
(the largest deviation between different true labels).

• The parameter 𝑤 is chosen as 0.6, but as shown in section 3.4.1 its choice is not that
important.

• The lower bound 𝛾 on the duration of activities is selected as the length of the shortest
activity in the learning dataset, which is equal to 0.8s in our case.

• A penalty 𝜆 represents the cost of additional or missing jumps in a state sequence
compared to the true labels. We decide for the penalty 𝜆 = 0.01 in order not to
overshadow the LTS distance with too much importance placed on the penalty term
(more details on that were given in section 3.4.1, specifically in figure 3.8).

Before assessing classifiers on the training set, one needs to consider an appropriate
feature set. Our variables are highly dependent on one another, so we start with feature
selection. We perform feature ranking using the Relieff algorithm and select the 6 most
relevant features based on the Relieff weights (more details on the method in [68]). Then
we test all possible combinations of these features, which is now computationally feasible,
in order to find the best set for each of the classifiers. The features selected by the Relieff
algorithm are RTGyroX, RTGyroY, RTAccX, RTAccZ, LTAccY, PAccY, where the naming
convention is as follows: RTGyroX refers to the 𝑥-axis of the gyroscope located on the
right thigh and so forth.

Proceeding with the cross-validation we select the following classifiers (with their
abbreviations) to be assessed: DT - Decision Tree, kNN - k-Nearest Neighbors, LR - Logistic
Regression, MLP - Multi-layer Perceptron, NB - Naive Bayes, RF - Random Forest, SVM -
Support Vector Machine. The results of leave-5-out cross-validation are shown in table 3.2.
It is striking that the test scores of the post-processed classifiers are at most 0.028 apart.
This is due to post-processing by projection. The correction it provides brings all classifiers
closer together. This result can be extended even further. The test score of a decision tree
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Classifier OG Test PP Test
MLP 0.916+/-0.031 0.972+/-0.008
LR 0.898+/-0.034 0.968+/-0.015
kNN 0.59+/-0.05 0.967+/-0.020
RF 0.83+/-0.07 0.966+/-0.017
SVC 0.894+/-0.034 0.966+/-0.017
DT 0.83+/-0.07 0.965+/-0.008
NB 0.88+/-0.04 0.944+/-0.023

Table 3.2: Average of the leave-5-out cross-validation scores for all classifiers using the best sensor set for each of
them. The pre-processing consisted of the sliding window technique in combination with summarizing by the
standard deviation. The OG Test averages the LTS measure on the test set for the original classifier, while the PP
Test is the same value for the post-processed classifier.

ranges from 59% to 86% for different sensor sets before post-processing, while using the
post-processing results in a range of test scores from 93% to 96.5% and this is not specific
to decision trees only.

The example shows that the post-processing is crucial. Firstly, it increases the accuracy
of a given estimator on a given feature set by 35%. Secondly, it diminishes the impact of
feature selection as the difference in accuracy between different feature subsets decreases
substantially. Feature selection is of course still important as it decreases the computational
complexity of the problem and allows to get rid of redundancy in the feature set. However,
with methods that only rank features such as Relieff the choice of the threshold we choose
to classify a feature as significant or not is less important. Finally and most importantly,
the post-processing by projection allows to select a method according to criteria other than
the performance, namely the computational speed.

3.5 Conclusion
In this paper we have introduced a post-processing scheme that allows to improve estimates.
It finds estimated activities that are too short and eliminates them in an optimal way by
finding the shortest path in a directed acyclic graph.

A simulation study is conducted to assess the benefits brought by the post-processing
method. Generated noisy labels are improved with the use of the post-processing. The
positive effects on the LTS measure are more significant when the noisy sequence contains
more short intervals of misclassification.

Real-life football sensor data were used to assess the adequacy of the post-processing
scheme in the more realistic setting. It significantly improved the performance of the
classifiers. At the same time, the post-processed classifiers are closer to each other in
performance than the original ones. This allows placing more importance on other criteria,
such as the computational speed of the method. It should be noted that post-processing
cannot correct for uncertainty in the classification result of the estimators. It can be seen
in figures 3.3, 3.4 and 3.5 that the worse the original estimate the worse the post-processed
one (at least as a rule of thumb as there can be cases when it is reversed). However, most
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importantly, the results of the application to the football dataset are promising. The post-
processing by projection was able to improve the estimators of accuracy ranging from 59%
to 86% up to a score of 93% to 96.5%. We note that the lowest score of the post-processed
estimates for any given classification method is still higher than the highest score of the
original estimates. An alternative to our method could be to integrate the penalization of
too short windows into the classifier. This is not an easy idea to realize, since classifiers
usually do not consider the duration of activities themselves and they classify in a time
linear manner. Nonetheless, if an appropriate scheme were to be defined, it would expand
on the theory developed in this paper.

Another contribution are novel measures of classifier performance in the task of activity
recognition using wearable sensors. They address the issue of timing offsets as well as
unrealistic classifications, while retaining a typical scalar output of a performance measure
allowing for easy comparisons between classifiers.

3.6 Appendix
3.6.1 Proofs
Proof of lemma 3.2.1 Let ̂𝑓 be a solution of problem (3.3) for a given function 𝑓 . Assume
that ̂𝑓 contains a jump 𝑡 outside of the set 𝐽 (𝑓 ). Denote the jump or one of the jumps
closest to 𝑡 in the original function 𝑓 by 𝑡𝑘 . Without loss of generality we assume 𝑡𝑘 is
located left of 𝑡 (𝑡𝑘 exists otherwise 𝑓 is constant and ̂𝑓 = 𝑓 ). Let 𝑡𝑎 and 𝑡𝑏 denote the jump
preceding and resp. following 𝑡 in the projection ̂𝑓 . Let 𝑡𝑘+1 denote the jump following 𝑡𝑘
in the original function 𝑓 . Let 𝑠1 be the state in which the original function stays in the
interval [𝑡𝑘 , 𝑡𝑘+1) and let 𝑠2 be the state from which the projection ̂𝑓 jumps at 𝑡 and left 𝑠3
be the state to which the projection ̂𝑓 jumps at 𝑡.

We will consider multiple cases and in each of them we will present a modification to
̂𝑓 that either shows that ̂𝑓 cannot be a projection or that there exists a function which is
not worse than ̂𝑓 and does not contain a jump at 𝑡. The configurations of the cases are
depicted in Fig. 3.9.

1. 𝑠1 ≠ 𝑠2

(a) 𝑡𝑎 < 𝑡𝑘 . Moving the jump 𝑡 to 𝑡𝑘 does not increase the error (and potentially
lowers it, if 𝑠3 = 𝑠1).

(b) 𝑡𝑎 ≥ 𝑡𝑘 . We move the jump 𝑡𝑎 to 𝑡, which results in lowering the error by at least
𝛾 . Then we go back to the beginning of the proof with redefined state 𝑠2 and
jump 𝑡𝑎.

2. 𝑠1 = 𝑠2

(a) 𝑡𝑏 ≥ 𝑡𝑘+1. Moving the jump 𝑡 to 𝑡𝑘+1 lowers the error by at least 𝑡𝑘+1 − 𝑡 since
𝑠3 ≠ 𝑠1.

(b) 𝑡𝑏 < 𝑡𝑘+1. We move the jump 𝑡 to 𝑡𝑏, which results in lowering the error by
penalty term 𝛾 and 𝑡𝑏 − 𝑡, since 𝑠1 = 𝑠2. We go back to the case 𝑠1 = 𝑠2 with 𝑡
moved to 𝑡𝑏 and 𝑡𝑏 moved to the next jump in ̂𝑓 (if it does not exist, then 𝑡𝑏 =∞).
Eventually the jump 𝑡 can be moved to 𝑡𝑘+1 (when case 2(a) is reached).
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Loops occurring in cases 1(b) and 2(b) are not problematic, since with each iteration the
number of jumps of the solution is reduced, eventually cases 1(a) or 2(a) are reached.

Proof of lemma 3.2.2 Let ̂𝑓 be a solution of the problem 3.3 for a given function 𝑓 .
Assume that for certain �̃� < 𝛾 , ̂𝑓 ∈ �̃� and ̂𝑓 ∉ 𝛾 . Hence there exist two jumps 𝑡𝑘 and 𝑡𝑙 of 𝑓
and ̂𝑓 (which follows from lemma 3.2.1), such that �̃� < 𝑡𝑙 − 𝑡𝑘 < 𝛾 . Since the state lasts less
than 𝛾 , it can be removed (in the sense that one of the jumps is removed and either the
previous state or following state is longer by 𝑡𝑙 − 𝑡𝑘) with a gain in error of less than 𝛾 and
decrease in error of exactly 𝛾 , which means we found a function with lower error than ̂𝑓 .
This contradiction ends the proof.

Proof of lemma 3.2.3 Let 𝑓 be a function with two neighboring jumps 𝑡1, 𝑡2 and the state
𝑠1 between them. Assume 𝑡2 − 𝑡1 ≥ 2𝛾 . Since the interval is longer than or equal to 2𝛾 it
satisfies the condition of the class 𝛾 . Let us assume that the projection ̂𝑓 of 𝑓 contains two
neighbouring jumps 𝑡𝑎 and 𝑡𝑏 such that 𝑡𝑎 ≤ 𝑡1 < 𝑡2 ≤ 𝑡𝑏 and the state in the interval [𝑡𝑎, 𝑡𝑏) is
𝑠2 ≠ 𝑠1. We introduce notation 𝛼 ∶= 𝑡1− 𝑡𝑎 and 𝛽 ∶= 𝑡𝑏− 𝑡2. If 𝛼,𝛽 ≥ 𝛾 , then introducing the
jumps at 𝑡1 and 𝑡2 with the state 𝑠1 between them is possible, because the condition of the
class 𝛾 is satisfied. Moreover, the error is decreased if 𝑡2− 𝑡1 > 2𝛾 and is not increased if
𝑡2− 𝑡1 = 2𝛾 . If 𝛼 ≥ 𝛾 and 𝛽 < 𝛾 , then introducing a jump at 𝑡1 such that the state following it
is 𝑠1 is possible. Moreover, the error is decreased. Analogously when 𝛼 < 𝛾 and 𝛽 ≥ 𝛾 . If
𝛼,𝛽 < 𝛾 , then changing state 𝑠2 to 𝑠1 reduces the error.

In all cases, we have shown that there exists a projection that does not change the state
longer than 2𝛾 .

Proof of remark 3.2.2 Let ̂𝑓 be a projection of 𝑓 onto 𝛾 . Let 𝑡1 and 𝑡2 be the first
two jumps in the original function 𝑓 . Let 𝑠1 and 𝑠2 be the first two states in the original
function 𝑓 . If ̂𝑓 had the first jump at 𝑡2 from the state 𝑠1, then a function 𝑔 equal to ̂𝑓
outside of interval [𝑡1, 𝑡2), but such that the jump from state 𝑠1 is moved to the location of
the jump 𝑡1 has an error lower than or equal that of ̂𝑓 . If ̂𝑓 had the first jump at 𝑡2 from a
state 𝑠𝑖 ≠ 𝑠1, then the error is infinite (since the value of ̂𝑓 differs from 𝑓 on the interval
(−∞, 𝑡1)) and ̂𝑓 cannot be a projection.

The argument is analogous for the penultimate jump.

Proof of theorem 3.2.1 We use lemma 3.2.1 to prove that a projection of a function
from  onto 𝛾 can only have jumps at the same positions as the jumps in the original
function. This leads to the fact that finding the shortest path in the graph is equivalent to
finding ̂𝑓 .

Proof of lemma 3.2.4 Let ̂𝑓 be a projection of 𝑓 onto 𝛾 . Let 𝑡𝑘 and 𝑡𝑘+1 be two consec-
utive jumps of 𝑓 . Assume that ̂𝑓 contains a jump 𝑡𝑘 , but in opposite direction than in 𝑓 .
From lemma 3.2.1 we know that the next jump of ̂𝑓 can occur at the earliest at 𝑡𝑘+1. This
means that in the interval [𝑡𝑘 , 𝑡𝑘+1) the projection ̂𝑓 is equal to 1− 𝑓 . In this case, moving
the jump at 𝑡𝑘 to 𝑡𝑘+1 (or in the case of 𝑡𝑘+1 ∈ 𝐽 ( ̂𝑓 ) removing both jumps) reduces the error
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Figure 3.9: Illustration supporting the proof of lemma 3.2.1. Plots correspond (from top to bottom) to cases 1a, 1b,
2a, 2b respectively
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by 𝑡𝑘+1− 𝑡𝑘 . Hence, we conclude, a jump from 𝑓 can only be present in its projection if it is
in the same direction as in 𝑓 .

Proof of lemma 3.2.5 The proof of this lemma is analogous to the proof of lemma 3.2.2.
The possibility of strengthening the previous result comes from the fact that we can remove
two jumps at once, in effect reducing the error by 2𝛾 .

Proof of lemma 3.2.6 The proof of this lemma is analogous to the proof of lemma 3.2.3

Proof of remark 3.2.3 Let ̂𝑓 be a projection of 𝑓 onto 2𝛾 . Let 𝑡1 and 𝑡2 be the first two
jumps in the original function 𝑓 . Let 0 and 1 be the first two states in the original function 𝑓
without loss of generality. By assumption 𝑡2− 𝑡1 < 2𝛾 (note that without this assumption
both jumps could be included in a projection). Since [𝑡1, 𝑡2) is not a valid activity (shorter
than 𝛾), if ̂𝑓 has a jump at 𝑡2, it does not have a jump at 𝑡1. If ̂𝑓 had a jump at 𝑡2 from the
state 0, then a function 𝑔 equal to ̂𝑓 outside of interval [𝑡1, 𝑡2), but such that the jump from
state 0 is moved to the location of the jump 𝑡1 has lower error than ̂𝑓 . If ̂𝑓 had a jump at 𝑡2
from the state 1, then the error is infinite (since the value of ̂𝑓 differs from 𝑓 on the interval
(−∞, 𝑡1)) and ̂𝑓 cannot be a projection.

The argument is analogous for the penultimate jump.

Proof of theorem 3.2.2 We use lemmas 3.2.1 and 3.2.4 to prove that a projection of
a function from  onto 𝛾 can only have jumps at the same positions and in the same
directions as the jumps in the original function. This leads to the fact that finding the
shortest path in the graph is equivalent to finding ̂𝑓 .

GTS distance with 𝑤 > 0 and 𝜎 = ∞ is an extended metric We will show that:

𝐺𝑇𝑆𝑤(𝑓 ,𝑔) = inf
𝜖∈ℝ

{dist(𝑓 ◦ 𝜏𝜖, 𝑔)+𝑤|𝜖|}

is an extended metric on  .

0. Since for any 𝜖, dist(𝑓 ◦ 𝜏𝜖, 𝑔) ≥ 0 and 𝑤|𝜖| ≥ 0 we conclude that the 𝐺𝑇𝑆𝑤 is non-
negative.

1. It is obvious to see that 𝐺𝑇𝑆𝑤(𝑓 , 𝑓 ) = 0 for any 𝑓 ∈  . Now let us assume that for
some 𝑓 ,𝑔 ∈  we have 𝐺𝑇𝑆𝑤(𝑓 ,𝑔) = 0. This implies that

∃(𝜖𝑛) dist(𝑓 ◦ 𝜏𝜖𝑛 , 𝑔)+𝑤|𝜖𝑛|
𝑛→∞−−−−→ 0.

Since dist(𝑓 ◦ 𝜏𝜖𝑛 , 𝑔)+𝑤|𝜖𝑛| is an upper bound of dist(𝑓 ◦ 𝜏𝜖𝑛 , 𝑔) and 𝑤|𝜖𝑛|, we have

|𝜖𝑛|
𝑛→∞−−−−→ 0,

∫
ℝ

𝑑(𝑓 ◦ 𝜏𝜖𝑛(𝑡), 𝑔(𝑡))𝑑𝜆(𝑡)
𝑛→∞−−−−→ 0.
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From Fatou’s lemma we have

∫
ℝ

liminf
𝑛→∞

𝑑(𝑓 (𝑡 − 𝜖𝑛), 𝑔(𝑡))𝑑𝜆(𝑡) = 0,

where 𝜆 is the Lebesgue measure on ℝ. Because 𝑓 and 𝑔 are càdlàg, this implies that
for almost all 𝑡 we have 𝑓 (𝑡−) = 𝑔(𝑡) or 𝑓 (𝑡) = 𝑔(𝑡) and so we conclude that 𝑓 = 𝑔 .

2. Let 𝑓 ,𝑔 ∈  , we have

𝐺𝑇𝑆𝑤(𝑓 ,𝑔) =inf
𝜖
{dist(𝑓 ◦ 𝜏𝜖, 𝑔)+𝑤|𝜖|} = inf

𝜖
{dist(𝑔 ◦ 𝜏−𝜖, 𝑓 )+𝑤|− 𝜖|}

=inf
−𝜖
{dist(𝑔 ◦ 𝜏𝜖, 𝑓 )+𝑤|𝜖|} = inf

𝜖
{dist(𝑔 ◦ 𝜏𝜖, 𝑓 )+𝑤|𝜖|}

=𝐺𝑇𝑆𝑤(𝑔,𝑓 ),

hence we conclude that 𝐺𝑇𝑆𝑤 is symmetric.

3. Letting 𝑓 ,𝑔,ℎ ∈  , we have

𝐺𝑇𝑆𝑤(𝑓 ,𝑔) =inf
𝜖
{dist(𝑓 ◦ 𝜏𝜖, 𝑔)+𝑤|𝜖|}

= inf
𝜖1 ,𝜖2

{dist(𝑓 ◦ 𝜏𝜖1 ◦ 𝜏𝜖2 , 𝑔)+𝑤|𝜖1+ 𝜖2|}

≤ inf
𝜖1 ,𝜖2

{dist(𝑓 ◦ 𝜏𝜖1 ◦ 𝜏𝜖2 , ℎ ◦ 𝜏𝜖2)+dist(ℎ ◦ 𝜏𝜖2 , 𝑔)+

+𝑤|𝜖1|+𝑤|𝜖2|}
= inf

𝜖1 ,𝜖2
{dist(𝑓 ◦ 𝜏𝜖1 , ℎ)+𝑤|𝜖1|+dist(ℎ ◦ 𝜏𝜖2 , 𝑔)+𝑤|𝜖2|}

=inf
𝜖1
{dist(𝑓 ◦ 𝜏𝜖1 , ℎ)+𝑤|𝜖1|}+ inf

𝜖2
{dist(ℎ ◦ 𝜏𝜖2 , 𝑔)+𝑤|𝜖2|}

=𝐺𝑇𝑆𝑤(𝑓 ,ℎ)+𝐺𝑇𝑆𝑤(ℎ,𝑔),

which shows that 𝐺𝑇𝑆𝑤 satisfies the triangle inequality and that concludes the
proof.

The LTS distance with 𝑤 > 0 is a semimetric Let 𝑤 > 0,𝜎 > 0 and a metric 𝑑 on  be
fixed. We observe that 𝐿𝑇𝑆𝑤,𝜎 is nonnegative. Symmetry of 𝐿𝑇𝑆𝑤,𝜎 follows directly from
the definition. It only remains to show that 𝐿𝑇𝑆𝑤,𝜎(𝑓 ,𝑔) = 0 if and only if 𝑓 = 𝑔 for 𝑓 ,𝑔 ∈  .

We have
𝐿𝑇𝑆𝑤,𝜎(𝑓 , 𝑓 ) = 0,

because there is only one segment (as defined in 3.3.2). Assume now that 𝐿𝑇𝑆𝑤,𝜎(𝑓 ,𝑔) = 0
and 𝑓 ≠ 𝑔 . In that case, there exists more than one segment.

𝐿𝑇𝑆𝑤,𝜎(𝑓 ,𝑔) =
𝑙−1
∑
𝑖=1

𝛿𝑖(𝑎𝑖+1−𝑎𝑖)𝑑(𝑓 (𝑎𝑖), 𝑔(𝑎𝑖)) = 0

⇒ ∀𝑖=1,2,3,...,𝑙−1 𝑓 (𝑎𝑖) = 𝑔(𝑎𝑖),

which implies that 𝑓 = 𝑔 , which contradicts the assumption. We conclude that 𝐿𝑇𝑆𝑤,𝜎(𝑓 ,𝑔) =
0 iff 𝑓 = 𝑔 , which completes the proof.
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4
Imputation methods for

sensor reduction

4.1 Introduction
In the field of sports analytics, efficiency needs to go hand in hand with the appropriate
incorporation of diverse feedback from both coaches and players. This encompasses not
only performance metrics and tactical observations provided by coaches but also subjective
insights and experiences shared by players, all of which are important for improving our
data analysis models. In Chapters 2 and 3 we considered applications to football activity
recognition using sensor data and observed advantages of using sensor technology. Sensor
trousers worn by the players measure acceleration and angular velocity on different body
parts. As seen in fig. 2.1c, the sensor trousers prototype covers both the upper as well as
lower legs and the respective sensors are woven into the fabric of the prototype. However,
the conventional football shorts do not go lower than the knees for comfort and freedom
of movement. Hence, it is reasonable to consider a version of the trousers which covers
only upper legs, removing lower legs sensors in the process. In addition, it is natural that
producing such trousers would incur lower costs as well. In order to make this possible,
we consider in this chapter a scenario in which parts of the sensor data are excluded from
the analysis and observe the effect it may have on the accuracy of the predictive model.

Removing parts of the data has the potential to significantly alter the outcomes of data-
driven studies. It is usually worth employing imputation techniques when faced with gaps
in the data, in order to preserve the integrity and the structure of the entire dataset. While
our previous exploration in chapters 2 and 3 concentrated on football activity recognition,
primarily from a modeling standpoint, our current focus shifts towards a critical data-
centered inquiry. We examine how the outcomes of our study in chapter 2 evolve in the
situation where specific sensors are removed from the dataset and in which ways we can
mitigate it.

Our exploration extends beyond merely identifying the impact of missing shank data
on the study results. We also discuss strategies for imputing this absent data, considering
alternative sources such as the thighs and pelvis as the guide. Constructing physically-
inspired relevant features based on the existing sensors becomes crucial in maintaining the
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robustness of our study, allowing us to adapt to the potential and likely changes in sensor
configurations and ensuring the continued relevance and reliability of our findings.

The problem of imputation usually considers data that are missing only in part mostly
due to equipment malfunction, lack of compliance or human error. This is notably different
from our case, but we review the existing literature on the topic in order to draw inspiration
for our problem. In this brief literature review, we identify a selection of popular ideas in
this field and what they might offer to our particular application. For a comprehensive
survey, see [69].

In general, multiple approaches are available to tackle the issue of missing data. One
approach is to delete all entries with missing values, sometimes only if specific features of
the entry are missing [70]. Most approaches focus on imputing the data in some way. This
can be done in a multitude of ways. Simple imputation, using a single attribute such as
mean or median of all the available values, is easy to use, but often it produces unrealistic
results [71]. Hence this approach is not recommended for most datasets (especially in the
case of larger datasets). Imputation using regression is one of the most popular [72]. It
uses all the complete entries to estimate the regression coefficients, then missing data are
replaced by the predicted values based on the regression model [73]. Another approach
utilizes a 𝑘-nearest neighbor model (kNN) [74]. In this case, a missing value within a
dataset is estimated by identifying the entries in training dataset, which are the closest to
the entry with the missing value. Two entries are considered to be close if the features that
neither is missing are close [75]. There is a variety of other methods which we will not
consider in this chapter.

The sensor data are time series recorded with high frequency (500 Hz), which encour-
ages treating them as functions rather than time series. To best utilize the nature of the
sensor data, we employ functional data analysis techniques such as functional regression
and functional principal component analysis (fPCA). This chapter is structured as follows.
Section 4.2 discusses the methods used for imputation of missing data, including fPCA
and functional regression (fReg). Section 4.3 presents the results of applying our activity
recognition neural network on the full, the imputed and the reduced dataset. Section 4.4
presents the conclusions of the study and the recommendations based thereof.

4.2 Framework
We consider two different approaches to the imputation of data. One is based on fPCA. It
uses linear regression to recover the missing fPCA scores needed for the reconstruction
of the missing sensor. The other is based on fReg, where the missing sensors, treated as
function, are recovered directly. The next two subsections recap chapters 8 and 12 from
the classic book on functional data analysis by Ramsay and Silverman [76], to succinctly
describe the two methods: fReg and fPCA.

4.2.1 Functional regression
Let {𝐗(𝑡)}𝑡∈[0,𝑇 ] be a vector-valued function

𝐗(𝑡) = (𝑋1(𝑡), ...,𝑋𝑝(𝑡)), (4.1)

where 𝑡 represents the time. Let 𝑋𝑖 for some specific 𝑖 = 1, ...,𝑝 be the function we would
like to remove and 𝑋𝑗 for 𝑗 ≠ 𝑖 be the predictors.
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Consider a concurrent functional regression model

𝑋𝑖(𝑡) = 𝛼(𝑡)+ ∑
𝑗∶𝑗≠𝑖

𝑋𝑗 (𝑡) ⋅𝛽𝑗 (𝑡)+ 𝜖(𝑡),

where 𝛼 and 𝛽𝑗 are regression coefficient functions on [0, 𝑇 ], while 𝜖 is the error term
function. This simple model is point-wise in nature. The conditional expectation of 𝑋𝑖(𝑡)
given the functions {𝑋𝑗 (𝑠) ∶ 𝑗 ≠ 𝑖, 𝑠 ∈ [0, 𝑡]} only depends on the values of these functions
at time 𝑡.

One can also adopt a more global approach to regression with the global functional
regression model:

𝑋𝑖(𝑡) = 𝛼(𝑡)+ ∑
𝑗∶𝑗≠𝑖

𝑇

∫
0

𝑋𝑗 (𝑠) ⋅𝛽𝑗 (𝑠, 𝑡) 𝑑𝑠+ 𝜖(𝑡).

Here, the conditional expectation of 𝑋𝑖(𝑡) given the functions {𝑋𝑗 ∶ 𝑗 ≠ 𝑖} depends linearly
on all values of these functions on [0, 𝑇 ]. Additional complexity is introduced into themodel;
𝛽𝑗 (𝑠, 𝑡) is now bivariate and its interpretation is now different: it describes a relationship of
the predictor 𝑋𝑗 at time 𝑠 and the response 𝑋𝑖 at time 𝑡. This model will be used during the
study and we will refer to it as fReg in abbreviation.

In the context of our application, the functional regression model will be used in a
straightforward manner. If 𝑚 components (corresponding to sensors) are removed from
vector 𝑋 (𝑡), then𝑚 regression models will be constructed, all based on the 𝑝−𝑚 remaining
sensors.

Now consider 𝑁 observations of the random function 𝐗, denoted by

𝑥 𝑙(𝑡) = (𝑥 𝑙1(𝑡),… , 𝑥 𝑙𝑝(𝑡)),

for 𝑙 = 1, ...,𝑁 . To fit the model, a common approach is to use a basis expansion for the
regression coefficient functions. Since the functions are bivariate in the global functional
regression model, the expansion needs to be double, i.e. it is in terms of two separate basis
functions, one expressed in terms of argument 𝑠 and one expressed in terms of argument 𝑡.
An expansion is also needed for the intercept function 𝛼. For details on basis expansion
of 𝛼 and 𝛽 functions, we refer to [76]. To find the coefficients of the expansion of those
functions, an objective criterion needs to be minimized:

𝐿𝑀𝑆𝑆𝐸(𝛼,𝛽) =
𝑇

∫
0

𝑁
∑
𝑙=1

[𝑋
𝑙
𝑖 (𝑡)−𝛼(𝑡)− ∑

𝑗∶𝑗≠𝑖

𝑇

∫
0

𝑋 𝑙
𝑗 (𝑠) ⋅𝛽𝑗 (𝑠, 𝑡) 𝑑𝑠]

2
𝑑𝑡 (4.2)

=
𝑇

∫
0

𝑁
∑
𝑙=1

[𝑋
𝑙
𝑖 (𝑡)−

𝐾2
∑
𝑟=1

𝑎𝑟 ⋅𝜃𝑟 (𝑡)− ∑
𝑗∶𝑗≠𝑖

𝑇

∫
0

𝑋 𝑙
𝑗 (𝑠) ⋅

𝐾1
∑
𝑞=1

𝐾2
∑
𝑟=1

𝑏𝑞𝑟 ⋅ 𝜂𝑞(𝑠) ⋅𝜃𝑟 (𝑡) 𝑑𝑠]
2
𝑑𝑡

where {𝜂1,… , 𝜂𝐾1 } and {𝜃1,… , 𝜃𝐾2 } are two sets of basis functions on [0, 𝑇 ], and {𝑎1,… , 𝑎𝐾2 },
{𝑏11, 𝑏12,… , 𝑏𝐾1(𝐾2−1), 𝑏𝐾1𝐾2 } are coefficients. To effectively minimize expression (4.2), restric-
tion on the number of basis functions used for the expansion of 𝛼 and 𝛽 is considered to
avoid overfitting.
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4.2.2 Functional PCA
Functional PCA is one of the most important methods for obtaining characteristics of
functional data. FPCA extracts functions which explain modes of variation of functional
data. This process is incremental; the first function depicts the dominant mode of variation
of the functional data, the 𝑘th function depicts the dominant mode of variation that is
orthogonal to the 𝑘−1 previous functions. It is an effective way of studying the variation
present in the dataset without obtaining covariance and correlation functions. Consider an
inner product of weight function 𝛽 with a function 𝑋 :

𝑇

∫
0

𝛽(𝑠)𝑋 (𝑠) 𝑑𝑠, (4.3)

where 𝛽 and 𝑋 are square integrable. The goal of fPCA is to find modes of variations in
the function 𝑋 , represented by weight functions, which allows us to better understand
the ways in which the functions that compose the dataset differ from each other. Let 𝑥 𝑙
be observations of function 𝑋 for 𝑙 = 1,… ,𝑁 defined on [0, 𝑇 ]. Function 𝛽1 maximizes the
expression

1
𝑁

𝑁
∑
𝑙=1

(

𝑇

∫
0

𝛽1(𝑠)𝑥 𝑙(𝑠) 𝑑𝑠)

2

(4.4)

under the condition that
𝑇

∫
0

𝛽1(𝑠)2 𝑑𝑠 = 1. (4.5)

For weight function 𝛽𝑚, with 𝑚 = 2,… ,𝐾 , the above scheme also applies but with orthogo-
nality constraints:

𝑇

∫
0

𝛽𝑘(𝑠)𝛽𝑚(𝑠) 𝑑𝑠 = 0, 𝑘 < 𝑚. (4.6)

Weight functions are used for the calculation of functional principal components (4.3)
because they influence how the variability in different parts of the function space is
weighted.

There is a different way to motivate the fPCA, as seen in [76], namely by defining the
problem: find exactly 𝐾 orthonormal functions 𝛽𝑘 such that a certain basis expansion of
each observation 𝑥 𝑙 approximates the curve as closely as possible. There the expansion is
of the form

�̂� 𝑙(𝑡) =
𝐾
∑
𝑘=1

𝑓𝑙𝑘𝛽𝑘(𝑡), (4.7)

where 𝑓𝑙𝑘 is the principal component value equal to

𝑇

∫
0

𝑥 𝑙(𝑡)𝛽𝑘(𝑡) 𝑑𝑡.
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For each individual curve, we consider an objective criterion as the integrated squared error

‖𝑥 𝑙 − �̂� 𝑙‖2 =
𝑇
∫
0
(𝑥 𝑙(𝑠) − �̂� 𝑙(𝑠))

2 𝑑𝑠 and globally we consider the sum of integrated squared
errors:

𝑃𝐶𝐴𝑆𝑆𝐸 =
𝑁
∑
𝑙=1

‖𝑥 𝑙 − �̂� 𝑙‖2. (4.8)

Given this objective criterion the problem can be stated as follows: what choice of orthonor-
mal basis minimizes criterion (4.8)? The answer is that the functions 𝛽1,… ,𝛽𝐾 defined as
functions maximizing expression (4.4) and satisfying conditions (4.5) and (4.6) (for 𝛽𝑚 with
𝑚 > 1) minimize criterion (4.8). It is important to note that this is merely a motivation for
the fPCA and not a method of finding the weight functions, since changing the order of
the weight functions would also satisfy criterion (4.8). In practice, curves 𝑥 𝑙 are used to
estimate the weight functions 𝛽𝑚 by solving a functional eigenanalysis problem, see [76]
for more details.

Going back to our problem of sensor reduction, we will use fPCA to reduce the dimen-
sionality of our problem. Instead of functions of time, each variable will be represented
by 𝐾 scalar values 𝑓𝑙𝑘 for each curve 𝑙. Using these scalar values and the orthonormal
basis 𝛽𝑚, we can reconstruct the functions of time on their whole domain. When sensor
𝑋𝑙 is removed, we will need to recover the values 𝑓𝑙𝑘 using regression on all the remain-
ing principal component values. Using the recovered values the original sensor can be
reconstructed using expansion (4.7).

4.3 Results

Figure 4.1: An example of reconstruction using fPCA.
The blue line denotes the curve of one sensor from the
data and the orange line denotes the reconstruction of
this curve using fPCA.

The football data used for this study are
the same as the data introduced in section
3.4.2. It is important to note that data from
just one specific player is considered here.
Throughout this chapter, the term neural
network will always refer to a specific ar-
chitecture. This architecture contains both
a convolutional and a recurrent layer in its
design. The convolutional layer calculates
a multitude of inner products between part
of the input signal and a filter, which runs
through the whole signal, creating in ef-
fect a smaller, more condensed signal. The
recurrent layer carries on the information
from not only the current layer but also
prior ones, allowing for long term depen-
dencies in the signals to be preserved. The
convolutional part of the network combines the convolutions which use the same filters for
all the signals and the convolutions with the same filters for the signals of the same sensor
type. The recurrent part of the network uses bidirectional LSTM to carry information of
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the input signal from the past. This architecture was chosen due to its good performance
on football data and was already presented in chapter 2.

General activity 𝐴1 𝐴2 𝐴3

Running Jog, sprint Jog, sprint 3 speeds of running
Turning 180° turn, 90° turn
Jumping Standing jump Standing jump Standing jump
Passing Short pass Short pass Short pass
Shooting Shot after run-up Shot after run-up Shot after run-up

Table 4.1: The table shows the activities included in each of the three sets 𝐴1, 𝐴2, 𝐴3.

The study is set up as follows

• three sets of activities 𝐴1, 𝐴2 and 𝐴3 are selected as shown in table 4.1,

• we consider multiple sensors to remove, just left or right shank or both and then
impute the missing data using either fPCA or fReg based on the current data set, see
4.1 for an example,

• finally we conduct five runs of cross-validation with the dataset split into training
(70%) and testing subsets (30%) and using the neural network and the imputed data
for prediction.

Table 4.2 shows the results of the study for different sets of activities, different methods
of imputation and different sensors removed/replaced. Compared to the prediction based
on the full dataset, we see that the quality of the prediction drops regardless of the method
of imputation. Notably, in all cases, the model performs better using imputed data than
the reduced dataset with sensors missing. It performs especially well on 𝐴2, which is the
most limited dataset in terms of the activities considered. There we see the smallest drop
in accuracy from the full dataset to the imputed ones. Both methods used for imputation
perform equally well.
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Removed sensor Imputation method 𝐴1 𝐴2 𝐴3

None None 81.4% 96.7% 84.0%

Left shank
fPCA 80.1% 96.1% 82.2%
fReg 79.4% 95.8% 81.9%
None 77.2% 95.1% 79.7%

Right shank
fPCA 80.2% 95.9% 82.0%
fReg 79.7% 95.7% 82.1%
None 77.7% 95.3% 80.3%

Both shanks
fPCA 78.0% 93.2% 78.3%
fReg 75.9% 92.5% 77.2%
None 74.4% 90.4% 75.3%

Table 4.2: The table shows the mean test accuracy of the neural networks on the 3 different datasets and using
different methods of imputation.

4.4 Conclusions and discussion
This chapter tackles a feature reduction problem in the context of sensor data in football.
Usually, when discussing imputation of missing data, one faces the fact that the data
are already incomplete, which makes the problem more difficult. Certain sensors may
potentially be removed from the sensor trousers, whether due to cost considerations, for
athlete’s comfort or for compliance with traditional clothing. We examine the impact of
removing sensors on the dataset and explore methods for effectively recovering missing
sensor data using the remaining sensors.

We use two different methods of recovering the sensor signal. One uses functional
PCA scores to predict the scores of the missing curves and recover the signal using basis
expansion, the other uses a functional regression model and a direct recovery from the
remaining functional variables. Based on the results of the study, we conclude that both
methods perform comparably well. First, they allow higher performance of the predictive
model than on the reduced dataset. Second, both methods are quite similar in terms of the
accuracy that they achieve and it is hard to distinguish between their performance.

A further study could explore various activity sets. Testing alternative predictive models
can further improve upon our imputation method. While the current study focused on
a single player, extending the investigation to encompass multiple players could shine
the light on whether this method could be employed on a wider scale. When applying
this method to new players with incomplete data, it is important to acknowledge that the
method may not be as accurate due to the physical differences between new players and
players whose data was used to train the model. A study focused on the effects of mixing
sensor data from different players could give an indication of the robustness of the method.
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5
Testing for no effect in
regression problems: a
permutation approach

5.1 Introduction
With the ubiquity of data often the question whether a response 𝑌 can be predicted based
on predictors 𝑋 arises. The rise of highly capable machine learning and deep learning
techniques increases the abilities to fit any kind of data. However, the abilities to fit pure
noise are increasing as well. We propose a method to test whether a model is only fitting
noise. It extends testing for no effect from linear to nonlinear models. No sample splitting
is performed so the power of the test can rely on the size of the whole sample. No nested
sequence of models is needed, in fact, no alternative models are needed at all.

Our method is based on recombining the pairings between predictors and responses
through permutations. In this way artificial reference datasets are created and the per-
formance of the model on the original data can then be assessed by comparing it to the
performances on the artificial reference datasets. The purpose of our test is to ascertain
whether the model is capable of fitting the data more effectively than mere random noise.
Our method is not restricted to linear models since it is not a test for specific parameters in
the model. Rather it tests for the ability of a model to predict the responses.

The main contribution of this paper is a rigorous formulation of a permutation test for
dependence between model predictions and responses. The test uses 𝑅2 as test statistic but
can be performed with any measure of goodness of fit in regression analysis. Because of
its interpretability, 𝑅2 is our test statistic of choice, but this can be adapted if necessary.
The method generates new pairings of (𝑋𝑖, 𝑌𝑗 ) conditional on the 𝑋𝑖 for 𝑖 = 1, ..., 𝑛 and 𝑌𝑗 for
𝑗 = 1, ..., 𝑛. This paper introduces a new formulation of the null hypothesis and provides a
rigorous justification for a permutation test that has been described in various forms in
the literature, for instance in the two-sample problem ([78–81]), the stochastic dominance

This chapter is based on M. Ciszewski, J. Söhl, A.J.R. Leenen, B. van Trigt, G. Jongbloed. Testing for no effect in
regression problems: a permutation approach, arXiv, 2023 [77].
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problem ([82, 83]) or the subgroup discovery problem ([84]). The main use case for this
method is in the initial stages of the data analysis to test whether a given model does only
fit noise or is able to capture some essential structure in the data.

The outline of the paper is as follows. Section 5.2.1 formulates the problem and intro-
duces necessary notation. Section 5.2.2 provides the historical context and an overview
of the current state of the literature on permutation tests in regression problems. Section
5.2.3 contains the formal formulation of the null hypothesis, theoretical considerations and
the succinct description of the method. Section 5.3.1 presents a simulation study, where the
permutation test is demonstrated in various scenarios for predictors and responses. Section
5.3.2 contains the application of the permutation test to sensor data of tennis serves in
order to demonstrate the method in practice and showcase its power in a real-life scenario.

5.2 Methodology
5.2.1 Problem description
Consider a regression setting. Given an observed pair (𝑋,𝑌 ), where 𝑋 is a random vector
and 𝑌 is a real random variable. 𝑌 is modelled as:

𝑌 = 𝑓 (𝑋 )+ 𝜖,

where 𝜖 is a centered random variable independent of 𝑋 and (𝑓 (𝑋 ))𝑓 ∈ for some class of
functions  . An example of  could be a set of all linear functions corresponding to a
linear regression model with fixed number of variables or a set of functions that can be
described by a neural network. Nonparametric classes of functions can also be considered,
for instance a set of log-concave functions. For the remainder of the paper, we will focus
on 𝑅2 as goodness-of-fit measure.

Since the actual relationship between 𝑋 and 𝑌 is not known in practice, a chosen class
of functions  through which that relationship is described does not need to be appropriate.
The class of functions  is misspecified if it does not contain the true 𝑓 , while if it contains
too many functions, the model might be overfitting by memorizing the noise 𝜖. In a real
world scenario, we are often facing datasets that feature high-dimensional, time-dependent
or functional variables. The question whether there is a relationship between 𝑋 and 𝑌 and
which model to choose for describing it, is crucial. In this paper, we focus on the following
aspect:

• can a given class of functions  distinguish 𝑌 from pure noise?

Consider this simple example. Let 𝑋1,𝑋2 be independent standard normal variables and
𝑌 = 𝑋 2

1 +𝑋 2
2 + 𝜖, where 𝜖 ∼ (0,0.01). Consider a multi-layered neural net as a model of

choice to predict 𝑌 using 𝑋1 and 𝑋2. For small sample sizes shuffling the vector of responses
and applying our prediction model to this shuffled dataset can yield values of 𝑅2 higher
than values of 𝑅2 calculated for the prediction model applied to the original dataset. Ten
random samples of size 10 were drawn. Five yielded higher values of 𝑅2 for at least one
shuffled dataset than for the original pairing (we considered 200 shuffles of the sample). In
applied settings, where the sample size is fixed and difficult to increase, this presents an
inherent issue. Sample size has an immediate influence on the credibility of the model and
needs to be taken into account.
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Related problems have been addressed before in the literature in different settings and
with a variety of solutions. In this paper we focus on the permutation test. To provide
context to our solution, we will give a brief review of the existing literature on permutation
tests, before we specify the precise null hypothesis.

5.2.2 Permutation tests in the existing literature
Historically, the idea of permutation tests existed before it was feasible to realize them
on a larger scale and one of the main pioneers in that regard was Ronald Fisher. Fisher’s
interest in randomization as a concept can be traced back to his 1925 Statistical Methods for
Research Workers [85]. His initial idea related to the experimental design and to getting
rid of researcher’s bias in the setup of experiments [86]. At that time the use of random-
ization concerned only experiments with small numbers of samples (as it would be near
impossible to apply it in case of large sample sizes). The application of randomization to
hypothesis testing first emerged in the 1930s as introduced by Ronald Fisher in the form of
a permutation test as the test for comparing the distributions of two independent groups.
The use of this test, commonly known as the Fisher-Pitman permutation test, has since
been extended to many other settings [87].

The rise of automated computing made these types of tests feasible to use on a larger
scale. Since the 1970s, permutation tests have started to enjoy larger popularity. A good
example of the renewed interest in permutation tests can be found in [88], which gives a
justification based on the principle of unbiasedness for permutation tests. It also gives good
reasons for the transition from the 𝑡-test to a permutation test. The paper [89] discusses
the growing popularity of the permutation test as a substitute for the ANOVA F-test and
investigates its robustness. Tests of partial regression coefficients in a linear model are
considered in [90]. This paper explains the exact test and then compares the distributions
of the test statistics under the various permutation methods proposed. The authors use the
classic null hypothesis when testing for no effect. An excellent survey of various papers in
the biomedical field can be found in [91]. It showcases the appeal of both the randomization
in experimental design (as opposed to random sampling) as well as the permutation tests
for differences in location. The increased popularity of permutation tests can be seen in
other fields as well, e.g. in psychological research [87].

The applications of permutation tests have expanded beyond the comparison of sta-
tistical models to a variety of problems. However, the formal formulation of the null
hypothesis can be challenging and subject to variations among authors, particularly when
permutation tests are utilized as a problem-solving approach. A subset of publications uses
the concept of exchangeability, i.e. the joint distribution of the observations is invariant
under permutations of the order of the predictors in their formulation of the null hypoth-
esis in the permutation test. Most commonly the null hypothesis is expressed in terms
of exchangeability in two-sample problems, e.g. [78–81]. There have also been studies
with regards to the robustness of permutation tests with respect to the assumption of
exchangeability, i.e. in cases where exchangeability cannot be assured, what can be said
about asymptotic properties of the test. These ideas are explored well, e.g. in [92] and
[93]. More recently, a permutation test without the assumption of exchangeability has
been applied to the two-sample problem [94]. The null hypothesis is the equality of two
population means. Their split sample permutation t-tests are asymptotically exact and can
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be extended to testing hypothesis about one population.
When discussing permutation tests, the question arises whether a model applies. Many

permutation tests are specifically designed to tackle problems within linear regression
models. However, there are applications to other models as well. A permutation test for no
effect in a functional linear regression model has been proposed in [95]. In this case the
randomization technique allows for the simulation of the conditional distribution of the
test statistic, which otherwise would be difficult to obtain. Wide attention has been given
to the the permutation approach in the stochastic dominance problem in testing for ordered
categorical variables, introduced in [82]. Further developments can be found, for instance
in [83]. In the problem of testing heterogeneity in two-sample categorical variables, [96]
proposes a permutation test. Here, the null hypothesis considered is simply the equality
of heterogeneity of two population distributions. In a subgroup discovery problem, [84]
employs a randomization technique. The test devised for this purpose is based on a null
hypothesis that the quality measure (for instance 𝑅2) of a given subgroup is generated by
the distribution of false discoveries (DFD), which arises from the central limit theorem
applied to a set of quality measure values on some baseline subsets. Permutation tests have
also been applied to linear mixed models, more specifically as a test for random effects.
For instance, [97] presents two permutation tests, one based on the best linear unbiased
predictors and another based on the restricted likelihood ratio test statistics. Both methods
involve weighted residuals, with the weights determined by the among- and within-subject
variance components. The lack of flexibility in permutation tests, particularly in the context
of experimental design of the model, is considered by [98, 99]. Their main focus is on the
tests of no effect in a general linear model and their main achievement is the unification
of a diverse set of results. The outcome is a single permutation strategy with a single
generalized measure. It is worth noting that, once again, the assumption of exchangeability
is considered in the formulation of the null hypothesis for the permutation test. Permutation
approaches have also been applied to nonparametric ANOVA designs as seen in [100]. There
the synchronized permutation method is extended specifically to unbalanced two-level
ANOVA. The problem of testing independence given a sample from a bivariate distribution
has been considered in [101]. The method used there relies on studentizing the sample
correlation which leads to a permutation test that is exact under independence while
asymptotically controls the probability of type 1 errors. Permutation tests have also been
used in an application of a multivariate regression analysis to a study of factors influencing
mental health during the COVID-19 lockdown period [102]. In this particular study, a
combined permutation test on data collected in a survey is applied. The null hypothesis is
that the regression coefficients are zero. An application to weighted regression models can
be found in [103]. A comparison of 𝑋 -permutation and 𝑌 -permutation and their variability
in the weights is given there, inspired by the nature of the weighted regression models in
which the permutation of the response variables and the permutation of the predictors do
not lead to the same result. An extensive overview of permutation tests, their theoretical
properties as well as a vast number of applications, can be found in [104].

Overall, themain appeal of permutation tests stems from the fact that they do not require
any distributional assumptions on the population. The lack of assumptions is increasingly
more interesting to researchers as deep learning methods become more popular since
they likewise do not rely on distributional assumptions. Permutation tests are completely
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data-driven as pointed out by [87]. This can be very appealing as the data is the main
factor in shaping the distribution of the test statistic, i.e. the test statistic can be chosen to
be more easily interpretable without focusing on its distribution.

Our work differs from previous work most in the formulation of the null hypothesis.
Based on the publications mentioned in this section, we have seen a few different null
hypotheses. Some involve the concept of exchangeability, some equality of means or
zeroing of the coefficients. In contrast to this, we focus on the concept of independence,
which is not widely used for permutation tests. Permutation tests of independence have
existed before, e.g. [105]. However, we do not test independence of two random variables
𝑋 and 𝑌 , but rather we state the null hypothesis in terms of the model and whether it is
able to capture the dependence.

The choice of the null hypothesis can also be directly connected to the model considered
in the problem. For instance, it is natural to use zeroing of the functional coefficient as
the null hypothesis when considering a functional linear regression model [95]. We do
not restrict ourselves to any particular model in our work, we only consider the model as
given and the null hypothesis is not specifically tailored to the model.

The subsequent section will concentrate on establishing a rigorous theoretical founda-
tion for our permutation test.

5.2.3 Permutation approach to testing for no effect
Our goal is to investigate whether a class of functions  can capture any dependence
between 𝑋 and 𝑌 . We consider a test with null hypothesis stated as follows:

𝐻0 ∶ 𝑌 is independent of (𝑓 (𝑋 ))𝑓 ∈ . (5.1)

𝐻0 represents the problem as described in section 5.2.1. If it were true, then our class of
functions  will not be able to capture the relation between 𝑋 and 𝑌 in a meaningful
manner. Considering a dataset with permuted responses will be no different to class of
functions  under 𝐻0. If 𝐻0 is false, then the class of functions  will be able to capture
some aspects of the relation between 𝑋 and 𝑌 , although it does not guarantee that the
model is suitable and readily applicable.

The null hypothesis 𝐻0 as stated in (5.1) does not guide the choice of the test statistic.
In order to choose a suitable test statistic, further understanding of 𝐻0 is needed.

Proposition 5.2.1. Let (𝑋1, 𝑌1), ..., (𝑋𝑛, 𝑌𝑛) be an i.i.d. sample of (𝑋,𝑌 ). If 𝑌 is independent
of (𝑓 (𝑋 ))𝑓 ∈ , then for all 𝑖 = 1,… , 𝑛 the conditional distribution of

((𝑓 (𝑋𝑖), 𝑌𝜏(𝑖)))𝑓 ∈ (5.2)

given the empirical measure 𝑃𝑋
𝑛 of 𝑋1, ...,𝑋𝑛 and the empirical measure 𝑃 𝑌

𝑛 of 𝑌1, ..., 𝑌𝑛 is the
same for all permutations 𝜏 of set {1, ..., 𝑛}.

Proof. Let 𝑖 ∈ {1,… , 𝑛} be fixed. For a given finite collection of functions 𝑓1, 𝑓2, ..., 𝑓𝑚 ∈  and
a permutation 𝜏, the conditional joint distribution of (𝑓1(𝑋𝑖), 𝑌𝜏(𝑖)), ..., (𝑓𝑚(𝑋𝑖), 𝑌𝜏(𝑖)) given
𝑃𝑋
𝑛 and 𝑃 𝑌

𝑛 is the same as the joint distribution of

(𝑓1(𝑋𝑖), 𝑌𝑖), ..., (𝑓𝑚(𝑋𝑖), 𝑌𝑖), (5.3)
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thanks to the assumption of independence of (𝑓 (𝑋 ))𝑓 ∈ and 𝑌 . Note that (5.3) is invariant
with respect to the permutations of 𝑌𝑖. This statement will also be true if extended to
a joint distribution of (5.2) thanks to Kolmogorov extension theorem ([106]), hence the
distribution of joint conditional distribution of (5.2) given 𝑃𝑋

𝑛 and 𝑃 𝑌
𝑛 is invariant with

respect to the permutation of 𝑌𝑖.

Before proposition 5.2.1 is translated into a result in terms of 𝑅2, we formally define
𝑅2. Consider 𝑛 realizations of (𝑋,𝑌 ) and denote them as (𝑥1, 𝑦1), ..., (𝑥𝑛, 𝑦𝑛). Let 𝐿 be a loss
function and ̂𝑓 be an empirical risk estimator in the sense that

̂𝑓 = argmin
𝑓 ∈

𝑛
∑
𝑖=1

𝐿(𝑓 (𝑥𝑖), 𝑦𝑖). (5.4)

Let ̂𝑓 (𝑥𝑖) denote the prediction of 𝑦𝑖 for 𝑖 = 1, ..., 𝑛. Then

𝑅2 = 1−
∑𝑖(𝑦𝑖− ̂𝑓 (𝑥𝑖))2

∑𝑖(𝑦𝑖− �̄�)2
, (5.5)

where �̄� is the mean of the 𝑦𝑖. This definition of 𝑅2 is the natural one if the loss function 𝐿
in equation (5.4) is chosen to be the squared error loss. In the context of 𝑅2, proposition
5.2.1 implies the following result.

Proposition 5.2.2. Let (𝑋1, 𝑌1), ..., (𝑋𝑛, 𝑌𝑛) be an i.i.d. sample of (𝑋,𝑌 ). Assume that 𝑌 is
independent of (𝑓 (𝑋 ))𝑓 ∈ . Fix a permutation 𝜏 of {1, ..., 𝑛} and a loss function 𝐿 defining
an empirical risk estimator as in (5.4). Then, conditionally on the empirical measure 𝑃𝑋

𝑛 of
𝑋1, ...,𝑋𝑛 and the empirical measure 𝑃 𝑌

𝑛 of 𝑌1, ..., 𝑌𝑛, the distribution of 𝑅2 calculated based on
data {(𝑋𝑖, 𝑌𝜏(𝑖))} using the aforementioned emprirical risk estimator does not depend on 𝜏.

Proof. Proposition 5.2.1 implies that the conditional distribution of

(

𝑛
∑
𝑖=1

(𝑌𝜏(𝑖)− 𝑓 (𝑋𝑖))2,
𝑛
∑
𝑖=1

𝐿(𝑓 (𝑋𝑖), 𝑌𝜏(𝑖)))
𝑓 ∈

(5.6)

given 𝑃𝑋
𝑛 and 𝑃 𝑌

𝑛 is the same for all permutations 𝜏 of set {1, ..., 𝑛}. This is a two-dimensional
empirical process indexed by class of functions  . Plugging in the argmin of the second
component into the first component still gives a distribution that does not depend on 𝜏.
Hence, combining the definition (5.4) of ̂𝑓 and (5.5) of 𝑅2, we conclude that for each per-
mutation 𝜏, 𝑅2 calculated for {(𝑋𝑖, 𝑌𝜏(𝑖))} is sampled from the same distribution conditioned
on 𝑃𝑋

𝑛 and 𝑃 𝑌
𝑛 .

This allows us to consider 𝑅2 as a viable choice for the test statistic. Under the null
hypothesis, the 𝑅2 as calculated for (𝑥𝑖, 𝑦𝑖) is sampled from the same distribution as the 𝑅2

calculated for (𝑥𝑖, 𝑦𝜏(𝑖)) for some permutation 𝜏. The test itself is based on permutations
of the pairings (𝑥𝑖, 𝑦𝑖). We reject 𝐻0 only if the observed 𝑅2 is much larger than "most" of
the 𝑅2 obtained via random permutations. Essentially we compare the observed 𝑅2 to the
distribution of 𝑅2 under 𝐻0 given specific realizations of 𝑋 and 𝑌 , but not their pairings. It
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is notable that 𝑅2 can also be replaced by some other statistic, as long as it can be calculated
using the sample {(𝑓 (𝑥𝑖), 𝑦𝑖)}𝑖. Proposition 5.2.1 permits other statistics to be used instead
of 𝑅2. Taking 𝑅2 as the test statistic is equivalent to taking empirical risk with respect to
quadratic loss as the test statistic. In that sense, the other tests can also be constructed by
considering empirical risks with respect to other losses, e.g. absolute loss or Huber loss.

If the class of functions  contains the constant functions and the predictors are
optimized with respect to the quadratic loss, then 𝑅2 calculated for a given  is always
non-negative. This is true, since given set of observations {𝑦𝑖}𝑖=1,...,𝑁 , we can always choose

𝑓 (𝑋 )≡ 1
𝑁

𝑁
∑
𝑖=1

𝑦𝑖 which yields 𝑅2 = 0. Note that including the constants in  , does not disturb

the independence of 𝑌 and (𝑓 (𝑋 ))𝑓 ∈ , since 𝑌 is always independent of a set of constant
random variables. While 𝑅2 is always non-negative in linear regression models (if the
intercept is included), that is not the case for instance in the setting of neural nets.

Given a chosen 𝛼 level∗, the precise implementation of the test is as follows:

1. given original pairings of (𝑥𝑖, 𝑦𝑖), calculate the 𝑅2 of class of functions  , which we
will denote as 𝑟20 ,∗∗

2. find the distribution of 𝑅2 under the null hypothesis conditionally on observed 𝑥𝑖
and 𝑦(𝑖) for 𝑖 = 1, ..., 𝑛 (approximated by the empirical distribution function of 𝑅2

values based on a uniform sample of permutations of original pairings (𝑥𝑖, 𝑦𝑖); for
each sample {(𝑥𝑖, 𝑦𝜏(𝑖)) ∶ 1 ≤ 𝑖 ≤ 𝑛}, where 𝜏 is a permutation, 𝑅2 is calculated; notably,
the model is refit for each permuted sample),

3. if 𝑟20 > 𝑞1−𝛼 , where 𝑞1−𝛼 is the 1−𝛼 quantile of the empirical distribution of 𝑅2 values,
then we reject the null hypothesis, otherwise we do not reject it.

Any tuning parameters used in point (1) and (2) are not adjusted for each permutation.
This implementation assumes that 𝑅2 is the statistic of choice, but it can be adapted to
suit other statistics as well. The reason we prioritize 𝑅2 is primarily because of its benefits
in terms of interpretability and ease of use. It is also important to note that in practice,
determining the distribution of 𝑅2 under the null hypothesis will not be exact in most cases.
To obtain the exact distribution we need to run through 𝑛! permutations. Even for 𝑛 > 10
the computational cost of such an operation is prohibitively expensive and sampling from
the true distribution is more reasonable.

𝑅2 is bounded by 1 from above for any model. The proximity of 𝑅2 values calculated
from the permuted data or original 𝑅2 values to 1 or to each other can provide insight
into goodness of fit of a model. The closer the values of 𝑅2 for the permuted data to 1,
the greater the capability of the model to fit to the noise. Close proximity of 𝑞1−𝛼 to 𝑟20
in case of 𝑟20 > 𝑞1−𝛼 and 𝑟20 small implies that the model’s predictive ability may not be
satisfactory even though the null hypothesis is rejected by the test. The test is widely
applicable, because of its general form and easily adaptable to different types of models. It
also provides an interesting commentary on the predictive abilities of a chosen model. In
the event that the quantile 𝑞1−𝛼 for one model, 1, significantly exceeds the same quantile
for another model, 2, we conclude that 1 is either overfitting, indicating a need for
∗default 𝛼 = 0.05
∗∗The specific method of prediction of 𝑌𝑖 is stated in 5.4.
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Figure 5.1: Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The model considered
here is a 3-layered neural net. The sample size is 10. The red line denotes the observed 𝑅2 for the true pairings of
𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2 (approximation using 200
permutations).

reduction of the set of independent variables or model simplification, or is better able to
extract meaningful information from unrelated data.

We close this section with a continuation of the example from section 5.2.1. Let 𝑋1,𝑋2
be independent standard normal variables and 𝑌 = 𝑋 2

1 +𝑋 2
2 + 𝜖, where 𝜖 ∼ (0,0.01). We

consider a neural net as a model of choice to predict 𝑌 using 𝑋1 and 𝑋2. A random sample
of size 10 is drawn. We conduct the permutation test. As seen in figure 5.1, the test rejects
the null hypothesis. However, in the case of 2 out of 200 permutations the model achieves
higher 𝑅2 than in the case of the original pairings. Even though the model is capable to
capture the relationship between 𝑋1, 𝑋2 and 𝑌 , there are permutations of the vector of
responses that can lead to a better performance of the model.

5.3 Application
5.3.1 Simulation study
We apply our permutation test in multiple scenarios. This section will specifically focus on
simulated datasets to assess the test’s performance on datasets with varying dependence
levels between 𝑋 and 𝑌 and two different class of functions  . An empirical example will
be considered in section 5.3.2. In all scenarios we consider the 𝑅2-based test.

Two different models will be used to fit the data throughout this section. One of them
is a linear regression model, which models the relationship between a random vector 𝑋
and a random variable 𝑌 in a linear manner: 𝑌 = 𝛽 ⋅𝑋 + 𝜖. The parameter vector 𝛽 will
always be estimated using the least squares method. Regardless of the length of vector
𝑋 , the class of functions associated with this model will be referred to as LR. The other
model we consider is a neural net. A neural net is a collection of neurons arranged into
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layers, with neurons from different layers connected to each other. Typically, a neural net
consists of an input layer, multiple hidden layers and an output layer. The estimation of
neural nets’ parameters, the weights associated with neurons and edges between them,
is done by feeding multiple training sets of inputs and outputs into the net. Weights are
adjusted each time based on a predefined cost function. Class of functions associated with
neural nets will be referred to as NN with the number of neurons on each layer specified
as a 𝑘-tuple, where 𝑘 refers to the number of layers, e.g. NN(30,30,30) is a neural net with
3 hidden layers, each of which contains 30 neurons.

In the first two examples, we will compare the permutation test to two existing methods:
Spearman’s rank correlation coefficient (also referred to as Spearman’s 𝜌) and Kendall rank
correlation coefficient (also referred to as Kendall’s 𝜏). Both are statistics used to measure
the rank correlation between two variables and both can be used as test statistics in a test
for independence of two variables. Since, our examples have more than one explanatory
variable, multiple statistics will be given. It is worth noting that both statistics are not
applicable when there is no natural ordering in the data, e.g. in the case of functional data
when datapoints are functions.

Let 𝑋1,𝑋2 ∼ (0,1) and 𝑌 ∼ 𝑈 ([0,1]) be independent random variables. We consider
two models and two classes of functions associated with them: LR and NN(30,30,30)
and a sample of size 100. In both cases the null hypothesis is not rejected, see fig. 5.2a
and 5.3a. We also consider 1000 repetitions of the experiment in the same setup to see
the behavior of the test on a larger number of examples. As seen in fig. 5.2b and 5.3b, the
null hypothesis is rejected in most repetitions for both models, namely 4.7% for the linear
model and 4.5% for the neural net. This shows that the rejection of the null hypothesis can
still happen even in case of independence. Most importantly, the rejection rate is close to
the confidence level 𝛼 = 5%. Spearman’s 𝜌 test rejects the null hypothesis of independence
of 𝑋1 and 𝑌 in 5.2% of all cases and rejects the independence of 𝑋2 and 𝑌 in 5% of all cases.
Kendall’s 𝜏 test rejects the null hypothesis of independence of 𝑋1 and 𝑌 in 5.2% of all cases
and rejects the independence of 𝑋2 and 𝑌 in 5.3% of all cases. For both of these tests, the
rejection rate is also close to the confidence level.

Now, let 𝑋1 ∼ (1,1),𝑋2 ∼ (0,1) be independent and 𝑌 = log |𝑋1|+𝑋 2
2 + 𝜖, where

𝜖 ∼ (0,1) is the noise. Consider a sample of size 100. For both LR and NN(30,30,30),
the permutation test rejects the null hypothesis, since the values of 𝑅2 for the original
pairings are much higher than for any of the permuted pairings. For the behavior of the test
in a single example see fig. 5.4a and 5.5a. In this case the neural net outperforms the linear
model significantly, thanks to its complexity. Fig. 5.4b and 5.5b show that the rejection
rate in this case is quite high when repeating the experiment 1000 times, close to 95% for
the linear model and 94% for the neural net. This particular example illustrates the test’s
applicability in the case of a functional relation between predictors and responses. The
model is not just fitting the noise, there is some relation between predictors and responses.
It might not be captured well using a linear regression model, but the model is still able
to capture more than pure noise. Spearman’s 𝜌 test and Kendall’s 𝜏 test have also been
performed in this example, but they show a slight difference from what we see in the case
of the permutation test. Spearman’s 𝜌 test rejects the null hypothesis of independence
of 𝑋1 and 𝑌 in 99.6% of all cases and rejects the independence of 𝑋2 and 𝑌 in 9.5% of all
cases. Similarly, Kendall’s 𝜏 test rejects the null hypothesis of independence of 𝑋1 and 𝑌
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(a) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The model considered here is linear regression
with the class of functions LR . The sample size is 100. The red line denotes the observed 𝑅2 for the true pairings of 𝑋 and 𝑌 , the
green line denotes the 95%-quantile of the empirical distribution of 𝑅2 (approximation using 200 permutations).

(b) Scatterplot of the 𝑅2 values for the original pairings against the 95% quantiles of the empirical distribution of 𝑅2 . The orange
line shows the identity function.

Figure 5.2: Results of the permutation test for LR with data generated in a following manner 𝑋1,𝑋2 ∼ (0,1)
and 𝑌 ∼ 𝑈 ([0,1]).
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(a) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The model considered here is a 3-layered neural
net with the class of functions NN(30,30,30). The sample size is 100. The red line denotes the observed 𝑅2 for the true pairings
of 𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2 (approximation using 200 permutations).

(b) Scatterplot of the 𝑅2 values for the original pairings against the 95% quantiles of the empirical distribution of 𝑅2 . The orange
line shows the identity function.

Figure 5.3: Results of the permutation test for NN(30,30,30) with data generated in a following manner 𝑋1,𝑋2 ∼
 (0,1) and 𝑌 ∼ 𝑈 ([0,1]).
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in 99.7% of all cases and rejects the independence of 𝑋2 and 𝑌 in 11.7% of all cases. This
shows that the relationship between 𝑋1 and 𝑌 is easier to capture than the relationship
between 𝑋2 and 𝑌 , and with high probability the test will indicate that 𝑋1 and 𝑌 are not
independent. The relationship between 𝑋2 and 𝑌 is not as easy to capture using Kendall’s
𝜏 or Spearman’s 𝜌, which is to be expected due to the application of a nonlinear function
with a minimum at the mean of 𝑋2 when defining 𝑌 .

For the remaining scenarios in this section, we consider only the linear regression
model with the class of functions LR. We inspect the influence of changing the distribution
slightly in the test in order to ensure the statistical analysis using the test is reliable and
accurate. For 𝑎 ∈ℝ let 𝑋1 ∼ (𝑎,1),𝑋2 ∼ (0,0.1) be independent and 𝑌 = log |𝑋1|+𝑋 2

2 +𝜖,
where 𝜖 ∼ (0,0.1) is the noise. Consider a sample of size 100. Note that the variance of
𝑋2 has been decreased in comparison to the previous example. Only for values of 𝑎 close
to 0, the null hypothesis is not rejected (fig. 5.6a). This makes sense, since the logarithm
changes most rapidly close to 0 and for those arguments it is difficult to fit a linear function
which describes this relationship well. This pattern is the same with average rejection rate
of 𝐻0 when repeating the experiment 100 times for each value of 𝑎, see fig. 5.6b. For values
of 𝑎 greater than 0.6, the 𝐻0 is almost never rejected. When the variance of 𝑋2 increases
to 0.5, the null hypothesis is no longer rejected for some values of 𝑎 larger than 5 (fig.
5.7). This particular case shows the influence of available information on rejecting the null
hypothesis. The less informative predictors are the more likely it is not to reject the null
hypothesis; we can see that as the parameter 𝑎 increases, the log |𝑋1| becomes flatter slowly
losing its predictive value. Meanwhile, the influence of 𝑋 2

2 on the value of 𝑌 increases and
given that the model can only predict linearly in 𝑋2, the power of the test decreases.

Fig. 5.8 and 5.9 show explicitly the influence of the sample size on the test’s capability to
reject 𝐻0 for the linear regression model with the class of functions LR. In the case when
𝐻0 is true (fig. 5.8), the null hypothesis is rejected at a rate of 2-8% on average regardless
of the sample size.† In the case when 𝐻0 is false (fig. 5.9), specifically with 𝑌 = log(𝑋 )+ 𝜖
for 𝜖 ∼ (0,1), the null hypothesis is rejected much less for smaller sample sizes and the
rejection rate increases as the sample size increases reaching close to 95% at sample size
300. We can conclude that the power of our test increases until the sample size of around
300, at which point the type II error is particularly low. Meanwhile, the rejection of a true
null hypothesis is rare, even for the smallest of sample sizes.

Using the bivariate normal distribution with varying correlation, we can empirically
detect the point at which the test rejects 𝐻0 for the linear regression model with the class
of functions LR as the variables become more and more dependent. Let 0 ≤ 𝜌 ≤ 1 and
𝑋,𝑌 ∼ 𝑁 (𝜇,Σ), such that

𝜇 = [
0
0] ,Σ = [

1 𝜌
𝜌 1] .

Fig. 5.10 shows that as the correlation reaches 0.3, the test starts to reject 𝐻0 almost always
in case of sample size 𝑛 = 100.‡ We conclude that for sample size 𝑛 = 100, the dependence
is only detectable reliably by the test when the correlation between variables is greater
than 0.3. This particular example shows that for a given sample size a certain threshold of

†Again the figure is showing the error rate for Pitman’s test as a function of sample size.
‡Note that this figure is showing the error rate for Pitman’s test as a function of sample size [107, 108].
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(a) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The model considered here is linear regression
with the class of functions LR . The sample size is 100. The red line denotes the observed 𝑅2 for the true pairings of 𝑋 and 𝑌 , the
green line denotes the 95%-quantile of the empirical distribution of 𝑅2 (approximation using 200 permutations).

(b) Scatterplot of the 𝑅2 values for the original pairings against the 95% quantiles of the empirical distribution of 𝑅2 . The orange
line shows the identity function.

Figure 5.4: Results of the permutation test for LR with data generated in a following manner 𝑋1 ∼ (1,1),𝑋2 ∼
 (0,1) and 𝑌 = log |𝑋1 |+𝑋 2

2 + 𝜖, where 𝜖 ∼ (0,1).
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(a) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The model considered here is a 3-layered neural
net with the class of functions NN(30,30,30). The sample size is 100. The red line denotes the observed 𝑅2 for the true pairings
of 𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2 (approximation using 200 permutations).

(b) Scatterplot of the 𝑅2 values for the original pairings against the 95% quantiles of the empirical distribution of 𝑅2 . The orange
line shows the identity function.

Figure 5.5: Results of the permutation test for NN(30,30,30) with data generated in a following manner 𝑋1 ∼
 (1,1),𝑋2 ∼ (0,1) and 𝑌 = log |𝑋1 |+𝑋 2

2 + 𝜖, where 𝜖 ∼ (0,1).
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(a) The plot shows the results of performing the permutation test for linear regression model with the class of functions LR . The
sample size is 100. The blue dots show the observed 𝑅2 and the orange dots show the 95% quantile of the empirical distribution of
generated 𝑅2 (approximation using 200 permutations). The test has been performed for values of 𝑎 ranging between 0 and 10.

(b) Average rejection rate of 𝐻0 with parameter 𝑎 varying from 0 to 1. For each 𝑎 100 repetitions were made.

Figure 5.6: Results of the permutation test for LR with data generated in a following manner 𝑋1 ∼ (𝑎,1),𝑋2 ∼
 (0,0.1) and 𝑌 = log |𝑋1 |+𝑋 2

2 + 𝜖, where 𝜖 ∼ (0,0.1).
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(a) The plot shows the results of performing the permutation test for linear regression model with the class of functions LR . The
sample size is 100. The blue dots show the observed 𝑅2 and the orange dots show the 95% quantile of the empirical distribution of
generated 𝑅2 (approximation using 200 permutations). The test has been performed for values of 𝑎 ranging between 0 and 10.

(b) Average rejection rate of 𝐻0 with parameter 𝑎 varying from 0 to 10. For each 𝑎 100 repetitions were made.

Figure 5.7: Results of the permutation test for LR with data generated in a following manner 𝑋1 ∼ (𝑎,1),𝑋2 ∼
 (0,0.5) and 𝑌 = log |𝑋1 |+𝑋 2

2 + 𝜖, where 𝜖 ∼ (0,0.1).
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(a) The plot shows the results of performing the permutation test for linear regression model with the class of functions LR .
The blue dots show the observed 𝑅2 and the orange dots show the 95% quantile of the empirical distribution of generated 𝑅2

(approximation using 200 permutations). The test has been performed for sample sizes ranging between 10 and 1000.

(b) Average rejection rate of 𝐻0 with sample size varying from 10 to 1000. For each sample size 100 repetitions were made.

Figure 5.8: Results of the permutation test for LR with data generated in a following manner 𝑋,𝑌 ∼ 𝑁 (𝜇,Σ),

𝜇 = [
0
0] and 𝜎 = [

1 0
0 1].



5

92 Testing for no effect in regression problems

(a) The plot shows the results of performing the permutation test for linear regression model with the class of functions LR .
The blue dots show the observed 𝑅2 and the orange dots show the 95% quantile of the empirical distribution of generated 𝑅2

(approximation using 200 permutations). The test has been performed for sample sizes ranging between 10 and 300.

(b) Average rejection rate of 𝐻0 with sample size varying from 10 to 300. For each sample size 100 repetitions were made.

Figure 5.9: Results of the permutation test for LR with data generated in a following manner 𝑋 ∼ (5,1) and
𝑌 = log |𝑋 |+ 𝜖, where 𝜖 ∼ (0,1).



5.3 Application

5

93

correlation exists at which the test starts to reject the null hypothesis. As the correlation
increases the rejection becomes more and more likely for a given sample size.

Lastly, we present a comparison of our permutation test with a permutation test
found in [104]. This is also a test for no effect, but specifically in the linear regression
model. Its formulation requires a sample of 𝑛 i.i.d. observations {(𝑋1, 𝑌1),… , (𝑋𝑛, 𝑌𝑛)} from
a bivariate variable (𝑋,𝑌 ). We assume that the variables are linked by a linear regression
𝔼(𝑌 |𝑋 = 𝑥) = 𝛼+𝛽 ⋅𝑥 , where 𝛼,𝛽 ∈ ℝ. The null hypothesis considered for this test is 𝛽 = 0,
under the assumption that responses 𝑌𝑖 can be permuted with respect to covariate 𝑋 . The
test statistic is 𝑇 ∗𝛽 = ∑𝑖𝑋𝑖𝑌𝑖 and the permutation of 𝑌𝑖 is used when approximating the
distribution of the test statistic under 𝐻0. We refer to this test as the permutation test
for linear regression after the naming convention in [104]. Note that in practice the only
difference between our approaches is the choice of test statistic. In their case, the choice of
the test statistic is driven by the null hypothesis. In our test, the test statistic can be chosen
freely as long as it can be calculated using the sample {(𝑓 (𝑥𝑖), 𝑦𝑖)}𝑖, which technically means
we could use 𝑇 ∗𝛽 as the test statistic. In that sense, we can view our test as the generalization
of the test for linear regression.

We continue using bivariate normal variables 𝑋 and 𝑌 . We compare the average
rejection rate of 𝐻0 for both tests with parameter 𝜌 varying from 0 to 1. Fig. 5.11 shows
the comparison between the tests. For sample size 𝑛 = 100, the permutation test for linear
regression detects the dependence for a slightly smaller 𝜌 than our permutation test, but
both reach the rejection rate of 1 at 𝜌 ≈ 0.4. We conclude that a context-specific test statistic,
in this case 𝑇 ∗𝛽 , outperforms more general statistic. At the same time, our test can use 𝑇 ∗𝛽 as
the test statistic.

5.3.2 Tennis serve dataset
This section concerns an application of the permutation test to a tennis serve dataset.
Seven professional athletes wearing inertial measurement units (IMUs) performed tennis
serves. Each athlete followed a protocol of first and second serves. Sensors were placed
on 4 body parts: lower and upper arms, trunk and pelvis as can be seen in fig. 5.12. Each
IMU contained a triaxial accelerometer and triaxial gyroscope. The data consists of 7
uninterrupted time series of 24-dimensional data (4 body parts × 2 types of sensors × 3
axes). The dataset is further described in the Master thesis ([2]).

Additionally, a dataset containing personal characteristics of the players and perfor-
mance characteristics of each serve has been included. The personal characteristics are the
sex, age, height and weight of the players. The performance characteristics are the ball
velocity, an indication of whether the ball went in or out and the velocity-accuracy index
(VA index). The VA index for a single serve was introduced and motivated by [109] and is
defined as follows:

VA index = (ball velocity (kph))2
100

×
achieved points

9
, (5.7)

where achieved points refer to the number of points assigned to a serve based on its
closeness to a target area on the court (see fig. 5.13). The number of points assigned to a
serve is based on a new Serve Tennis Test (STT) adapted from [109]. Originally, the point
system was devised based on the ellipses in the serve box where aces were hit in male tennis
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(a) The plot shows the results of performing the permutation test for linear regression model with the class of functions LR . The
sample size is 100. The blue dots show the observed 𝑅2 and the orange dots show the 95% quantile of the empirical distribution of
generated 𝑅2 (approximation using 200 permutations). The test has been performed for values of correlation 𝜌 ranging between 0
and 1.

(b) Average rejection rate of 𝐻0 with parameter 𝜌 varying from 0 to 1. For each 𝜌 100 repetitions were made.

Figure 5.10: Results of the permutation test for LR with data generated in a following manner 𝑋,𝑌 ∼ 𝑁 (𝜇,Σ),

𝜇 = [
0
0] and Σ = [

1 𝜌
𝜌 1].
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Figure 5.11: Average rejection rate of 𝐻0 with parameter 𝜌 varying from 0 to 1. For each 𝜌 100 repetitions were
made. Two different tests were considered. Blue line was generated using 𝑅2 as the test statistic, while the orange
line was generated using 𝑇 ∗𝛽 as the test statistic.

Figure 5.12: Segment model of right-handed player and racquet (back view, frontal plane).
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matches during the Australian Open ([110]). However, the system has been improved upon
since then. The points are discrete. Nine points are given for hitting the center of the
target area. Six and three points are assigned for areas further from the center. One point
is assigned for a ball much further from the target area, but still a valid ball, while zero
points are given to a serve which did go out. Each participant performed approximately 48
serves. In total, 29.6% of serves were faults (and as a result had a VA-index 0).

Figure 5.13: Target areas for the tennis serve. The scenario considered here is a serve in the wide direction. The
points given on each target area correspond to the number of accuracy points needed to calculate the VA index of
the serve.

We will use the tennis serve dataset in order to demonstrate an application of the
permutation test to real life data. We will focus on the prediction of ball speed and VA-
index prediction. The functional predictors have been transformed into vectors, using a
Fourier basis representation, in order to be able to use the linear regression model with the
class of functions LR and the neural net with the class of functions NN(300,300,300). The
choice to use Fourier coefficients as predictors was the most natural way of incorporating
information from the time series. First, a prediction of ball speed was considered. The
permutation test rejected the null hypothesis in cases of both models as seen in fig. 5.14a
and 5.14b. The test rejects the null hypothesis for both models, although higher values of
𝑅2 achieved by the neural net for the original pairings suggest greater capabilities of that
model to detect the dependence.

In the case of prediction of the VA-index as defined in (5.7), the permutation test did not
reject the null hypothesis for the linear regression model with the class of functions LR as
well as for the neural net model with the class of functions NN(300,300,300). Fig. 5.15a
shows results for the linear regression model and fig. 5.15b shows results for the neural
net. The values of 𝑅2 are quite low for both models and for many permutations of 𝑦-values
the generated 𝑅2 is much higher than the observed 𝑅2 for the true pairings. These results
convince us that a good prediction using the linear regression model or the neural net
model is not possible at the moment. The issue may lie with the current size of the dataset
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(a) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The sample size is 46. The red line denotes
the observed 𝑅2 for the true pairings of 𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2

(approximation using 200 permutations).

(b) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The sample size is 46. The red line denotes
the observed 𝑅2 for the true pairings of 𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2

(approximation using 200 permutations).

Figure 5.14: Results of the permutation test for the ball speed prediction using LR and NN(300,300,300).
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or the number of serves per player or simply because the relation as can be described
by the neural net is not strong. The fact that the number of Fourier coefficients used in
this prediction was increased to achieve more favourable 𝑅2 for the original pairings of
(𝑥𝑖, 𝑦𝑖) (at least in the case of the deep learning model), shows how complex this task is
and additional information is needed in the data to increase the 𝑅2.

(a) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The sample size is 34. The red line denotes
the observed 𝑅2 for the true pairings of 𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2

(approximation using 200 permutations).

(b) Histogram of the distribution of generated 𝑅2 using permutation of 𝑦 values. The sample size is 34. The red line denotes
the observed 𝑅2 for the true pairings of 𝑋 and 𝑌 , the green line denotes the 95%-quantile of the empirical distribution of 𝑅2

(approximation using 200 permutations).

Figure 5.15: Results of the permutation test for the VA index prediction using LR and NN(300,300,300).
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5.4 Conclusion and discussion
This paper concerns the theoretical foundations and the application of the permutation
approach for testing whether a model can capture dependence structure between predictors
and responses. The test is a tool to determine whether a model is able to fit the data better
than pure noise. We are mostly interested whether 𝑋 has any effect on 𝑌 and we pursue
that interest with the help of a chosen, fixed model. The null hypothesis is formulated in
terms of independence of 𝑌 and (𝑓 (𝑋 ))𝑓 ∈ and in this form cannot be found in previous
literature. Proposition 5.2.1 allows us to consider the test as a permutation test formally and
proposition 5.2.2 allows us to consider 𝑅2 as a test statistic. This approach is data-centered
and the results of the test depend on just one model without the need to directly compare
between different models. We also do not require sample splitting thus the test can rely
on the power of the whole sample size, which can be vital in datasets of smaller size. Our
findings are supported through an application to the tennis serve dataset. In this case,
it gave evidence that a seemingly well-fitting model is not necessarily trustworthy. The
prediction is either not possible with the given sensor data and model or a larger sample
size is needed to predict the VA-index more accurately.
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6
Conclusion

Sports are changing rapidly thanks to technology, which revolutionizes the way in which
the sports are played and watched. In tennis, the Hawkeye system has reduced the number
of errors made by the umpires. In football, the introduction of the goal-line technology
ensures fair judgment on the position of the ball with respect to the goal line. More than
that, athletes use technological advancements in order to train better and avoid major
injuries.

The main focus of this thesis was to utilize sensor technology to extract meaningful
insights from sensor data in football and tennis. New methods and procedures inspired
by problems arising during the investigation have been introduced when necessary. The
procedures used and methods developed for this project had to serve a very specific
purpose in the application. In many ways, this thesis would not have been possible if not
for collaborations within the Citius Altius Sanius (CAS) program. The CAS program itself
aimed to use sensor technology to address two specific problems: injury prevention and
performance improvement. Developments accomplished within this thesis relied on the
data provided by other parties within CAS and the funds provided by the sponsors of CAS.

Twomain goals have been set out to be accomplished within this thesis. First, to provide
an accurate and state-of-the-art football activity recognition model. Second, to predict two
tennis serve performance metrics, namely ball speed and the VA index using the sensor
data. The goal of delivering an activity recognition model in football has been accomplished
and the results can be found in chapter 2. Chapters 3 and 4 present developments made
while developing activity recognition models that are relevant to the topic and can be
extended to other sports as well. The results of predicting the serve performance metrics in
tennis can be seen in chapter 5, where a permutation test has been developed to determine
the capability of our model to predict the performance metrics. The following paragraphs
provide short summaries of each of the main results of this thesis.

Deep learningmodels were used to accurately recognize football-specific activities based
on sensor measurements. Multiple neural network architectures have been considered and
tested. Most of them consisted in some combination of different types of convolutional
layers and recurrent layers. Many of the models were capable of achieving high accuracies
and faster evaluation times compared to the traditional machine learning algorithms. The
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proposed methodology demonstrates the potential for widespread application in other
sports and activities as well.

A novel post-processing scheme was developed to improve the prediction of football
activity recognition models, particularly in the presence of unrealistically short or misclas-
sified activities. The method significantly enhanced the performance of classifiers, offering
a practical solution for refining activity recognition outcomes in real-life scenarios. Not
unlike the deep learning models, the post-processing scheme may be used for a variety of
human activity recognition tasks. Additionally, novel quality measures were introduced to
allow greater customization and the integration of domain knowledge. The measures were
specifically designed for use with predictive models in activity recognition problems.

The prototype wearable sensor trousers used for collection of sensor data cover both the
upper as well as the lower legs of the athletes. This is not typical for the professional football
players. For the sake of their comfort, and additionally due to cost issues, a shorter version
of the sensor trousers that covers only the upper legs can be produced instead. It is very
important to consider the impact of the missing sensor data on predictive models. Given
the existence of the large dataset produced using longer trousers, it is worth considering
leveraging those data to produce a model to impute the missing sensor data using only
the upper legs sensors. We considered the data of only one player. There are various
approaches for handling missing data. We consider methods that utilize the functional
nature of the sensor data. Using functional PCA scores and functional regression models led
to promising results in recovery of the missing sensor signals. These methods showcased
the feasibility of maintaining predictive model performance despite the removal of sensors
from the dataset.

To predict the tennis serve performance metrics using sensor data, we considered two
models: a linear regression model and a deep learning model. The results of predicting
ball speed were satisfactory, but the prediction of the velocity-accuracy index (VA index)
proved more challenging. A permutation test was considered to evaluate the models
performance. The test has shown that the models we have considered were not able to
capture the dependence structures between predictors and responses in this particular
case. This data-driven approach highlighted the importance of robust model evaluation,
particularly in scenarios where traditional performance metric like 𝑅2 may be misleading.
A contribution was also provided with regards to the permutation tests: a new formulation
of the null hypothesis. The new null hypothesis has been defined in terms of independence
and its relation to the permutation test has also been proved in the thesis.

Moving forward, there are several options for future research and applications based
on the findings of this thesis:

• Continued refinement of deep learning architectures and functional data analysis
techniques to enhance the accuracy and robustness of predictive models for activity
recognition and prediction of various metrics related to the performance of the
athlete, such as the VA index in tennis.

• Use of the activity recognition model in other sports and generic activities unrelated
to sports are possible due to adaptability of the model and the methods developed
in this thesis. For this to be possible a labeled dataset needs to be provided, since
the deep learning model requires this input for training. Additionally, the methods
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developed here were specifically tailored to sensor data and might not work as well
with different types of data.

• Further investigation into the impact of removing certain sensors from the trousers,
especially on previously unseen data, produced using different training drills or mock
matches and produced by different players.

• Direct comparison of the effect of using sensor data versus video recordings on the
accuracy of the activity recognition model.

• Application of the activity recognition model for data collected using smartphones
and other sensors that are more widely available.

Lastly, it is worth addressing the issue of injury prevention, as it is one of the two
main problems which CAS aimed to solve. The problem of activity recognition, extensively
considered in this thesis, does not directly translate into solutions for injury prevention.
Injury data is difficult to obtain, since it would require an extensive collection process.
Additionally, injuries occur infrequently, so even a large case study may not yield a large
amount of injury data. This necessitates the exploration of alternative methods for pre-
venting injuries. One way would be to combine the player feedback with the activity
recognition methods and recognize strenuous exercises. By collecting questionnaires filled
out by athletes, one could gauge the level of intensity of the exercise. This would still
require setting a personalized threshold for high injury risk activities. Alternatively, injury
data can be collected directly from the medical records to identify patterns and risk factors.
This can be further supported by data from physiotherapy, where data of the recovering
athletes can serve as a proxy for data about real injuries. Another approach would be to
calculate the load on specific muscles using sensors. This is a more autonomous approach
that does not require subjective feedback from the athlete and allows for determining the
intensity of the exercise.

To conclude, this thesis applied machine learning techniques and statistical theory at
large to sensor data within the context of sports. Developments presented here range from
purely applied projects, as seen in chapters 2 and 4 to a mix of application and theory, as
seen in chapters 3 and 5. Two main problems were addressed in this thesis: the activity
recognition in football and the prediction of serve performance metrics in tennis. Some
additional methods were also proposed, such as the post-processing scheme or the novel
quality measures for activity recognition problems. The methods are not constrained to
the applications considered here and can be considered for other data sources or sports.
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