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Summary

Ducted Wind Turbines (DWTs) are one of the many concepts that have been
proposed to improve the energy extraction from wind in comparison to bare wind
turbines. In reviewing the DWT studies, investigations based on the combined use
of theoretical, computational, and experimental techniques have been presented.
Although indicated in these studies that the power output of wind turbines can be
significantly increased by using surrounding ducts, the factors influencing this
power increase, like the duct shape, augmentation add-on’s and yawed inflow
conditions, need further investigation. These topics have been addressed in this
doctoral thesis.

The study presents a computational investigation of DWTs, employing
two-dimensional and three-dimensional CFD simulations. To this intent, solutions
obtained using panel, RANS, URANS and LB-VLES methods are shown. For
reliable solution accuracy, verification and validation assessments are performed
when possible. Through parametric investigation, it is found that the aerodynamic
performance of the DWT can be improved by increasing the duct cross-section
camber and a correct choice of turbine thrust force coefficient, whilst maintaining
the same duct-exit-area ratio. The aerodynamic performance improvement for a
DWT directly corresponds to the dimensionless duct thrust force coefficient. Flow
analysis showed that flow separation when detected inside of the duct, reduces
the duct thrust force coefficient and ultimately the aerodynamic performance of
the DWT model.

In an effort to further improve on the aerodynamic performance of the DWT,
the effect of multi-element ducts and Gurney flap on the existing DWT models
are investigated. The aerodynamic performance improvement with multi-element
ducts strongly depends on the installation settings of the secondary duct element
with respect to the primary DWT geometry. On the other hand, a Gurney flap
retrofitted at the trailing edge of the duct improves the aerodynamic performance
of the DWT model by delaying inner duct wall flow separation, thus increasing the
mass flow rate at the turbine.

Finally, the effects of yawed inflow condition on the aerodynamic and
aeroacoustic performance of DWT models are studied in detail. The analysis
showed that DWTs can demonstrate yaw insensitivity up to a specific yaw angle.
The yaw insensitivity for the DWT model, however, strongly depends on the
aerodynamic mutual interaction between the duct and turbine, which changes
with the duct geometry, turbine configuration and yaw angle. While assessing the
aeroacoustic performance of the DWT models, it is found that the DWT model

xiii
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with highly cambered duct cross-section generates higher broadband noise levels,
which results from the turbulent flow structures convecting along the surface of
the duct.



Samenvatting

Een ommantelde windturbine (DWT) is één van de vele concepten met het doel
de energie extractie uit de wind te vergroten ten opzichte van traditionele
windturbines. In DWT studies worden combinaties van theoretische, numerieke
en experimentele onderzoekstechnieken toegepast. Deze studies laten zien dat
het geleverde vermogen van windturbines significant kan toenemen door het
gebruik van een ringvormige mantel rond de rotor. Desondanks is er behoefte aan
onderzoek naar de factoren die invloed hebben op deze toename zoals de vorm
van de mantel, de diverse technieken gebruikt om vermogensvergroting te
bevorderen en scheve instroomcondities. Deze factoren worden behandeld in dit
proefschrift.

De studie omvat uitgebreid numeriek onderzoek naar DWT’s, bestaande uit
tweedimensionale en driedimensionale CFD simulaties. Door middel van
panelencodes en RANS, URANS en LB-VLES simulaties zijn diverse resultaten
verkregen. De nauwkeurigheid van deze voorspellingen zijn, waar mogelijk,
geverifieerd en gevalideerd. Door middel van een parameterstudie is aangetoond
dat de aerodynamische prestaties van de DWT verder verbeterd kunnen worden
als de welving van het dwarsprofiel van de mantel wordt vergroot in combinatie
met een correct gekozen stuwkrachtcoëfficiënt van de windturbine rotor. En dat
bij gelijkblijvende uitlaatoppervlakte van de mantel. De verbetering van de
aerodynamische prestatie van een DWT heeft een direct verband met de
dimensieloze stuwkrachtcoëfficiënt van de turbine. Een uitgebreide
stromingsanalyse toonde aan dat, wanneer stromingsloslating plaatsvindt binnen
in de mantel, de stuwkrachtcoëfficiënt van de mantel reduceert en daarmee ook
de aerodynamische prestatie van het onderzochte DWT model.

In een poging om de aerodynamische prestatie van de DWT nog verder te
verbeteren, zijn de effecten onderzocht van een dwarsprofiel dat uit meerdere
elementen bestaat, en het aanbrengen en het effect van een Gurney flap op de
bestaande DWT modellen. De aerodynamische prestatie met multi-element
profielen hangt sterk af van de positionering van het secundaire element ten
opzichte van de primaire DWT geometrie. Een Gurney flap gepositioneerd aan de
achterrand van de mantel kanaal daarentegen verbetert de aerodynamische
prestaties van het DWT model door het uitstellen van de stromingsloslating langs
de binnenste wand van de mantel. Dit resulteert in een toename van de
massastroom in de turbine.

Ten slotte zijn de effecten van asymmetrische instroomcondities op de
aerodynamische en aero-acoustische prestatie en DWT modellen in detail

xv
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bestudeerd. De analyse van deze resultaten wijst er op dat DWT’s ongevoelig zijn
voor scheve aanstroming tot een specifieke scheefstandshoek. De ongevoeligheid
voor scheefstand van DWT modellen hangt sterk af van de aerodynamische
interactie tussen de mantel en de turbine, welke op zijn beurt afhangt van de
mantelgeometrie, de turbineconfiguratie en de scheefstandshoek. Tijdens de
beoordeling van de aero-acoustische prestaties van de DWT modellen is naar
voren gekomen dat het DWT model een zeer gewelfde doorsnede van de mantel
meer breedbandige ruis genereert, als gevolg van de turbulente
stromingsstructuren die langs de oppervlakte van het kanaal stromen.
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If you can’t explain it simply;
you don’t understand it well enough.

Albert Einstein

The global energy transition to renewable sources for electricity production
is rising, and wind energy is a major force accommodating this transition

[Barthelmie and Pryor, 2014]. The global wind power capacity quadrupled in less
than a decade, reaching 597 Gigawatt by the end of 2018 compared to 120
Gigawatt in 2008 [Dupont et al., 2018]. During this period, the global weighted
average capacity factor1 increased from around 25% to 29% for onshore wind
turbines and from 35% to 42% for offshore wind turbines [Dupont et al., 2018].
These accomplishments result from continuous innovation of wind turbine
technology, support policies and the drive to address climate change.

The European Union (EU) is motivated to reduce greenhouse gas emissions to
80–95% below 1990 levels by 2050 [Fontaine et al., 2016]. To meet EU 2050 energy
targets, exploitation of the full potential of wind energy is needed, not only offshore,
but also onshore. A possible solution to increase the energy produced onshore is to
use small wind turbines2 that can be located close to urban environments [Fogaing
et al., 2019]. Integration of wind turbines into urban environments is challenging.
These challenges include but not limited3 to the following: lower wind speed, non-
uniform inflow and larger turbulent4 fluctuations compared to the open fields. The
lower wind speed and non-uniform inflow are due to the presence of buildings, trees
and other surface discontinuities. The larger turbulent fluctuations result from wind
interacting with the buildings and other obstacles. To address these challenges,
design improvements of small wind turbines with respect to the existing technology
is required.

A possible technological solution to extract wind energy in urban areas is
represented by Ducted Wind Turbines (DWTs). DWTs are constituted of a turbine
and a duct (also named as diffuser or shroud); the role of the latter is to increase

1 As per the International Renewable Energy Agency (IRENA), the global weighted average capacity
factor for wind turbines is the ratio of generated electrical energy output over a given period to the
rated peak electrical energy output over that period.
2There are different definitions of small wind turbines, but the international small wind turbine design
standard IEC 61400-2 defines them as wind turbines with a rotor-swept area less than 200 square
metres
3not limited is the term used to indicate other factors like technology integration, planning processes
and economics.
4In fluid dynamics, turbulence or turbulent flow is fluid motion characterized by chaotic changes in
pressure and flow velocity.
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the flow rate through the turbine relative to a bare wind turbine5 operating in the
open atmosphere, thereby increasing the generated power [van Bussel, 2007].
This raised the current research questions:

Does the concept of DWT in fact increase the power output, and if so, by how
much; what geometric form should it take; and finally, how will DWT perform
under yawed inflow condition?

This thesis aims to answer these questions using a Computational Fluid
Dynamics (CFD) approach. In this chapter, the motivation behind this thesis and
the contents of the chapters that follow are presented. Moreover, this chapter is
also intended to provide the reader a run-through of the development of the DWT
concept from the very beginning.

1.1. Historical development of DWT
The first in-depth analysis of the DWT concept was performed by Lilley and Rainbird
[1956] using one dimensional momentum6 and vortex7 theories. Their analysis
suggested that a DWT can gain 65% more power output with respect to a bare
wind turbine with the same diameter. They showed that, for a DWT, the gain in the
power output is due to the increase in the axial velocity across the turbine and the
reduction of turbine tip-losses.

Later, Kogan and Nissim [1962], Kogan and Seginer [1963], and Igra [1976,
1977, 1981], using one dimensional momentum theory and series of experiments,
with the actuator disc (AD)8 models to represent the turbine, concluded that the
augmentation factor, which is the ratio of the power output for a DWT to that of a
bare wind turbine, is dependent on the generated thrust, duct exit-area-ratio
(ratio of duct exit to duct nozzle) and the duct’s static pressure recovery. They
were the first to report that sub atmospheric pressure at the duct exit plane
affects DWTs aerodynamic performance. In the second phase, a compact version
of the initial duct was investigated. In order to increase the duct exit-area-ratio,
three ring-shaped flaps were placed at the duct exit. With this setup, the overall
length-to-diameter was nearly halved whilst maintaining the augmentation factor
of approximately 2.8. The third phase witnessed a complete change in the duct
and the flap geometry; the cross-section profiles were derived from NACA airfoils.
Igra found that the addition of a airfoil-shaped flap improves the DWTs
aerodynamic performance by 25% compared to a single duct configuration.

Following Igra’s work, Gilbert and Foreman [1983] from Grumman Aerospace
Corporation addressed the key issue for DWTs success: the cost reduction of the
duct. The goal of the research was to reduce the size of the duct, thereby reducing
5In this thesis, bare wind turbine will refer to a horizontal axis wind turbine without a surrounding duct.
6In wind aerodynamics, momentum theory is a mathematical model to predict the performance of a
wind turbine using conservation laws of fluid mechanics under some simplifying assumptions.
7Vortex method (for wind turbines) is a discrete representation of the wind vorticity field, which is built
on the theory of ideal (potential) flow; it neglects the viscous effects.
8AD model represents a permeable disc that mimics the pressure drop across the wind turbine. AD
models are typically used in the first stage design analysis of wind turbine models.
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the manufacturing cost, whilst maintaining its performance. Grumman researchers
identified the use of boundary layer9 control technique to manufacture compact
ducts with a large exit-area-ratio. With this technique, flow separation delay is
achieved by re-energizing the boundary layer flow along the inner walls of the
duct, thus improving the overall performance. The optimal design for the baseline
geometry was determined through a parametric study of exit-area-ratio, number
of boundary layer slots, their position, size and geometry, as well as center-body
configuration [Foreman and Gilbert, 1984]. The performance benefits, however,
did not match the high costs incurred in the implementation of the flow control
technology.

In the 1990s, Vortec, a company from New Zealand, attempted to commercialize
a DWT design [Phillips et al., 1999]. The design was studied using wind tunnel
experiments and CFD simulations. The project was abandoned when their seven
meter prototype did not perform as well as expected. The Vortec turbine design
required heavy support structures to withstand the high turbulent flow in storm
conditions. Additionally, the power predicted during wind tunnel experiments and
by the CFD simulations was significantly higher than that reached in the field test
[Phillips et al., 2008]. The over-prediction during the wind tunnel experiments
was attributed to a very high blockage correction factor10 used, while for the the
CFD results, the discrepancy was attributed to the flow separation occurring inside
the duct that was not captured computationally through the use of the chosen
turbulence model.

Literature on DWT was sparse until 2000s when Hansen et al. [2000] studied the
DWTs performance with a CFD-based method. They proved that the augmentation
factor for a DWT is in fact proportional to the increased mass flow through the
turbine, and not with the cube of the increased turbine plane velocity. There are
more than one explanation why this occurs. The first explanation is that the duct
forces an expansion of flow downstream of the turbine beyond what is attainable for
a bare wind turbine. This provides a reduced pressure downstream of the turbine,
thereby increasing the total mass flow through the turbine. A second explanation,
as argued by de Vries [1979], is that if the sectional lift force of the duct is directed
towards the turbine plane, then the associated circulation (see Figure 1.1) of the
duct induces an increased mass flow through the turbine.

van Bussel [2007] developed an axial momentum theory (AMT) for DWT
analogous with the AMT for bare wind turbines. He compared the results of his
theory with the CFD predictions by Hansen et al. [2000], and also provided an
extensive review and comparison with the experimental data available from Igra
[1981], Gilbert and Foreman [1983], Phillips et al. [1999]. The conclusions of van
Bussel were that the amount of energy extraction for a DWT is identical to that
of a bare wind turbine, and a significant power augmentation for a DWT can be
obtained with a strong reduction of the static pressure at the duct exit. Based on a

9In fluid mechanics, boundary layer refers to the layer of fluid in the immediate vicinity of a bounding
surface where the effects of viscosity are significant.
10The blockage correction factor is the ratio of the frontal area of the experimental model to the cross
section of the wind tunnel nozzle outlet.
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Figure 1.1: Schematic of mass flow augmentation through the DWT model. The bound circulation from
the turbine blades and the duct surface is denoted by ጁ.

similar approach, the model presented by Jamieson [2009] calculates an ideal zero-
thrust induction factor at the turbine plane of an empty duct. He concluded that
the amount of energy extraction for a DWT is linearly proportional to this induction
factor. The models by van Bussel and Jamieson provide a useful extension of the
standard AD theory to the ducted case, but do not take into account the the viscous
effects.

During the last decade, there is a renewed interest in the DWT research using
CFD-based methods. Widnall [2009] proposed a potential-flow vortex method to
analyse the incompressible flow field past a DWT. This method assumes a uniform
change in the static and stagnation pressure across the AD under the influence of
an axisymmetric duct represented using vortex panels. Afterwards, Bontempo and
Manna [2013] developed a semi-analytical method to evaluate the performance
of the DWT for a prescribed turbine load distribution and duct geometry. Unlike
the potential-flow vortex method proposed by Widnall [2009], the semi-analytical
method by Bontempo and Manna [2013] takes into account the wake11 rotation
and divergence. Due to the inviscid nature of the solutions, the methods can only
handle ducts of general shapes without high camber and thickness distribution.
In order to highlight the viscous effects on the DWT performance, Aranake et al.
[2015] performed a three dimensional CFD analysis of a DWT configuration using
Unsteady Reynolds Average Navier-Stokes (URANS) equations. They detected the
unsteady flow behavior by looking at the vortex shedding on the inside of the duct
and concluded that the flow separation is non-optimal for the overall DWT efficiency.

In reviewing research on DWTs to date, we may conclude that ducts can
improve the power production of wind turbines in an unbounded flow. This is well
established. Not disregarding the developments in the theoretical [Khamlaj and
Rumpfkeil, 2018] and the experimental studies [Abe et al., 2005, Toshimitsu et al.,
2008, Tang et al., 2018], CFD-based methods [Abe and Ohya, 2004, Grant et al.,
2008, Wang and Chen, 2008, Chaudhari et al., 2013, Bontempo et al., 2014, Jafari
and Kosasih, 2014, Roshan et al., 2015] clearly appears to be the most employed
approach to analyse the performance of DWTs. The advances in CFD are closely
related to the improvements in computer hardware; in particular, the storage and
execution speed. In most of the mentioned literature, simulations were performed

11Wake is the region of fluid that arises downstream of a wind turbine, where the wind speed is reduced.



1.1. Historical development of DWT

1

7

by representing the turbine by a simplified AD model with an imposed pressure
jump. Due to the complex aerodynamic interactions between the duct and the
turbine, it is necessary to include aspects such as non-uniform blade loading,
wake swirling and unsteady flow fluctuations for realizing the full potential
benefits of the DWT concept in practice [van Bussel, 2015].

Since DWTs are installed in urban areas, they are subject to non-uniform
flows caused by the presence of buildings or other surface discontinuities. Igra
[1981] studied experimentally the effects of yaw on the aerodynamic performance
of DWTs. Eight geometries were investigated using the duct-AD approach. The
eight configurations differed in the duct exit-area-ratio. It was found that when
the duct exit-area-ratio was less than 4.5, little or no difference in the power
output was measured up to a yaw angle of ± 30° while any further increase in
yaw resulted in power reduction. On the other hand, when the duct exit-area-ratio
ratio was higher than 4.5, the generated power decreased even for small yaw
angles. Igra explained that the yaw insensitivity, for the low duct exit-area-ratio
configurations, is due to the lift force increase by the annular duct cross-section.
The author did not provide any further explanation to clarify the physics behind
performance drop for large duct exit-area-ratio. Later, researchers from Grumman
Aerospace tested a bare wind turbine and two DWT models (named as Baseline
DAWT and DAWT 45) varying the yaw angle up to 40° with increments of 10°
[Gilbert and Foreman, 1983]. Both the Baseline DAWT and DAWT 45 models
showed a negligible change in the power up to a yaw angle of 30°, and a drastic
reduction in power at yaw angle of 40°. Surprisingly, the bare rotor also
demonstrated no dependence on the yaw angle up to 30°. They stated that this
was due to the long center-body configuration, similar in all the three designs,
that helped channeling the incoming flow towards the upwind turbine blade and
at the same time shielding the downwind turbine blade, thus offering an
insensitivity to yaw. However, in a follow up paper [Foreman and Gilbert, 1983]
they stated that these yaw tests were inconclusive whether the yaw insensitivity
was due to the center-body effect or the duct geometry itself. More recently,
Phillips et al. [2008] combined experimental and numerical analysis to study DWTs
under yawed flow. They concluded that the power increase for a DWT in yawed
flow can only be achieved with a slotted duct design, with the added mass flow of
air through the slot increasing the boundary layer flow control and preventing flow
separation over the suction side (inner surface) of the duct under severe yaw
misalignment. The above literature, due to the contrasting nature of the
conclusions, lacks clarity on the aerodynamics of DWTs in yawed flow, and
particularly on the effect of the duct geometry on the aerodynamic performances.
For this reason, the aerodynamic performance of DWTs in yawed inflow condition
must be characterized.

In comparison to the aerodynamic studies on DWTs, literature on DWT
aeroacoustics was sparse until recent times when the researchers from TU Delft
published a series of studies on DWTs aeroacoustic performance using CFD-based
methods and experiments [Anselmi, 2017, Avallone et al., 2020, Küçükosman,
2019]. DWT installations in urban areas are also subject to noise regulations laid
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by the local authorities. Having said that, there is a strong need to characterize
the aeroacoustic performance of DWT depending on its geometrical parameters
and operating conditions. This thesis work aims to make a contribution to this.

1.2. Scope of the current study
The current investigation will make use of CFD-based methods for the aerodynamic
and aeroacoustics analysis of DWTs, while addressing the three main objectives.

Firstly, the aerodynamic flow-field around a DWT is highly sensitive to the
geometric variation of the duct shape and the rotor configuration. Ducts with
different geometric features have been used for the DWT models investigated up
till now [Igra, 1977, Gilbert and Foreman, 1983, Abe and Ohya, 2004, Jafari and
Kosasih, 2014, Kanya and Visser, 2018]. A detailed characterization of the
aerodynamic flow-field based on the duct geometry and rotor configuration is
missing in the literature. Through parametric investigations, the effects of the
thickness and the camber of the duct cross-section, and the rotor loading on the
aerodynamic performance of DWT will be studied in detail.

The second objective relates to the improvement of the aerodynamic
performance of an existing DWT model using flow control techniques. This is
studied to a very limited extent in the past [Igra, 1977, Gilbert and Foreman,
1983, Abe and Ohya, 2004]. The process can be achieved by re-energizing the
flow outside the duct in order to increase the mass flow through the turbine. To
this aim, the effects of multi-element ducts and Gurney flap on the aerodynamic
performance of an existing DWT models will be investigated.

Finally, having attained a significant advancement in the DWT design, the
question remains as to what are the effects of yawed inflow condition on DWTs
aerodynamic performance. To this aim, unsteady simulations for the selected
DWT models will be performed in two-dimensional and at full spatial scale.
Moreover, the effects of yawed inflow condition on DWTs aeroacoustic
performance will be studied.

1.3. Thesis outline
In this thesis, the work is divided into four core chapters that can, in one way or
another, be read independently. Nevertheless, they are part of a bigger storyline,
illustrated in Figure 1.2.

Chapter 2 is essential to develop a theoretical basis for understanding the DWT
concept. Furthermore, the mathematical description of the numerical methods used
is reported in this chapter. The effects of the duct cross-section geometry and the
value of turbine loading on the aerodynamic performance of DWTs are discussed in
chapter 3. Chapter 4 explores the augmentation techniques, more specifically multi-
element ducts and Gurney flap, to further improve on the aerodynamic performance
of the existing DWT models. Chapter 5 studies the aerodynamic and aeroacoustic
performance of DWT models in yawed inflow condition. Finally, the most important
findings and recommendations for future research are summarized in chapter 6.
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2
Numerical methodology

2.1 Aerodynamics of DWT 13
Flow past a bare wind turbine 13
Flow past a DWT 15

2.2 Computational fluid dynamics 20
Governing equations of fluid dynamics 20
Vortex panel method 23
RANS and URANS methods 26
LB-VLES method 31

11





2.1. Aerodynamics of DWT

2

13

The science of today
is the technology of tomorrow.

Edward Teller

The existing works in the context of DWTs was drawn in chapter 1. Based
on the reviewed literature, the aerodynamic performance of DWT is dependent

upon its geometric parameters, flow characteristics and operating conditions. To
ensure that this thesis is approachable for readers from various scientific
backgrounds, a theoretical basis to model the flow past a DWT is presented. This
chapter is divided into two main sections. The equations governing the
aerodynamic performance of the DWT are presented in section 2.1. Then, section
2.2 provides the mathematical description of the CFD-based methods before
delving into the applications presented in chapters 3, 4 and 5.

2.1. Aerodynamics of DWT
Inspired by the seminal work of Betz [1920], the discussion starts with the flow past
a bare wind turbine, following which, mathematical expressions for the flow past
a DWT are reported. In addition to this, the mathematical expressions, including
the effects of yawed inflow condition and the thrust augmenting devices, affecting
DWTs aerodynamic performance, are presented.

2.1.1. Flow past a bare wind turbine
Based on the classical actuator disc (AD) theory by Rankine [1865] and Froude
[1889], the flow past a bare wind turbine is represented substituting the rotor with
an AD of infinitesimal width. Assuming uniform incompressible flow in steady-state
conditions, it is possible to calculate the thrust and power extracted by the AD.
Figure 2.1 shows a stream-tube model1 constructed around the AD, along with
the free-stream velocity 𝑈ጼ and the velocity in the wake 𝑈ፖ. As the AD extracts
momentum and energy from the wind, the wind speed inside the stream-tube slows
down. Consequently, the stream-tube expands in the wake region in order to satisfy
mass conservation. The AD exerts a static pressure jump Δ𝑝ፀፃ across the AD
surface area 𝑆ፀፃ to produce a uniform2 thrust force 𝑇ፀፃ. Then, the non-dimensional
thrust force coefficient is:

1The stream-tube model for AD analysis assumes a control volume in which the boundaries are the
surface walls of a stream tube, and two cross-sections upstream and downstream of the AD.
2The assumption of uniform thrust force distribution across the AD radial plane is employed; the
assumption is simplified and typically used in the first stage of design analysis of wind turbine models.
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Figure 2.1: Schematic of flow around an actuator disc model using stream-tube showing pressure,
velocity and thrust force at different locations.

𝐶ፓፀፃ =
𝑇ፀፃ

ኻ
ኼ𝜌𝑈

ኼጼ𝑆ፀፃ
=
∫
ፒᐸᐻ

−Δ𝑝ፀፃ𝑑𝑆ፀፃ
ኻ
ኼ𝜌𝑈

ኼጼ
, (2.1)

where 𝜌 is the fluid density at standard sea-level conditions. Negative value of static
pressure jump, Δ𝑝ፀፃ, indicates that the energy is extracted (wind turbine mode)3.

Applying Bernoulli’s theorem4 across the stream-tube volume leads to:

{
𝑝ጼ +

ኻ
ኼ𝜌𝑈

ኼ
ጼ = 𝑝 + ኻ

ኼ𝜌𝑈
ኼ
ፀፃ

(𝑝 − Δ𝑝ፀፃ) +
ኻ
ኼ𝜌𝑈

ኼ
ፀፃ = 𝑝ፖ +

ኻ
ኼ𝜌𝑈

ኼ
ፖ

, (2.2)

where 𝑝 and 𝑝 − Δ𝑝ፀፃ are the static pressure upstream and downstream stations
of the AD, respectively. Δ𝑝ፀፃ is the pressure drop across the actuator disk. In
equation 2.2, the subscript ∞ is adopted for pressure and velocities evaluated in
the free-stream region far upstream from the AD, while subscript 𝑊 is adopted for
pressure and velocities evaluated in the wake region far downstream from the AD.
The sum of the above expressions return:

− Δ𝑝ፀፃ =
1
2𝜌𝑈

ኼ
ጼ(1 −

𝑈ኼፖ
𝑈ኼጼ

). (2.3)

3The AD model is also employed to model the flow past a propeller, then the static pressure jump ጂ፩ is
positive.
4Bernoulli’s theorem states that, in incompressible state, fluids have to speed up when they reach a
narrow constricted section in order to maintain a constant volume flow rate.
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Rewriting equation 2.1 making use of equation 2.3, the thrust force coefficient
for the bare AD reads:

𝐶ፓፀፃ = 1 − (
𝑈ፖ
𝑈ጼ

)
ኼ

. (2.4)

Although the assumption of uniform thrust force distribution 𝑇ፀፃ along the AD
surface is employed, the free-stream velocity at the AD plane cannot be regarded
as radially uniform [Bontempo and Manna, 2013]. In order to account for the non-
uniform flow along the AD surface, the mean AD velocity is defined by integrating
the differential terms for the local axial velocity 𝑈፱ in the streamwise direction along
the AD radial plane:

𝑈ፀፃ =
1
𝑆ፀፃ

∫
ፒᐸᐻ

𝑈፱𝑑𝑆. (2.5)

Then, the power coefficient for the bare AD, represented by subscript 𝑜, is given
by:

𝐶ፏᑠ =
𝑃፨

ኻ
ኼ𝜌𝑈

ኽጼ𝑆ፀፃ
= 𝑈ፀፃ
𝑈ጼ

𝐶ፓፀፃ . (2.6)

The power coefficient is a dimensionless measure of the efficiency of a bare wind
turbine in extracting the energy content in a wind stream. Betz, Lanchester and
Joukowsky established a theoretical maximum efficiency for a bare wind turbine
equal to ኻዀ

ኼ዁ , corresponding to the the Betz-Lanchester-Joukowsky optimal AD

thrust force coefficient of ዂዃ [van Kuik, 2007].

2.1.2. Flow past a DWT
A similar approach can be taken to represent the flow past a DWT using the same
assumptions of an AD. The difference, however, is that the AD is surrounded by
an airfoil cross-section4 duct as shown in Figure 2.2. As a result of the duct cross-
section, the stream-tube model changes from tubular shape (as in Figure 2.1) to an
hourglass shape. In presence of duct, additional thrust force exerted by the duct
on the flow, or vice-versa5, appears. Then, the total thrust force 𝑇 is the vectorial
sum of the AD thrust force 𝑇ፀፃ, and of the axial thrust force exerted by the duct
𝑇ፃ, written as:

𝑇 = 𝑇ፀፃ + 𝑇ፃ . (2.7)
4Based on the DWT literature , ducts can vary in cross-section. However, for the scope of the current
study, airfoil cross-section ducts are investigated.
5Unless stated otherwise, force exerted by the flow on the duct.
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Figure 2.2: Schematic of flow around an duct-actuator disc model using stream-tube.

The total thrust force coefficient is then defined as:

𝐶ፓ = 𝐶ፓፀፃ + 𝐶ፓፃ , (2.8)

where 𝐶ፓፃ =
ፓᐻ

Ꮃ
Ꮄ᎞ፔ

Ꮄᐴፒᐸᐻ
6. To highlight the relative contribution of the duct thrust

force 𝑇ፃ and the AD thrust force 𝑇ፀፃ on to the total thrust force 𝑇, a dimensionless
thrust factor 𝜏 is introduced:

𝜏 = 𝑇ፃ
𝑇ፀፃ

= 𝐶ፓፃ
𝐶ፓፀፃ

, (2.9)

so that the total thrust force coefficient in equation 2.8 can be written as:

𝐶ፓ = (1 + 𝜏)𝐶ፓፀፃ . (2.10)

Alternatively, from the momentum theory [Froude, 1889], the total thrust 𝑇 can
be expressed as:

𝑇 = 𝑇ፀፃ + 𝑇ፃ = �̇�(𝑈ጼ − 𝑈ፖ) ⟹ 𝐶ፓ = 𝐶ፓፀፃ + 𝐶ፓፃ = 2
𝑈ፀፃ
𝑈ጼ

(1 − 𝑈ፖ𝑈ጼ
), (2.11)

6Note that the duct thrust coefficient is normalized with the AD area to facilitate direct addition to the
AD thrust coefficient for calculating the total thrust coefficient.
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where �̇� = 𝜌𝑈ፀፃ𝑆ፀፃ is the mass flow processed, when calculated at the AD station.
Combining equations 2.4 and 2.11, the normalized velocity at the AD station for a
duct-AD configuration reads:

𝑈ፀፃ
𝑈ጼ

= 1
2(1 +

𝑈ፖ
𝑈ጼ

) + 𝐶ፓፃ

2(1 − ፔᑎ
ፔᐴ
)
. (2.12)

The normalized velocity, as in equation 2.12, can be expressed as a function of
𝐶ፓፀፃ and 𝐶ፓፃ combining equations 2.4, 2.10 and 2.11:

𝑈ፀፃ
𝑈ጼ

= 1 + 𝜏
2 (1 + √1 − 𝐶ፓፀፃ) . (2.13)

With the help of equations 2.6 and 2.13, the power coefficient of the duct-AD
model considering 𝑆ፀፃ as the reference area can be written as:

𝐶ፏ =
1 + 𝜏
2 (1 + √1 − 𝐶ፓፀፃ) 𝐶ፓፀፃ . (2.14)

In equation 2.14, 𝐶ፏ indicates the power coefficient of the duct-AD model. The
above relation is also valid for a simple AD model setting 𝜏 = 0. Then, equation 2.6
can be alternatively expressed as:

𝐶ፏᑠ =
1
2 (1 + √1 − 𝐶ፓፀፃ) 𝐶ፓፀፃ . (2.15)

It is worth mentioning that some studies adopt a different definition for power
coefficient in which the reference area is taken at the duct exit section [van
Bussel, 2007]. As a result, the power coefficient obtained is smaller than the one
calculated using equation 2.14. So that, the difference in the power coefficients
can be expressed as:

𝐶ፏ
𝐶ፏ፞፱።፭

= 𝑆ፀፃ
𝑆፞፱።፭

. (2.16)

Equations 2.14 and 2.15 can be used to evaluate the contribution of the duct
through a power augmentation factor 𝑟 [Igra, 1976]:

𝑟 = 𝐶ፏ
𝐶ፏᑠ

= 1 + 𝜏 = 1 + 𝐶ፓፃ
𝐶ፓፀፃ

. (2.17)
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Figure 2.3: Schematic of flow around a duct-actuator disc model subject to yawed inflow condition.

Equation 2.17 states that 𝑟 for a duct-AD model is proportional to the ratio
between the duct thrust force coefficient 𝐶ፓፃ and the AD thrust force coefficient
𝐶ፓፀፃ. Thus, if 𝜏 > 0, then a higher power coefficient can be obtained for a DWT in
comparison to a bare wind turbine with the same turbine diameter.

The power coefficient expression for a DWT challenges the well-known Betz-
Lanchester-Joukowsky limit of ኻዀኼ዁ for maximum power coefficient obtainable for
bare wind turbine [van Bussel, 2007]. This should not appear like a surprising
result, since, the mass flow of air swallowed by a DWT is greater due to the
additional thrust force offered by the duct. Thus, in practice, if the duct thrust
force is positive, then a higher power coefficient can be obtained for a DWT in
comparison to a bare wind turbine with the same turbine diameter [Bontempo
et al., 2014]

The above relations can be extended to include the effects of yawed inflow
condition on the aerodynamic performance of a DWT. The effect of yaw angle 𝛼 on
the duct-AD stream-tube model is shown in Figure 2.3, where the flow convecting
downstream is skewed in the direction normal to 𝛼. In contrast to the bare AD,
which indicates a drop in 𝐶ፏᑠ as a function of 𝛼 [Glauert, 1926], 𝐶ፏ፲ፚ፰ for a duct-
AD model depends on the mutual interaction between the duct and the AD, an
interaction that changes the value of 𝜏 for different duct geometry, AD loading
and inflow condition. Here, the subscript 𝑦𝑎𝑤 has been adopted to indicate the
quantities for the duct-AD model evaluated under yawed inflow condition. If 𝐶ፓፀፃ
is assumed to be constant, recall from equation 2.14, then the following relations
for a duct-AD model in yawed inflow condition can be employed:
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Figure 2.4: Schematic of flow around a duct-actuator disc model with a Gurney flap attached to the
duct’s trailing edge.

𝐶ፏ፲ፚ፰ < 𝐶ፏ 𝑖𝑓 𝜏፲ፚ፰ < 𝜏,
𝐶ፏ፲ፚ፰ > 𝐶ፏ 𝑖𝑓 𝜏፲ፚ፰ > 𝜏.

(2.18)

Unlike bare wind turbines, DWTs can offer reduced sensitivity to yaw as a result of
the channelling effect created by the duct. Igra [1981] and Gilbert and Foreman
[1983] noted little or no variation in the DWTs aerodynamic performance for yaw
angles up to ±15° and ±10°, respectively.

The axial thrust force of the duct 𝑇ፃ, and ultimately the value of 𝜏, can be
increased further with the application of thrust augmenting devices8. In Figure 2.4,
the thrust augmenting device is represented by a gurney flap located at the duct
exit. The addition of gurney flap increases the duct downwind force for the existing
duct-AD model. Then, the total thrust force, as in equation 2.7, can be re-written
as:

𝑇 = 𝑇ፀፃ + 𝑇ፃ + 𝑇ፚ፮፠ = 𝑇ፀፃ + 𝑇ፃ∗, (2.19)

where 𝑇ፚ፮፠ is the thrust force produced by the thrust augmenting device (here it
is the gurney flap) and 𝑇ፃ∗ is the resultant thrust force exerted by the duct
supplemented with thrust augmenting device. In the above equation, and the

8Thrust augmenting devices refer, but not limited to gurney flaps, multi-element ducts, flange and vortex
generators.
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equations to follow, superscript ∗ is adopted to group together the quantities
evaluated for the duct and the thrust augmenting device, so that they could be
treated as a unit. Having said that, the thrust factor 𝜏 in equation 2.9 becomes:

𝜏∗ = 𝑇ፃ∗
𝑇ፀፃ

= 𝐶ፓ∗ፃ
𝐶ፓፀፃ

, (2.20)

The contribution of 𝜏∗ to the power coefficient is expressed by combining equations
2.14 and 2.20:

𝐶ፏ∗ =
1 + 𝜏∗
2 (1 + √1 − 𝐶ፓፀፃ) 𝐶ፓፀፃ . (2.21)

Then, the power augmentation factor 𝑟 is given by:

𝑟 = 𝐶ፏ∗
𝐶ፏᑠ

= 1 + 𝜏∗ = 1 + 𝐶ፓ∗ፃ
𝐶ፓፀፃ

. (2.22)

The power coefficient of an existing DWT model can be increased with the
combined use of duct and thrust augmenting device/devices. The power
augmentation factor, however, depends on the geometry and the placement
of the thrust augmenting device/devices with respect to the existing DWT
configuration.

2.2. Computational fluid dynamics
What is CFD? To answer this question, recall the fundamental principles of fluid
dynamics: mass, momentum and total energy are always conserved in a closed
system9. These fundamental principles can be written in terms of mathematical
equations, which in their most generic form are either integral equations or partial
differential equations. CFD is a technique of replacing the integrals or the partial
derivatives in these equations with discretized arithmetic forms, which are then
solved to obtain the macroscopic properties10 of fluid at discrete points in the flow-
field that are variable in time and/or space.

2.2.1. Governing equations of fluid dynamics
The governing equations of fluid dynamics expresses the conservation laws of mass,
momentum and energy in a continuum state11. There are two widely used models

9Basically, what comes in, must also go out somewhere else.
10for e.g. mass, pressure, time, velocity etc.
11modelling fluid in continuum state assumes control volume elements distributed within a finite region
of the flow. The fundamental principles of fluid dynamics are applied to the volume element as a
whole, and ignoring the changes occurring inside the control volume elements (see Figure 2.5).
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Figure 2.5: A visual representation of infinitesimal fluid element moving with the velocity ፔ in spatial and
temporal space. Under the continuum assumption, macroscopic flow variables are defined at volume
elements (bounding box) and are averaged values of the molecular dynamics.

to represent the conservation equations: the Euler model and the Navier-Stokes-
Fourier model.

For notational convenience in the equations to follow, it is imperative to explain
the physical meaning of total derivative ፃ

ፃ፭ and divergence operator ∇. Let’s suppose
that we have a generic fluid variable 𝜆(𝑥, 𝑦, 𝑧, 𝑡). From the total time derivative of
𝜆 in Cartesian coordinates, we have:

𝐷𝜆
𝐷𝑡 =

𝑑𝜆
𝑑𝑡 + 𝑢

𝑑𝜆
𝑑𝑥 + 𝑣

𝑑𝜆
𝑑𝑦 + 𝑤

𝑑𝜆
𝑑𝑧 =

𝑑𝜆
𝑑𝑡 + (∇ ⋅ 𝜆𝑈). (2.23)

ፃ᎘
ፃ፭ represents the time rate of change of 𝜆 following a moving fluid element (see

Figure 2.5) as it moves through a three dimensional space. ፝᎘፝፭ is the local derivative,
which measures the time rate of change of 𝜆 at a fixed point; while (∇ ⋅ 𝑈) is
the convective derivative, which is physically the time rate of change due to the
movement of the fluid element in a Cartesian space. The Cartesian coordinate
system, with axis lines 𝑥, 𝑦 and 𝑧, shown in Figure 2.5, is adopted throughout this
thesis.

The Euler model is named after a Swiss mathematician Leonhard Euler, who first
derived the mass, momentum and energy conservation equations [Anderson and
Wendt, 1995]:
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The Euler equations (Non-conservation form)

𝐷𝜌
𝐷𝑡 + 𝜌∇ ⋅ 𝑈 = 0, (2.24)

𝜌𝐷𝑈𝐷𝑡 = −∇𝑝 + 𝐹, (2.25)

𝜌𝐷𝑒𝐷𝑡 = −𝑝∇ ⋅ 𝑈, (2.26)

where 𝜌 = 𝜌(𝑥, 𝑦, 𝑧, 𝑡) is the fluid density, 𝑈 = 𝑈(𝑢, 𝑣, 𝑤, 𝑡) is the fluid velocity,
𝑝 = 𝑝(𝑥, 𝑦, 𝑧, 𝑡) is the pressure and 𝑒 = 𝑒(𝑥, 𝑦, 𝑧, 𝑡) is the internal energy variable in
three dimensional space (𝑥, 𝑦, 𝑧) and time 𝑡.

The continuity equation, as in equation 2.24, describes the time rate of change
of fluid density at a point and the net mass flux at that point.

The momentum equation, as in equation 2.25, describes the rate of change of
velocity under the influence external body force 𝐹 and pressure differences as it
moves through the fluid.

The energy equation, as in equation 2.26, describes how the internal energy
is either decreased by expansion (the fluid particle pushing on the surrounding
particles), or increased by compression (the surrounding particles pushing on the
fluid particle).

The equations of the Navier-Stokes-Fourier model are very similar to the
equations of the Euler model. The difference is the addition of the deviatoric
stress tensor 𝜏 to take into account the effects of internal friction (viscosity) and
heat flux in the fluid.

The Navier-Stokes-Fourier equations (Non-conservation form)

𝐷𝜌
𝐷𝑡 + 𝜌∇ ⋅ 𝑈 = 0, (2.27)

𝜌𝐷𝑈𝐷𝑡 = −∇𝑝 + ∇𝜏 + 𝐹, (2.28)

𝜌𝐷𝑒𝐷𝑡 = (−𝑝 + 𝜏)∇ ⋅ 𝑈 − ∇𝑞, (2.29)

In the momentum equation 2.28, the deviatoric stress tensor term 𝜏 represents
the friction between the different fluid elements moving with different velocities. 𝜏
also occurs in the energy equation 2.29, representing the energy increase due to
frictional heating. The heat flux 𝑞 represents the heat flow between the adjacent
fluid particles with different temperatures.

The deviatoric stress tensor 𝜏 for incompressible viscous fluid, which was first
determined by Stokes [1880], can be stated as:
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Figure 2.6: Two-dimensional panel method setup and the partition of control volumes for a duct-AD flow
model.

𝜏 = 𝜇(∇𝑈 + (∇𝑈)), (2.30)

and the heat flux is assumed to be given by Fourier’s law,

𝑞 = −𝜅∇𝑇. (2.31)

Equations 2.30 and 2.31 include the diagonal element of the tensor ∇𝑈, dynamic
shear viscosity 𝜇, fluid temperature 𝑇 and thermal conductivity 𝜅 (this is treated as
constant).

Many, if not most, problems in CFD reduce to solving the above equations with
appropriate boundary conditions, approximations and equations of state. The
physical origins of the numerical methods listed hereinafter assumes the
accurateness of the governing fluid dynamics equations, unless proved
otherwise12.

2.2.2. Vortex panel method
A two dimensional potential flow vortex panel method is used to model the steady,
incompressible and inviscid flow around a DWT following the deduction of de Vries
[1979]. A detailed description of the method is given by De Oliveira Andrade [2019].
The study setup is represented in Figure 2.6. The governing flow equations are the
steady incompressible variant13 of the Euler equations 2.24 and 2.25, given by14:

𝜌∇ ⋅ 𝑈 = 0, (2.32)

12 Navier–Stokes existence and smoothness solution is the subject of the Millennium Prize problem
13Incompressible flow returns the total derivative of density to zero
14The process is considered isothermal, and neglects the thermal effects, thus energy conservation
equation is not stated.
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𝜌𝐷𝑈𝐷𝑡 = −∇𝑝 + 𝐹. (2.33)

It consists of a free-stream with an AD representing the turbine, and a symmetric
pair of duct surfaces. The center-line is aligned with the free-stream direction 𝑥.
The AD surface exerts a uniform distribution of forces along the radial plane, while
duct surfaces can be represented as arbitrary, and potentially, disjoint shapes. The
AD exerts no azimuthal forces. The choice ensures the absence of wake swirl, so
that the static enthalpy ℎ in the wake region returns to free-stream values (ℎ = ℎጼ
= ℎፖ) as the distance to the AD and the duct locations grows down-stream.

The derivation of aerodynamic coefficients for the duct-AD model starts by
integrating the continuity equation (2.32) to obtain mass balance:

∫𝜌∇ ⋅ 𝑈𝑑Υጼዅፀፃ = �̇�ጼ − �̇�ፀፃ = 0
∫𝜌∇ ⋅ 𝑈𝑑Υፀፃዅፖ = �̇�ፀፃ − �̇�ፖ = 0 } ⇒ 𝜌𝑆ጼ𝑈ጼ = 𝜌𝑆ፀፃ𝑈ፀፃ = 𝜌𝑆ፖ𝑈ፖ ,

(2.34)

where Υጼዅፀፃ and Υፀፃዅፖ are the control volumes that partition the stream-tube.
The momentum balance is achieved by integrating the momentum equation

(2.33) in the free-stream direction 𝑒፱ over the control volume Υጼዅፖ = (Υጼዅፀፃ ∪
Υፀፃዅፖ):

∫(𝜌𝐷𝑈𝐷𝑡 ) ⋅ 𝑒፱𝑑Υጼዅፖ = −∫(𝜌∇ℎ) ⋅ 𝑒፱𝑑Υጼዅፖ +∫(𝐹) ⋅ 𝑒፱𝑑Υጼዅፖ . (2.35)

where pressure force is represented in terms of static enthalpy (ℎ = ፩
᎞ ). The total

derivative term is easily integrated into an algebraic expression:

∫(𝜌𝐷𝑈𝐷𝑡 ) ⋅ 𝑒፱𝑑Υጼዅፖ = 𝜌𝑆ፖ𝑈
ኼ
ፖ − 𝜌𝑆ጼ𝑈ኼጼ = 𝜌𝑆ፀፃ𝑈ፀፃ(𝑈ፖ − 𝑈ጼ), (2.36)

where 𝑆ጼ, 𝑆ፀፃ and 𝑆ፖ are used to define stream-tube areas at inlet, AD and outlet
respectively.

The external force term 𝐹 is integrated by denoting the AD loading density per
unit area as:

∫(𝐹) ⋅ 𝑒፱𝑑Υጼዅፖ = 𝑇ፀፃ = −𝑑𝑝 × 𝑆ፀፃ . (2.37)
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Figure 2.7: Panel distribution to approximate the duct shape for pressure force calculation.

The static enthalpy integral in equation 2.35 does not return a closed algebraic
expression. The expression is denoted by 𝑇ፃ and corresponds to the free-stream
component of total thrust force exerted by the duct surfaces. The simplification
is executed with a few algebraic steps. In essence, the duct surfaces are defined
using a distribution of vortex panels (see Figure 2.7) with the local slope tangential
to the duct surface such as to reproduce the desired duct cross-section shape15.
A uniform distribution of vorticity on the duct panels is assigned by assuming the
Kutta condition. The Kutta condition enforces the flow to leave the sharp trailing
edge of the duct smoothly. The sum of all pressure forces, acting in the normal
direction 𝑛ፚ on the duct panels, can be written as:

𝑇ፃ = ∯(𝜌∇ℎ) ⋅ 𝑒፱𝑑Υጼዅፖ = ∯(∇𝑝) ⋅ 𝑒፱𝑑Υጼዅፖ
= ∯(𝑝𝑛ፚ) ⋅ 𝑒፱𝑑Υጼዅፖ . (2.38)

Rewriting equation 2.35 using equations 2.36-2.38 transforms momentum
conservation into an expression describing the total thrust force 𝑇ፀፃ exerted by
the AD:

𝑇ፀፃ = 𝜌𝑆ፀፃ𝑈ፀፃ(𝑈ፖ − 𝑈ጼ) + 𝑇ፃ . (2.39)

Total AD thrust force can also be expressed in terms of energy conservation. This is
done by integrating Crocco’s equation [Greitzer et al., 2007] along the stream-tube:

𝑇ፀፃ =
1
2𝜌𝑆ፀፃ(𝑈

ኼ
ፖ − 𝑈ኼጼ) + 𝜌𝑆ፀፃ(ℎፖ − ℎጼ) =

1
2𝜌𝑆ፀፃ(𝑈

ኼ
ፖ − 𝑈ኼጼ). (2.40)

15A detailed description of the panel strength distribution involves several intermediate steps that were
deemed outside the scope of the current contribution. For a detailed description, the reader can refer
to De Oliveira Andrade [2019]
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Reworking equation 2.39 with equation 2.40 gives the average flow across the AD
surface:

𝑈ፀፃ =
1
2(𝑈ፖ + 𝑈ጼ) +

𝑇ፃ
𝜌𝑆ፀፃ(𝑈ፖ − 𝑈ጼ)

. (2.41)

The rate of energy transfer across the AD surface corresponds to the product of
mass flow �̇� with the total enthalpy jump (ℎፖ - ℎጼ), which is written from the
power perspective:

𝑃 = �̇�(ℎፖ − ℎጼ) =
1
2𝜌𝑆ፀፃ𝑈ፀፃ(𝑈

ኼ
ፖ − 𝑈ኼጼ). (2.42)

To highlight the relative contribution of the duct thrust force 𝑇ፃ, it is convenient to
recast equations 2.34-2.41 into dimensionless terms:

𝐶ፓፀፃ =
𝑇ፀፃ

ኻ
ኼ𝜌𝑆ፀፃ𝑈

ኼጼ
, 𝐶ፓፃ =

𝑇ፃ
ኻ
ኼ𝜌𝑆ፀፃ𝑈

ኼጼ
, 𝑈ፀፃ =

1
2(𝑈ፖ+1)+

1
2

1
𝑈ፖ − 1

𝐶ፓፃ . (2.43)

Power coefficient 𝐶ፏ for a duct-AD model is then expressed as:

𝐶ፏ =
𝑃

ኻ
ኼ𝜌𝑆ፀፃ𝑈

ኽጼ
= 𝑈ፀፃ(𝑈ኼፖ − 1) =

1
2(𝑈ፖ + 1)((𝑈

ኼ
ፖ − 1) + 𝐶ፓፃ). (2.44)

A typical converged panel method solution is obtained in roughly 0.05 hour on
a multi-core work-station desktop computer. Numerical predictions of 𝐶ፏ, as in
equation 2.14, are obtained for different values of 𝐶ፓፀፃ and 𝐶ፓፃ (different duct
cross-section shapes) by post-processing reconstructed velocity fields.

The vortex panel method represents a simplification of flow physics and does not
consider flow separation even for larger pressure gradients on the duct surfaces.
Due to the non-linear nature of solutions obtained, the panel method, in any case,
should be considered to obtain higher accuracy in comparison to the analytical
models used for the analysis of DWT. The vortex panel method is particularly
appealing for repeated analysis design arrangements due to its short execution
time.

2.2.3. RANS and URANS methods
A commercial CFD solver ANSYS Fluent is used for complete viscous solutions of
steady and unsteady incompressible flow around a DWT using a simplified duct-
AD model. The solver employs a finite-volume approach to solve the governing
equations for continuity (equation 2.27) and momentum (equation 2.28) based on
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the knowledge of flow turbulence16 to give approximate solutions to the Navier
Stokes equations. In this method, the computational domain is discretized into
mesh elements of control volumes using co-located mesh approach. To this aim,
ANSYS ICEM is used for the mesh generation. The governing flow equations in
their integral form for each mesh elements are reconstructed into set of algebraic
equations to determine flow variables like velocities, pressure, temperature and
conserved17 scalars. Linearization of the discrete set of equations is used to update
the values of dependent variables on the individual mesh elements; integrating
further yields the overall solution for the computational domain under consideration.

RANS and URANS equations
Reynolds [1895] introduced the Reynolds-averaged Navier-Stokes (RANS)
equations which rely on the time averaging concept. In order to transform the
Navier-Stokes equations (equations 2.28 and 2.29) into RANS equations, it is
assumed that a time varying quantity (for example velocity 𝑈) is split into two
parts, a mean component and a fluctuating component. The splitting operator is
generally termed as Reynolds decomposition. As an example, the Reynolds
decomposition of 𝑈 is:

𝑈(𝜒, 𝑡) = 𝑈 + 𝑈ᖣ(𝜒, 𝑡) (2.45)

where 𝜒 = (x,y,z) is the position vector. Applying the Reynolds decomposition to the
velocity and pressure followed by time-averaging (indicated by an over-bar) yields
the RANS equations for incompressible fluid:

RANS equations
𝜌∇ ⋅ 𝑈 = 0 (2.46)

𝜌𝐷𝑈𝐷𝑡 = ∇𝑝 + ∇𝜏 + 𝐹. (2.47)

The URANS are similar to RANS equations as in equation 2.47, except for the
local derivative ፝

፝፭ (recall from equation 2.23) is retained during computation. Then
the URANS equations are given by:

16As stated by G.I.Taylor: “Turbulence is an irregular motion which in general makes its appearance in
fluids, gaseous or liquid, when they flow past solid surfaces or even when neighboring streams of the
same fluid flow past or over one another.”

17A conserved scalar concept simplifies the flow field solution by treating the scalar values as constant
along each trajectory of the fluid system.
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URANS equations
𝜌∇ ⋅ 𝑈 = 0, (2.48)

𝜌𝐷⟨𝑈⟩𝐷𝑡 = ∇𝑝 + ∇𝜏 + 𝐹, (2.49)

where ⟨𝑈⟩ represents the time resolved mean velocity.
The left hand side of equations 2.47 and 2.49 represents the change in mean

momentum of fluid element due to the unsteadiness in the mean flow. This change
is balanced by the mean pressure field, mean viscous stresses and the mean body
force, generally referred to as Reynolds stress. This nonlinear Reynolds stress term
requires additional modelling to produce a closed system of equations, and has led
to the creation of many different turbulence models [Pope, 2001].

Second-order closure model
Second-order closure model refers to a class of RANS models for which the
second moments (Reynolds stress term) are modelled, usually as solutions to
partial differential equations. Detailed discussions on turbulence closure in CFD
can be found in Pope [2001]. In the following, the second-order closure model
used in the present study is discussed.

The second-order closure model chosen for this study is the 𝑘 −𝜔 shear-stress
transport (SST) model, an adaptation of the 𝑘 − 𝜔 model introduced by Wilcox
[1998]. Apsley and Leschziner [2000] investigated the ability of various second-
order closure models to predict separated flows in a duct and compared them to
experimental data. 𝑘 − 𝜔 SST model returns better predictions than the other
second-order closure models with regards to approximating the reversed flow in
the velocity profiles of the duct. Moreover, Shives and Crawford [2012] investigated
the application of different closure models for modelling ducted turbine flows. It
was concluded that 𝑘 −𝜔 SST model outperforms the other first and second-order
closure models. The first variable, 𝑘, determines the level of kinetic energy in the
turbulence. The second variable, 𝜔, determines the specific dissipation rate of the
turbulent kinetic energy. The k-𝜔 SST model, written in conservation form, is given
by the following:

𝑑
𝑑𝑡 (𝜌𝑘) +

𝑑
𝑑𝑥።

(𝜌𝑘𝑢።) =
𝑑
𝑑𝑥፣

(Γ፤
𝑑𝑘
𝑑𝑥፣

) + 𝐺፤ − 𝑌፤ + 𝑆፤ , (2.50)

𝑑
𝑑𝑡 (𝜌𝜔) +

𝑑
𝑑𝑥።

(𝜌𝜔𝑢።) +
𝑑
𝑑𝑥፣

(ΓᎦ
𝑑𝜔
𝑑𝑥፣

) + 𝐺Ꭶ − 𝑌Ꭶ + 𝐷Ꭶ + 𝑆Ꭶ , (2.51)

where 𝐺፤ is the turbulence kinetic energy due to mean velocity gradients. 𝐺Ꭶ
represents the generation of 𝜔 calculated using the Reynolds number correction.
Γ፤ and ΓᎦ represent the effective diffusivity of 𝑘 and 𝜔 respectively. 𝑌፤ and 𝑌Ꭶ
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are the dissipation of 𝑘 and 𝜔 due to turbulence calculated using the equations for
turbulence dissipation. 𝑆፤ and 𝑆Ꭶ are user defined source terms, and 𝐷Ꭶ represents
the cross-diffusion term.

The physical interpretation of the terms in 𝑘 − 𝜔 SST model, as presented in
ANSYS Fluent 18.0 [2018], can be summarized as follows. The turbulent energy 𝑘
is given by:

𝑘 = 3
2(𝑈𝐼)

ኼ. (2.52)

The turbulence intensity 𝐼 gives the level of turbulence and can be estimated from
an empirical correlation written as:

𝐼 = 0.16(𝑅𝑒)ዅኻ/ዂ, (2.53)

where 𝑅𝑒 is the flow Reynolds number. The specific turbulent dissipation rate 𝜔 is
given by:

𝜔 = 𝐶᎙
ዅኻ
ኾ √𝑘
𝑙 , (2.54)

where 𝐶᎙ is the turbulence model constant and takes the value of 0.09. The
turbulence length scale 𝑙 is a physical quantity describing the size of eddies
containing energy, in turbulent flows, given by:

𝑙 = 0.07𝐿, (2.55)

where 𝐿 is regarded as the duct chord length for the specific duct-AD model.

Computational settings and parameters
The 2D computational domain is shown in Figure 2.8. The domain distances are
normalized with the duct chord length 𝑐. The distances from the AD location to
domain inlet and outlet are 12𝑐 and 24𝑐 respectively. Boundary conditions are: a
uniform velocity inlet, zero gauge static pressure outlet and no-slip walls for duct
surface [Zhao and Yang, 2010, Hafien and Mbarek, 2019]. Symmetry boundary
condition is applied to the center-line axis. The influence of AD is included into the
domain as an additional body force, 𝐹 in equations 2.47 and 2.49, acting opposite
to the direction of flow. This is achieved using a reverse fan boundary condition
bearing finite thickness 𝑡. For a uniform thrust loading, the force term 𝐹 is given
by:

𝐹 = 𝐶ፓፀፃ𝜌𝑈ኼጼ
2𝑡 , (2.56)
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Velocity inlet

Velocity inlet

Figure 2.8: Computational domain showing the boundary conditions employed. The length are indicated
in terms of duct chord length ፜ (representative, not to scale).

Figure 2.9: Two-dimensional computational grid along the leading and trailing edge of the duct used for
RANS and URANS simulations.

where 𝐶ፓፀፃ is calculated from a semi-empirical relation of pressure drop curve and
the velocity at the AD obtained from wind tunnel experiments [Tang et al., 2016].
The fluid is air with fluid density 𝜌 = 1.276 ፤፠፦Ꮅ and dynamic viscosity 𝜇 = 1.722×10

ዅ኿

𝑃𝑎⋅𝑠. Values of free-stream velocity 𝑈ጼ and turbulence intensity 𝐼 are chosen for
consistency with the wind tunnel experiments.

The computational mesh consists of quadrilateral cells with maximum 𝑦ዄ value
of 1 on the duct walls. 𝑦ዄ is the non-dimensional distance from the wall to the first
node from the wall. A C-mesh structured zonal approach is chosen, which proved
advantageous in the case of a curved boundary (see Figure 2.9). The C-shaped
loop terminates in the wake region. Bi-geometric bunching law is applied along
the edges of the curved boundary, which generates a finer mesh resolution along
the duct’s leading and trailing edge regions. The recommendation of ANSYS Fluent
18.0 [2018] states to use at least 10 mesh cells within the boundary layer in order
to capture the boundary layer flow using this strategy. There are typically 20 or
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more mesh cells employed within the boundary layer for the simulations presented.
A close-up view of the boundary layer mesh is reported in Figure 2.9. To ensure
mesh independent solutions, the effect of mesh refinement on the values of 𝐶ፓፃ is
studied; this will be detailed in the relevant sections of the following chapters.

For modelling incompressible flow, a pressure-based approach is chosen of the
two solvers (a pressure-based solver and a density-based solver) available in
ANSYS Fluent. The pressure-based solver was developed for low-speed
incompressible flows, while the density-based solver for high-speed compressible
flows. The pressure-based solver employs the projection method, which solves
the pressure correction equation by combining the continuity and the momentum
equation [ANSYS Fluent 18.0, 2018]. The pressure equation is obtained from the
continuity and momentum equations in such a way that the velocity field,
corrected by pressure, satisfies continuity. An iterative process is involved to solve
the governing equations, which are coupled and non-linear, until the solution
converges.

The RANS solutions are obtained using the coupled algorithm [Wilcox, 1998];
it offers robustness and faster convergence for steady solutions in comparison to
the segregated solution schemes. As recommended [ANSYS Fluent 18.0, 2018],
PISO algorithm is used for URANS calculations. A least-squares cell-based method
is used to evaluate the pressure gradient, with continuity and momentum equations
solved using a second order upwind differential scheme. The convergence criteria
is set to 10ዅዀ for all the residuals.

A typical converged RANS and URANS solution with approximately 0.1 million
mesh elements is obtained in roughly 0.4 and 1 hour respectively on a multi-core
work-station desktop computer. Flow variables are extracted by considering
conservation of linear momentum across the control volume of the fluid. The
resultant thrust force over the surface of the duct and the AD is calculated as the
integral of pressure and viscous forces.

RANS and URANS methods are considerably more reliable and accurate than the
panel method solution, but at the expense of computational cost. RANS and
URANS solutions show better accuracy, when the viscous effects and possibly
flow separation at the duct surface occur.

2.2.4. LB-VLES method
A Lattice Boltzmann method using Very Large Eddy Simulation model is chosen to
take into account the eddies21 in the flow above a threshold length scale defined
during RANS and URANS computations (see equation 2.55). Eddies smaller than
this threshold are modelled using a sub-grid scale (SGS) model. The approach
builds on the conceptualization of Richardson [1992]:

Big whorls have little whorls,
which feed on their velocity;

21There is no precise definition of eddy in fluid dynamics. The author prefers the description by Kundu
et al. [2008]: “Identifiable structures in a turbulent flow, particularly those that spin are called eddies.”
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Figure 2.10: A schematic representation of collision of fluid particles within a control volume. LBM
approach incorporates simplified kinetic models to capture mesoscopic molecular dynamics, yet the
averaged macroscopic quantities satisfy the desired conservation equations.

And little whorls have lesser whorls,
And so on to viscosity.

This reflects the physical notion that the turbulence energy spectrum may be
viewed as an energy cascade in which the energy is transferred from large length
scale turbulence through to smaller scale eddies, and then dissipated by the fluid
viscosity as heat. A commercial LB-VLES solver 3DS Simulia PowerFLOW is used.
The software solves the discrete Lattice Boltzmann (LB) equations for a finite
number of directions. The lattice Boltzmann equations, which evolved from its
predecessor lattice-gas automata, incorporates simplified kinetic models to
capture the flow physics at mesoscopic22 scale (see Figure 2.10), yet the averaged
quantities satisfy the desired macroscopic flow equations. The description of the
LB equations will somewhat be limited to the scope of the current study. For a
detailed description, the reader can refer to Chen and Doolen [1998a] and Succi
[2001]. For an incompressible fluid in isothermal conditions, the governing
equations of fluid dynamics (continuity and momentum equations) can be derived
from the LB equations, see Appendix A. Statistically, the LB equations describe the
particle motion at a position 𝑥 in the 𝑖-th direction at time 𝑡. The macroscopic flow
variables, such as density and velocity, are determined by taking summation over
the set of discrete directions of the particle distribution function given by:

Ω(𝑓) = 𝑈 ⋅ ∇𝑓 + 𝐹𝜌 ⋅ ∇ፔ𝑓 +
𝑑𝑓
𝑑𝑡 . (2.57)

The particle distribution function Ω(𝑓) is solved by means of the Boltzmann
equation on a mesh composed of cubic volumetric elements (voxels) and surface
22Mesoscopic scale, in the context of fluid dynamics, addresses the fluid variables when the macroscopic
scale is miniaturized.
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elements (surfels), known as lattice. A Very Large Eddy Simulation (VLES) model
is implemented to take into account the unresolved scales of turbulence. A two
equation 𝑘 − 𝜖 Renormalization Group (RNG) is used to compute the turbulent
relaxation time that is added to the viscous relaxation time. This VLES methodology
is implemented as standard turbulence model in 3DS Simulia PowerFLOW.

The physical time step Δ𝑡, corresponding to a Courant–Friedrichs–Lewy (CFL)
number [Courant et al., 1967] of 1 in the finest mesh refined regions is 7.27 × 10ዅ዁
s. A pressure-gradient-extended wall-model (PGE-WM) is used to approximate the
no-slip boundary condition on solid walls [Teixeira, 1998]. The model is based on
the extension of the generalized law-of-the-wall model [Launder and Sharma, 1974]
to take into account the effect of pressure gradient, given by the following analytical
expression:

𝑢ዄ = 1
𝜅 𝑙𝑛(

𝑦ዄ
𝐴 ) + 𝐵, (2.58)

where 𝑢ዄ and 𝑦ዄ are the boundary-layer velocity and the non-dimensional wall
distance, respectively. 𝜅 = 0.41 is the von Karman constant and 𝐵 = 5.2 is the
log-law constant. 𝐴 is a function of pressure gradient. It captures the physical
consequence that the velocity profile slows down and so expands, due to the
presence of the pressure gradient, at least at the early stage of the development.
The expression for 𝐴 is:

𝐴 = 1 +
𝑓 |፝፩፝፬ |
𝜏፰

, �̂�፬ ⋅
𝑑𝑝
𝑑𝑠 = 0, (2.59)

𝐴 = 1, otherwise. (2.60)

In the equations, 𝜏፰ is the wall shear stress, ፝፩፝፬ is the stream-wise pressure
gradient, �̂�፬ is the unit vector of the local slip velocity and 𝑓 is the length scale
equal to the size the unresolved near-wall region. These equations are iteratively
solved from the first mesh cell close to the wall in order to specify the boundary
conditions of the turbulence model. For this purpose, a slip algorithm [Chen and
Doolen, 1998b], obtained as generalization of a bounce-back and specular reflection
process, is used.

The transient nature of the LB-VLES solutions allow the extraction of acoustic
pressure in the near-field up to a cut-off frequency corresponding to
approximately 15 voxels per acoustic wavelength. The acoustic pressure in the
far-field is computed by using the Ffowcs Williams-Hawkings (FWH) analogy.23

The formulation 1A developed by Farassat and Succi [1980] with advanced-time

23For the reader’s convenience, acoustic variables important for the current discussion are included in
Appendix B
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marching scheme, extended to a convective wave equation, is used in this study.
Unsteady pressure is recorded on the surface mesh provided by the transient LBM
simulations. In PowerFLOW, this surface mesh can be defined either as a solid
surface corresponding to a solid body or as a permeable wall surface surrounding
the solid body. In the present study, the solid formulation is chosen with pressure
information sampled as an integral quantity. Due to the solid surface methodology
adopted, acoustic dipole sources 𝐿። are the only source term for the current
analogy [Curle, 1955], defined as:

𝐿። = (𝑝 − 𝑝ኺ)𝑛። (2.61)

where 𝑝 − 𝑝ኺ is the fluctuating pressure on the solid surface and 𝑛። is the surface
normal in the 𝑖th direction. To determine the far field pressure spectra, the distance
between the observer (𝑥ኻ) and the source position (𝑦ኻ), 𝑅 needs to be defined. It
can be written as:

𝑅 = −𝑀ኺ(𝑥ኻ − 𝑦ኻ) + 𝑅∗
𝛽ኼ , (2.62)

with

𝑅∗ = √(𝑥ኻ − 𝑦ኻ)ኼ + 𝛽ኼ[(𝑥ኼ − 𝑦ኼ)ኼ + (𝑥ኽ − 𝑦ኽ)ኼ], (2.63)

and

𝛽 = √1 −𝑀ኼኺ . (2.64)

𝑀ኺ is the Mach number, which is a dimensionless quantity representing the ratio
of flow velocity 𝑈ጼ to the local speed of sound 𝑐. 𝑅 represents the effective
acoustic distance, different from the geometric distance between the source and
the observer, in terms of time delay between emission and reception. The unit
radiation vector is then given by:

�̂� = [−𝑀ኺ𝑅
∗ + (𝑥ኻ − 𝑦ኻ)
𝛽ኼ𝑅 , 𝑥ኼ − 𝑦ኼ𝑅 , 𝑥ኽ − 𝑦ኽ𝑅 ]. (2.65)

Having defined the source term 𝐿። and the observer distance from the source 𝑅,
the following integral relation is solved [Brès et al., 2010]:
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Figure 2.11: Computational domain used for the LB-VLES simulations. The length are indicated in terms
of duct chord length c (representative, not to scale).

4𝜋𝑝ᖣፚፚ(𝑥, 𝑡) = ኻ
ፚᎲ
∫
፠዆ኺ

[ 𝐿።�̂�።
𝑅(1 −𝑀።�̂�።)ኼ

]
፫፞፭
𝑑𝑆

+ ∫
፠዆ኺ

[ 𝐿።�̂�። − 𝐿።𝑀።
𝑅ኼ(1 − 𝑀።�̂�።)ኼ

]
፫፞፭
𝑑𝑆

+ ∫
፠዆ኺ

[𝐿።�̂�።(𝑀።�̂�። −𝑀
ኼ)

𝑅ኼ(1 − 𝑀።�̂�።)ኽ
]
፫፞፭
𝑑𝑆

. (2.66)

The subscript 𝑟𝑒𝑡 denotes the evaluation of the integrand at the time of emission,
i.e. the retarded time. The acoustic probes are equally distributed in a circle,
described later in chapter 5, at 1.5 chords away from the DWT model.

Numerical setup
The simulation domain is a rectangular box equal to 23𝑐 in the free-stream
direction 𝑥, and 26𝑐 in the 𝑦 − 𝑧 plane perpendicular to the flow. see Figure 2.11.
A three-dimensional DWT model is located 9𝑐 downstream of the inlet.
Free-stream velocity boundary conditions are applied at 𝑥 = −9𝑐 while pressure
outlet boundary conditions are applied at 𝑥 = 14𝑐. The side walls are defined
using slip boundary conditions. In total, approximately 284 million voxels and 52
million surfels are used to discretize a single case. A total of 11 mesh refinement
regions, named as VR (volume resolution), with resolution factor equal to 2 are
employed, see Figure 2.12. For simulating the rotating turbine blades within the
fixed duct geometry, the three dimensional computational domain is divided into
an inner and an outer domain. The inner domain has a mesh fixed with the
turbine, which is specified as sliding mesh. The outer domain forms a
ground-fixed domain, which does not have relative motion. The inner and outer
domains are connected by a closed, zero-thickness, transparent interface.
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VR6 VR7 VR8 VR9 VR10 VR11

Figure 2.12: Volume resolution (VR) region distribution used to discretize the DWT models showing the
front view (left) and zoomed-in view (right) for the DWT model.

Additional details on the numerical implementation of sliding mesh, and validation
examples, are given by Perot et al. [2012]. A mesh independent study will be
detailed in the relevant section of chapter 5.

The data of this CFD modelling effort is approximately 2 Terabyte for a single
case study. The VLES solver, 3DS Simulia PowerFLOW, is designed to periodically
output the transient data for different flow quantities. Transient data is then
binned into time segments to calculate the time-averaged statistics of the flow.
The instantaneous values of velocities and surface forces are recorded during
seventh to ninth turbine rotations after the flow quantities becomes quasi-steady.

LB-VLES method solutions capture the unsteady aerodynamic interactions
between the duct and the turbine blades at the expense of very high computational
and memory costs. LB-VLES method is particularly appealing for the final stages
of DWT design analysis due to its higher order of numerical fidelity in comparison
to the panel, RANS and URANS methods.
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Design is not just what it looks like and feels like;
design is how it works.

Steve Jobs

In leading up to this chapter, considerable amount of research undertaken
into the designs of ducts for DWT application has been reviewed. The reader is

referred to the work of Phillips et al. [2008] in particular for understanding the
evolution of ducts for DWT designs. The existing literature, however, misses out a
detailed parametric study on the effects duct cross-section shape affecting DWTs
aerodynamic performance. The goal of this chapter lies in the characterization of
the aerodynamic performance of the DWT based on duct shape parametrization,
in particular the effects of the camber and the thickness of the duct cross-section.
To this intent, numerical calculations using panel method and RANS method are
shown. The DonQi® duct from a commercial DWT model is used as the reference
case. The rotor is modelled as an AD with radially uniform thrust coefficient.

First, section 3.1 starts with verification and validation of the numerical
methods against experimental findings. The duct shape modification is carried out
using the class-shape transformation (CST) method and is discussed in section
3.2. The effects of the duct cross-section geometry on the aerodynamic
performance coefficients are discussed in section 3.3, followed by flow analysis in
section 3.4.

3.1. Numerical validation
Experimental data reported by Tang et al. [2016] are used for the numerical
validation study. Experiments were carried out in the closed-loop open-jet (OJF)
wind tunnel facility at the Delft University of Technology. The wind tunnel nozzle
exit measures 2.85 m × 2.85m. The tunnel can operate at maximum speed of 35
m/s. The free-stream flow at the measurement location has a turbulent intensity
of approximately 0.21% [Lignarolo et al., 2016]. The flow temperature is kept
constant at 20°C, which is achieved by a 350 kW heat exchanger.

The duct geometry used is taken from a commercial ‘DonQi® Urban Windmill
1.5’ DWT model, see Figure 3.1. It was designed with support from the Nederlands
Lucht-en Ruimtevaartcentrum (NLR) and the prototype was made available in the
context of the DUCT4U project (STW grant number 12728). A 0.002 m thick wire
mesh screen with porosity 𝜙 = 70% is used to mimic the rotor. It results in an
equivalent thrust coefficient, 𝐶ፓፀፃ = 0.65. The duct chord 𝑐 measures 1 m. For
all calculations, the lengths are normalized with the duct chord length 𝑐. The AD
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Figure 3.1: Pictures showing the experimental setup with hot-wire anemometer placed on the traversing
system (left) and pressure taps located along the duct surface (right).

diameter measures 𝑦/𝑐 = 1.5, which is located at 𝑥/𝑐 = 0.28. The tip clearance
between the AD tip and the duct nozzle surface is 2.0%𝑐. Free-stream velocity 𝑈ጼ
= 5m/s resulting in Reynolds number 𝑅𝑒 = 4.5 × 10኿. Forces on the AD and the
duct surface were measured using a six-component balance system. Velocimetry
measurements were recorded using a constant temperature hot-wire anemometer
installed on a traversing system. Surface pressure measurements on the duct walls
were carried out using 52 pressure taps arranged along the duct chord length.
Velocimetry data and pressure measurements are used for the numerical validation.

For the current investigation, two numerical methods are used: two-dimensional
panel method described in section 2.2.2, and two-dimensional steady RANS method
described in section 2.2.3.

The duct surface discretization, using the panel method, is based on the
gradient-based spacing approach. The streamwise discretization is non-uniform,
with initial panel length equal to 1.0%𝑐 just behind the AD, and increasing
gradually in length as the wake expansion settles further downstream, see Figure
3.2. This approach allows to capture the solutions of interest and also to reduce
the overall computational costs.

A mesh independence analysis for the RANS simulations has been carried out
using three mesh sizes where the refinement factor in each direction is
approximately 1.5. The decay of the axial velocity distribution across the AD in the
wake region, from the AD location to the outlet of the computational domain, is
taken as reference. The results of the mesh independence study are shown in
Figure 3.3. The medium refined mesh, consisting of approximately 137,600 mesh
elements, is selected for the rest of the study.

A validation study has been performed where the CFD results, obtained from the
2D panel method and the 2D RANS method, are compared against the experimental
data by Tang et al. [2016]. In order to assess the validity of the 2D axisymmetric
approach, a 3D RANS simulation is performed and compared in this section. The
3D mesh is obtained by extruding the 2D mesh along the frame of rotation. The
numerical settings for 3D RANS simulation are identical to the one discussed in
section 2.2.3.

Firstly, the comparison of center-line axial velocity distribution inside of the
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Figure 3.2: Panel distribution along the duct surface and the wake region used for the panel method
calculations.
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duct is reported in Figure 3.4. Error bars represent the fluctuations in readings
from several steady measurements. The velocimetry measurements, especially in
the region just upstream and just downstream of the AD, fluctuates because of
the fact that the meshed screen simulating the AD is intrinsically non-uniform,
thus leading to flow unsteadiness. The deviation of the numerical results from the
experiment is 1.8-14.7% and 8.2-9.5% for the upstream and downstream
locations (comparing the mean values from the experimental data), respectively.
The reason is likely due to the blockage effect of the wind tunnel, which results in
an increased velocity decay rate at the measurement locations. Further
explanations for the observed deviation and wind tunnel blockage correction
methods are comprehensively presented in Tang et al. [2016].

Secondly, Figure 3.5 shows the comparison of wall pressure coefficients 𝑐፩
measured along the surface of the duct in the chord-wise direction. The effect of
AD is present at the suction side as a pressure jump at AD location; this is the
region where the curves intersect. The off-set in the intersection locations of the
AD between experiment and computations causes the differences in the location
of the pressure jump. The AD position during the experimental setup is not at the
nozzle plane of the duct but at x/c = 0.28 due to the design limitations.
Differently, in the computations, the AD is placed at the nozzle plane (x/c = 0.2);
the nozzle plane where the highest velocity within the duct cross-section is found
[van Bussel, 2007]. Evidently, the AD location influences the quality of the
validation, however, the overall computed 𝑐፩ shows trends in good agreement
with the experiment. The differences in the 2D RANS and 3D RANS solutions, as
observed in Figures 3.4 and 3.5, are negligible when comparing the global trends
of center-line axial velocity distribution and duct wall pressure coefficients. The
computing cost issued by going from 2D RANS to 3D RANS increases by a factor
of five and does not justify the scope of the study, where the effects of distributed
AD loading, wake rotation and divergence are totally ignored.

3.2. Duct shape parametrization
The duct shapes, in topological space, represent one-dimensional manifolds whose
complete description requires large number of parameters. The manifolds, however,
share peculiar features: cross-sections always consist of a closed curve forming a
smooth leading edge and a cusped trailing edge. These features are common with
airfoil cross-sections, so the design space of all possible duct cross-sections can be
approximated with airfoil parametrization techniques.

Several methods for parameterizing airfoil shapes have been documented
[Hicks and Henne, 1977, Sobieczky, 1988, Kulfan and Bussoletti, 2006, Xiaoqiang
et al., 2018]. Amongst these, the class-shape transformation (CST) method
[Brenda and Bussoletti, 2006, Brenda, 2007] is known to provide nearly complete
coverage of the design space [Masters et al., 2017]. Furthermore, it allows
progressive design refinement [de Oliveira, 2011] and does not suffer from
surface-waviness issues observed in spline based methods [Fuglsang et al., 2004].
This section represents the DonQi® reference duct with CST parameters and
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explains the duct shape modifications in the resulting parametric space.2

The CST representation of the duct describes the relative thickness (𝜂 = 𝑦/𝑐) of
its sides (suction and pressure) as functions of chord-wise distance (𝜉 = 𝑥/𝑐) that
depend on 𝑖 = 0...𝑀 shape parameters (𝐴፬፮፜፭።፨፧። and 𝐴፩፫፞፬፬፮፫፞። ) :

{
𝜂፩፫፞፬፬፮፫፞(᎛) = 𝐶(᎛)𝑆(᎛,ፀᑡᑣᑖᑤᑤᑦᑣᑖᑚ )
𝜂፬፮፜፭።፨፧(᎛) = −𝐶(᎛)𝑆(᎛,ፀᑤᑦᑔᑥᑚᑠᑟᑚ )

𝑤𝑖𝑡ℎ 𝐶(᎛) = (1 − 𝜉)√𝜉. (3.1)

Class functions (𝐶) provide basic topological features, viz., round leading edge and
cusped trailing edge, while shape functions (𝑆) represent the specificities of each
design.

Shape parameters for existing duct designs are obtained by solving a regression
problem with duct coordinates {𝜂፩፫፞፬፬፮፫፞፫፞፟ , 𝜂፬፮፜፭።፨፧፫፞፟ }. A 𝑁-th order shape function
corresponds to the linear combination of a complete Bernstein basis of degree 𝑀
with 𝑁 = 𝑀 + 1 shape parameters. Convexity is not established for this problem,
so it is useful to start by formulating a linear guess (𝐴ኺ,፫፞፟። ) of the solution:

𝐴ኺ,፫፞፟። ∶ 𝑀።፣𝐴ኺ,፫፞፟፣ = 𝐵። with

⎧
⎪
⎨
⎪
⎩

𝑀።፣ = 𝐶(᎛ᑛ)𝑠
።ፌ
(᎛ᑛ)

𝜉፣ =
፣
ፌ

𝐵። = (𝜂፫፞፟)᎛዆᎛ᑚ
𝑖, 𝑗 = 1...𝑀

, (3.2)

and then proceed to solve the full non-linear problem with a Levenberg-Marquart
algorithm [More, 1977]. Solutions (𝐴፫፞፟። ) for each side are obtained separately with
a simple least squares norm (ℒ):

𝐴፫፞፟ ∶ ℒ(ፀᑣᑖᑗᑚ ,᎔ᑣᑖᑗ)
= minፀᑚ 𝐿(ፀᑚ ,᎔ᑣᑖᑗ)

ℒ(ፀᑚ ,᎔ᑣᑖᑗ) = ∫
ኻ
ኺ (𝐶(᎛)𝑆(᎛,ፀᑚ) − 𝜂፫፞፟)

ኼ 𝑑𝜉 . (3.3)

Equations 3.2 and 3.3 are solved to fit coordinates of the DonQi® reference duct
with 16 parameters per side. The resulting 15th degree polynomials match the
reference cross-section with a maximum normal offset smaller than 3×10ዅኾ chords,
which is well below practical manufacturing tolerances [Ernst et al., 2012].

The parametrization procedure for duct shapes in the current analysis should
preserve the following features: leading edge position (which defines the inlet-
area-ratio), trailing edge position (which defines the exit-area-ratio) and inner side
thickness (which defines AD diameter and tip clearance). This makes it ideal to

2In the preliminary stages of the research, the author performed a brute-force approach for duct shape
selection, see for example [Dighe et al., 2018]



3.2. Duct shape parametrization

3

45

Figure 3.6: A schematic representing the procedure for duct shape modification in CST parameter space.

isolate the effect of camber on the overall performance.3 The DonQi® duct airfoil
(𝐴፫፞፟። ) is chosen as the reference shape. In effect of duct shape parametrization,
the camber of the DonQi® duct profile is varied by changing its pressure side while
leaving its suction side untouched. First, the two extreme variants of the reference
shape corresponding to cambered plate profile (𝐴፩፥፭። ) and symmetric profile (𝐴፬፲፦። )
are defined, see Figure 3.6,

⎧
⎪

⎨
⎪
⎩

𝐴፩፥፭,፬፮፜፭።፨፧። = 𝐴፫፞፟,፬፮፜፭።፨፧። 𝑖 = 0...𝑀
𝐴፩፥፭,፩፫፞፬፬፮፫፞። = −𝐴፫፞፟,፬፮፜፭።፨፧። 𝑖 = 1...𝑀
𝐴፩፥፭,፩፫፞፬፬፮፫፞። = 𝐴፫፞፟,፩፫፞፬፬፮፫፞። 𝑖 = 0
𝐴፬፲፦,፬፮፜፭።፨፧። = 𝐴፫፞፟,፬፮፜፭።፨፧። 𝑖 = 0...𝑀
𝐴፬፲፦,፩፫፞፬፬፮፫፞። = 𝐴፫፞፟,፬፮፜፭።፨፧። 𝑖 = 0...𝑀

. (3.4)

The second step consists in obtaining shape parameters for the modified duct
profiles (𝐴፦፨፝። ) by interpolating between design variants. This is achieved with a
quadratic interpolant of a single variable (𝛾):

𝐴፦፨፝። = 𝑎።𝛾ኼ + 𝑏።𝛾 + 𝑐። {
𝑎። = ኻ

ኼ (𝐴
፬፲፦
። + 𝐴፩፥፭። )− 𝐴፫፞፟።

𝑏። = ኻ
ኼ (𝐴

፬፲፦,
። − 𝐴፩፥፭። )

𝑐። = 𝐴፫፞፟።

. (3.5)

The reference DonQi® duct is recovered by setting 𝛾 = 0, while values of 𝛾 = 1
and 𝛾 = −1 produce symmetric and cambered plate variants, respectively. Equation
3.5 provides parameters for any design with 𝛾 greater than −1, and duct profile
coordinates can be reconstructed from parameters with equation 3.1.

3In the paper from Bontempo and Manna [2016], the duct camber was varied by bending the rear part
of the duct profile in the outward direction by 5 and 10 degrees. In this way, the effective duct rotor
to duct exit-area-ratio was also varied, and therefore the performance improvement attributed to the
change of the duct camber only, creates confusion when the power coefficient is calculated using the
duct exit section.
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Figure 3.7: Duct profiles with different camber and thickness distribution used in the numerical study.

Table 3.1: Aerodynamic characteristics of the duct profiles with different relative thickness values.

Profile 𝛾 value Maximum thickness (%c) 𝐶ፋ at 𝛼 = 0፨
D1 +0.9 29.60% 0.002
D2 +0.6 27.32% 0.124
D3 +0.3 24.46% 0.198

DonQi 0 20.60% 0.312
D4 -0.3 15.79% 0.524
D5 -0.6 10.36% 0.703
D6 -0.8 8.03% 0.809

3.3. Aerodynamic performance coefficients
This section provides an extensive analysis of the effects of the duct shape on the
duct thrust force coefficient 𝐶ፓፃ and power coefficient 𝐶ፏ under different values
of AD loading 𝐶ፓፀፃ. To this aim, seven duct geometries, shown in Figure 3.7, are
adopted.4 The aerodynamic characteristics, in terms of the the lift coefficient 𝐶ፋ, of
the duct profiles is shown in Table 3.1. The 𝐶ፋ values are shown for 𝑅𝑒 = 4.5 × 10኿,
as in the experiment described in section 3.1. For all the calculations, hereinafter,
the duct chord 𝑐 measures 1 m. The AD measures 𝑦/𝑐 = 1, and is located at the
duct nozzle plane, 𝑥/𝑐 = 0.22. The tip clearance between the AD tip and the duct
nozzle surface is 2.0%𝑐.

4It is important to note that the geometric variations in the duct profiles are achieved by preserving the
inner duct surface, and thereby fixing the duct exit-area-ratio, and varying the camber by changing the
outer side of the duct surface
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3.3.1. Duct force coefficient
Figures 3.8 and 3.9 illustrate the correlation between the duct thrust force
coefficient 𝐶ፓፃ and the AD thrust force coefficient 𝐶ፓፀፃ obtained using the panel
and RANS methods, respectively. In general, for lower AD loadings (𝐶ፓፀፃ ≤ 0.6),
the 𝐶ፓፃ value increases with the increasing 𝐶ፓፀፃ. Subsequently, a local 𝐶ፓፃ
maximum for the individual duct airfoils appears. The value of 𝐶ፓፃ decreases for
𝐶ፓፀፃ beyond the local maximum. Furthermore, the magnitude of 𝐶ፓፃ increases
with the duct cross-section camber. A good agreement is achieved between the
panel and the RANS solutions, with two noticeable exceptions. Firstly, the
magnitude of 𝐶ፓፃ calculated using the panel method is lower than the one
calculated with the RANS method across the entire 𝐶ፓፀፃ range. Secondly, unlike
the panel method solutions, the trend-lines for duct profiles 𝐷4, 𝐷5 and 𝐷6
obtained using the RANS method intersect at higher AD loadings (𝐶ፓፀፃ ≥ 0.6). In
fact, the value of the local maximum attained for duct 𝐷6 using RANS calculations
is lower than the one attained for duct 𝐷5. The main cause of the differences is
the viscous interaction between the duct surface and the AD accounted for by
RANS solutions only. To this aim, physical insights on the local flow changes due
to the duct camber will be discussed in section 3.4. Nevertheless, the comparison
of the 𝐶ፓፃ predictions by both the numerical methods indicate that the mutual
interaction between the duct and the AD is non-linear, and this interaction needs
to be taken into account for the design of DWT systems.

3.3.2. Power coefficient
Figures 3.10 and 3.11 show the power coefficients 𝐶ፏ, using the panel and RANS
solutions respectively, as a function of variable AD loading 𝐶ፓፀፃ. By analogy, the
𝐶ፏ trend appears as a characteristic corollary of the duct force coefficient 𝐶ፓፃ. The
larger the 𝐶ፓፃ (see Figures 3.8 and 3.9), the higher the 𝐶ፏ, and vice-versa. Similar
to 𝐶ፓፃ solutions, the 𝐶ፏ trend-lines for duct profiles 𝐷4, 𝐷5 and 𝐷6 obtained using
the RANS method begin to intersect at higher AD thrust coefficients (𝐶ፓፀፃ ≥ 0.6).
In the absence of viscous mutual interaction, as in the panel method solutions,
the magnitude of 𝐶ፓፃ and ultimately the 𝐶ፏ increases with the duct cross-section
camber for the same value of 𝐶ፓፀፃ. Contrarily, for the RANS solution, the effect of
camber on the 𝐶ፏ displays an upper limit. Then, the maximum 𝐶ፏ ≈ 0.82 is obtained
for 𝐷5 for 𝐶ፓፀፃ ≈ 0.75. Moreover, present results show that the maximum 𝐶ፏ is
obtained for a 𝐶ፓፀፃ value, which is lower than 8/9, unlike the linearized method
used for the analysis of DWT [van Bussel, 2007].

3.4. Flow-field analysis
In order to highlight the effects of the duct shape and the viscous interactions onto
the performance coefficients of the duct-AD model, shown in subsections 3.3.1 and
3.3.2, a flow field analysis using RANS solutions is carried out. Velocity contours
colored with normalized free stream velocity ፔᑩ

ፔᐴ
are shown in Figures 3.12, 3.13

and 3.14. For the current analysis, duct profiles 𝐷4, 𝐷5 and 𝐷6 for 𝐶ፓፀፃ = 0.6,
0.7, 0.8 and 0.9 are considered to have a closer look at the best performing options



3

48 3. Duct shape parametrization

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

C
T
D
[-
]

CTAD

DonQi D1 D2 D3 D4 D5 D6

[-]

Figure 3.8: Effect of variable AD loading on duct thrust force coefficient using panel method solution.
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Figure 3.9: Effect of variable AD loading on duct thrust force coefficient using RANS method solution.
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Figure 3.10: Effect of variable AD loading on power coefficient using panel method solution.
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and to explain the intersecting region in the performance trend-lines, as in Figures
3.9 and 3.11. It is convenient to start with duct profile 𝐷4 as a function of 𝐶ፓፀፃ
in Figure 3.12. The velocity contours show that, with the increasing value of 𝐶ፓፀፃ,
the leading edge stagnation point traverses further up along the suction side of
the duct. Consequently, the magnitude of velocity at the suction side of the duct
decreases and the magnitude of velocity at the pressure side of the duct starts
to increase significantly. This means that the lift force on the airfoil shaped duct
reduces with increasing 𝐶ፓፀፃ. This phenomenon, occurring at the surface of the
duct, determines the steep reduction of 𝐶ፓፃ at high values of 𝐶ፓፀፃ as in Figures 3.8
and 3.9. Furthermore, if ፔᐸᐻፔᐴ

decreases quickly as a consequence of the reduced
effectiveness of the duct, 𝐶ፏ also falls for high values of 𝐶ፓፀፃ. The above description
of flow phenomena occurring along the duct surface with variation of the AD loading,
ultimately governing the global performance of the duct-AD model, also applies to
ducts 𝐷5 (see Figure 3.13) and 𝐷6 (see Figure 3.14), be it for slightly higher 𝐶ፓፀፃ.

Another very important phenomenon, which also affects the global
performance of the duct-AD model, are the viscous effects creating flow
recirculation region along the pressure side of the duct, especially for the highly
cambered duct profile. Obviously, the viscous effects exists for RANS solutions
only, and thereby exhibiting the intersection of performance trend-lines as in
Figures 3.9 and 3.11. At high values of 𝐶ፓፀፃ, the recirculation region traverses
from the pressure side of the duct to the suction side of the duct. Evidences of
this are witnessed through velocity contours of 𝐷5 and 𝐷6, which exhibits flow
separation along the trailing edge suction side of the duct for 𝐶ፓፀፃ = 0.8 and 0.9,
respectively. The onset of suction-side flow separation, which is earlier for duct
𝐷6 than 𝐷5, reduces the 𝐶ፓፃ and ultimately the 𝐶ፏ of the prescribed duct-AD
configuration.

3.5. Summary
In order to deepen the design principles of DWT, the effects of the duct shape
onto the aerodynamic performance of DWTs are investigated. An improved duct
shape parametrization using CST method is proposed. The analysis has shown the
possibility to significantly increase the DWT performance by increasing the duct
profile camber and a correct choice of rotor loading, whilst maintaining the same
duct exit area ratio. In more detail, the overall performance improvement directly
corresponds to the dimensionless duct thrust force coefficient. To better highlight
the differences between the RANS and the panel codes, solutions for 𝐶ፓፃ and 𝐶ፏ as
a function of 𝐶ፓፀፃ are shown. The RANS solutions, however, exhibit an upper limit
of the camber extent for maximum achievable performance. This phenomenon is
characterized by a rapid reduction of 𝐶ፓፃ and ultimately the 𝐶ፏ, for highly cambered
duct profiles. The analysis highlights the limitations of the panel method when
applied to highly cambered duct profiles for DWT analysis. A detailed flow analysis
using RANS method shows that highly cambered duct profiles are prone to boundary
layer flow separation, which is considered non-optimal for the overall aerodynamic
performance.
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Figure 3.12: Velocity contours colored with normalized free-stream velocity ᑌᑩ
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around DonQi® duct-AD
model with different values of ፂᑋᐸᐻ
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A good scientist is a person with original ideas.
A good engineer is a person who makes a design that works

with as few original ideas as possible.
There are no prima donnas in engineering.

Freeman Dyson

In leading up to this chapter, the investigation has shown the possibility
to increase the DWTs aerodynamic performance by increasing the duct profile

camber and a correct choice of rotor loading. The next step is to ask the question
as to how this performance can be further improved. The aerodynamic
phenomenon related to DWT, which has only been investigated to a limited
extent, is based upon the extraction of energy from the air flowing outside the
duct. The process can be achieved by re-energizing the wake behind the duct in
order to increase the mass flow through the turbine. As identified, different
principles are considered to enhance the re-energization process: boundary layer
suction and blowing [Gilbert and Foreman, 1983, Foreman and Gilbert, 1984],
multi-element ducts [Igra, 1981], flanged diffuser [Abe et al., 2005, Toshimitsu
et al., 2008] and vortex generators [Ten Hoopen, 2009]. On both practical and
economic grounds, suction and blowing proved infeasible for DWTs due to the
active system and its installation.

It would not be possible to cover all of the above phenomena in any great
depth during the course of the current investigation. Within the scope of the current
research, the effects of multi-element ducts in section 4.1 and Gurney Flap in section
4.2 on the aerodynamic performance of DWT are studied in detail.

4.1. Multi-element ducts
Multi-element ducts for DWT applications consists of a duct with Flap/Flaps. The
Flap is realized as a secondary duct with a small chord airfoil cross-section
mimicking high-lift devices for aircraft wings (see Figure 4.1). The first theoretical
and experimental analysis of DWTs with a Flap was carried out by Igra [1981] and
Gilbert and Foreman [1983]. Igra found that the addition of a Flap improves the
DWTs aerodynamic performance by 25% with respect to a single duct. Gilbert and
Foreman identified that the Flap inhibits flow separation along the inner duct wall,
thus being beneficial for the aerodynamic performances of the DWT. The
literature, however, misses out a detailed parametric study that investigates the
effect of Flap’s installation settings, i.e. the radial location and its angle of attack,
onto the total power generated by a DWT.
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Figure 4.1: Schematic of flow around a multi-element ducted wind turbine.

Goal of the current investigation is to conduct a parametric study to account for
the effect of the installation settings of the Flap on the aerodynamic performance of
a multi-element DWT. To this aim, a reference multi-element duct is selected and the
rotor is simulated by a uniformly loaded actuator disc (AD) model. The verification
and validation of the numerical methods against experimental findings are reported
in subsection 4.1.1. The details of the DWT model and the geometric parameters
of the Flap installation settings are given in subsection 4.1.2. The dependence
of the aerodynamic coefficients on the Flap’s installation settings are discussed in
subsections 4.1.3 and 4.1.4, followed by the most relevant conclusions summarized
in 4.3.

4.1.1. Numerical validation
For validating the numerical methods, experiments reported by Igra [1981] were
simulated. Igra’s experiments were conducted in the subsonic wind tunnel of the
Israel Aerospace Industries (formerly known as Israel Aircraft Industry); this tunnel
has a large test section and it measures 3.6 m × 2.6 m.

Eight different geometries were investigated experimentally, but only two
geometries are used for the validation study. The two geometries are: a duct-AD
model with 𝐶ፓፀፃ = 0.434 (named as Model B) and a multi-element duct-AD model
with 𝐶ፓፀፃ = 0.550 (named as Model C (ii) + Flap). A schematic of the
cross-sections of the two geometries is shown in Figure 4.2. The longitudinal
cross-section of the duct and of the Flap is a NACA 4412 airfoil. The leading edge
of both duct geometries are identical. For Model C (ii) + Flap, the trailing edge of
the duct is radially stretched resulting in a duct exit-area-ratio ፒᑖᑩᑚᑥ

ፒᐸᐻ
= 1.84, this

ratio is 1.71 for model B. The Flap chord measures 35% of the duct chord length
𝑐, and the deflection angle 𝜃 = 30° with respect to the free-stream direction. The
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Figure 4.2: A schematic cross-section layout of the three dimensional experimental model [Igra, 1981]
used for the numerical validation study.

Table 4.1: Comparison of power augmentation factor ፫ calculated using experiments, panel method,
RANS method and URANS method for two different duct configurations.

Model Experiments Panel RANS URANS
Model B 1.21 1.2056 1.2014 1.2033

Model C (ii) + Flap 2.02 2.0641 1.9821 1.9981

experimental dataset consists of: static pressure distribution at different axial and
radial positions, and forces generated by the duct and the Flap surfaces. During
the experiments, the free-stream velocity was set at 𝑈ጼ = 32 m/s corresponding
to 𝑅𝑒 ≈ 4.5 × 10኿. Following Igra [1981], the wall interference and blockage
correction can be ignored.

The panel method, RANS method and URANS method are used for the
numerical validation study. In Table 4.1, the results of power augmentation factor
𝑟 calculated, as in equation 2.17, are shown. A very good agreement between the
CFD simulations and the experimental findings is found for Model B and Model C
(ii) + Flap, where the maximum deviation of the CFD results from the
experimental data is 0.55% and 2.13% for Model B and Model C (ii) + Flap,
respectively.

The differences in the CFD results can be explained by looking at the flow-field.
Figure 4.3 shows the contours of non-dimensional axial velocity ፔᑩ

ፔᐴ
computed with

the three numerical methods for Model C (ii) + Flap. Velocity contour from the panel
method is plotted on the top, steady RANS in the middle, and URANS on the bottom.
A clear difference in the flow-field between the panel and the RANS (steady and
unsteady) methods could be identified from the contour plots. Neglecting viscosity,
as in the panel method solution, the flow remains attached over the surface of the
duct. As a result, the magnitude of velocity on the suction side, and ultimately
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Figure 4.3: Velocity contours colored with normalized free stream velocity obtained using: (top) panel
method, (center) RANS method and (bottom) URANS method for Model C (ii) + Flap
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Figure 4.4: Panel distribution along the multi-element duct surface and the wake region used for the
inviscid panel method calculations.

the value of 𝑟 (Table 4.1), is larger for panel method solution in comparison to the
RANS (steady and unsteady) method solutions. On the other hand, the flow field
obtained using steady and unsteady RANS methods are almost identical. Both the
steady and unsteady RANS solutions show flow separation along the inner walls of
the Flap. Subtle differences appear in the flow separation region, where the velocity
contour patterns differ slightly in their spatial organization. In URANS solution, the
turbulent flow structures, which evolve in time and space, are explicitly computed.
These flow structures are temporally averaged in the RANS solution. The net result
of such different formulations explains the difference in the value of 𝑟 in Table 4.1
calculated using steady and unsteady RANS methods.

Although URANS simulations increase the level of description of the unsteady
flow due to the multi-element duct-AD interaction, the computing cost issued by
going from RANS to URANS does not justify the scope of the current study, where
the effects of distributed AD loading, wake rotation and divergence are totally
ignored.

The duct surface discretization (section 3.1), using the panel method, is
modified to take into account the Flap geometry (see Figure 4.4). RANS solutions
are sensitive to the discretization of the computational domain. A mesh
independence study has been carried out using three grid sizes, where the
refinement factor in each direction is approximately 1.5. The multi-element duct
thrust force coefficient 𝐶ፓ∗ፃ, is taken as reference for the convergence analysis.
The results of the grid independence study are shown in Table 4.2. Convergence
is reached for the medium refined grid, and used for the RANS simulations shown,
hereinafter.

4.1.2. Multi-element duct geometry
The multi-element duct-AD configuration investigated in the present work is
shown in Figure 4.5. The longitudinal cross-section of the duct is DonQi D5 airfoil;
the profile is chosen based on the duct shape parametrization study conducted in
chapter 3. For the DonQi D5 duct an optimal 𝐶ፓፀፃ = 0.7 was obtained; inner duct
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Table 4.2: Mesh statistics for mesh independence study of the reference case.

Mesh type Number of cells 𝐶ፓ∗ፃ
Coarse 85890 0.17830
Medium 148380 0.18233
Fine 229300 0.18231

ζ
θc

1.
0c

Figure 4.5: A schematic cross-section of the multi-element duct-AD model with the variable Flap
parameters used for the Flap installation study.

wall flow separation was observed for 𝐶ፓፀፃ > 0.7 and thereby reducing the overall
performance. For this reason, 𝐶ፓፀፃ = 0.7 is employed throughout the present
discussion. Following the discussion in section 3.3, the duct chord measures 1 m.
The AD measures 𝑦/𝑐= 1, and is located at 𝑥/𝑐= 0.2. The tip clearance between
the AD tip and the duct nozzle surface is 0.02c (2% of duct chord length). A NACA
4412 longitudinal cross-section, measuring 0.35𝑐, is chosen for the Flap following
Igra [1981]. The Flap installation settings are: the radial gap 𝜁 and the deflection
angle 𝜃. The radial gap 𝜁, indicated as percentage of duct chord length 𝑐, is
defined as the distance from the trailing edge of the duct to the leading edge of
the Flap. A positive value of radial gap (𝜁 > 0) indicates that leading edge of the
Flap is positioned below the trailing edge of the duct. A positive deflection angle
(𝜃 > 0) corresponds to a downward Flap deflection, where the angle is defined
relative to the free-stream direction. The axial gap between the trailing edge of
the duct and the leading edge of the Flap is zero based on the findings of Igra
[1981]. The numerical study is performed at a fixed 𝑅𝑒 = 4.5 × 10኿ as in the
experiments.

4.1.3. Duct force coefficient
Contours of duct thrust force coefficient 𝐶ፓ∗ፃ, as in equation 2.20, obtained from
panel and RANS methods, are shown in Figures 4.6 and 4.7. 𝐶ፓ∗ፃ as a function of
the radial gap 𝜁 and the deflection angle 𝜃 are reported. The figures show that
𝐶ፓ∗ፃ increases for larger 𝜁. Conversely, 𝐶ፓ

∗
ፃ decreases with the increasing 𝜃. The
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Figure 4.6: Effect of variable radial gap and deflection angle of the Flap on the duct thrust force coefficient
using panel method.

Figure 4.7: Effect of variable radial gap and deflection angle of the Flap on the duct thrust force coefficient
using RANS method.
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maximum 𝐶ፓ∗ፃ obtained from both the numerical methods lie in the same region,
i.e. 𝜁 ≈ 5 % and 𝜃 ≈ 10°. The differences between results obtained using the
panel and RANS methods increases for 𝜃 ≥ 60°.

The differences can be explained by looking at the flow field. Contours of non-
dimensional axial velocity ፔᑩ

ፔᐴ
from both methods are reported in Figures 4.8 (a)-(f).

Results from the panel method are plotted on the left while the ones from RANS
method on the right. Contours for no-Flap configuration are shown in Figures 4.8
(a) and (b). Two Flap settings, in order to explain the aerodynamics behind the
trends obtained in Figures 4.6 and 4.7, are shown: 𝜁 = 5 % and 𝜃 = 10°in Figures
4.8 (c) and (d) and 𝜁 = 5 % and 𝜃 = 70°in Figures 4.8 (e) and (f).

Contour plots show a higher velocity at the AD plane for the configuration with
Flap in comparison with no-Flap configuration. This is due to the additional
aerodynamic thrust force generated by the Flap. The presence of a radial gap
between the duct and the Flap accelerates the flow over the Flap. This reduces
the pressure recovery demands on multi-element duct, thereby reducing flow
separation. Obviously, flow separation is seen for RANS contours only. The overall
integral contribution of the viscous forces increases the 𝐶ፓ∗ፃ magnitude in the
RANS solutions relative to the panel solutions; a trend that can be clearly
observed by comparing Figures 4.6 and 4.7. For the Flap configuration with 𝜁 = 5
% and 𝜃 = 70°, as in Figure 4.8 (f), the flow over the Flap’s inner walls separates
completely. The separation along the inner walls of the multi-element duct
reduces the 𝐶ፓ∗ፃ, which rapidly becomes large and negative at higher Flap
deflection angles as seen in Figure 4.7. For panel method solutions, however, the
drop in the 𝐶ፓ∗ፃ magnitude for higher Flap deflection angles is gradual (see Figure
4.6) because viscous effects are neglected (see Figure 4.8 (e)).

4.1.4. Power augmentation
Figures 4.9 and 4.10 represents contours of power augmentation factor 𝑟, using the
panel and RANS solutions respectively, as a function of radial gap 𝜁 and deflection
angle 𝜃. Recall, from equation 2.22, that a 𝑟 gain for a multi-element duct-AD model
can be attained by increasing the 𝐶ፓ∗ፃ magnitude for a constant 𝐶ፓ,ፀፃ. Evidence
of this is provided in Figures 4.9 and 4.10, which exhibits the maximum 𝑟 in the
same region of maximum 𝐶ፓ∗ፃ, as in Figures 4.6 and 4.7. Then, the maximum
power augmentation factor 𝑟፦ፚ፱ = 1.25 and 1.38, obtained for panel and RANS
calculations respectively, corresponds to 𝜁 ≈ 5 % and 𝜃 ≈ 10°.1

1A comparison of ፫ᑞᑒᑩ obtained from CFD simulations with the one-dimensional axial momentum theory
is carried out, see Appendix D
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Panel method RANS method
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Figure 4.8: Velocity contours colored with normalized free-stream velocity obtained using: (a) panel
method; no Flap, (b) RANS method; no Flap, (c) panel method; ᎓ = 5 % and ᎕ = °10, (d) RANS
method; ᎓ = 5 % and ᎕ = 10°, (e) panel method; ᎓ = 5 % and ᎕ = 70°, and (f) RANS method; ᎓ = 5
% and ᎕ = 70°.
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Figure 4.9: Effect of variable radial gap and the Flap deflection angle on the power augmentation factor
using the panel method.
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Figure 4.11: Schematic of flow around a DWT with a Gurney Flap attached to the duct trailing edge.

4.2. Gurney Flap
The aerodynamic analysis of DWT, hitherto, has clearly shown that duct thrust force
coefficient 𝐶ፓ∗ፃ is the major driver in improving the DWTs aerodynamic performance.
To this aim, the effects of a Gurney Flap on the aerodynamic performance is studied.
A Gurney Flap is a micro-tab retrofitted to the duct near the trailing edge on its
pressure side as shown in Figure 4.11.

Goal of the current investigation is to study the characteristics of flow through
and around an existing DWTmodel equipped with Gurney Flap. To this aim, DonQi®

DWT model is used as the reference case. The rotor is modelled as an AD with
radially uniform thrust coefficient 𝐶ፓፀፃ.

4.2.1. Experimental setup
A second experimental campaign was carried by Tang et al. [2016] following the
one discussed in section 3.1. Gurney Flap measuring 2%𝑐 is glued to the outer
surface of the DonQi® duct using structural adhesives as shown in Figure 4.11 (c).
Velocimetry data and pressure measurements, calculated without and with Gurney
Flap, are used as reference. As stated in section 3.1, the AD position during the
experimental setup is at 𝑥/𝑐 = 0.28 due to the design limitations. Differently, in the
numerical setup, the AD is placed at the nozzle plane (𝑥/𝑐 = 0.2).

4.2.2. Aerodynamic analysis
RANS method is chosen for the current analysis. A mesh independence study for
the RANS method has been conducted considering three mesh sizes, where the
refinement factor in each direction is approximately 1.5. In all cases, higher mesh
density is defined in the region close to the surface of the Gurney Flap. The center-
line axial velocity ፔᑏ

ፔᐴ
at a point location 12𝑐 downstream of the AD is taken as
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Figure 4.12: Pictures showing the experimental setup. (a) View of the entire setup with hot-wire
anemometer placed on the traversing system. (b) and (c) show the duct without and with Gurney
Flap respectively.

Table 4.3: Mesh statistics for mesh independence study of the DonQi® duct-AD model with 2% Gurney
Flap.

Grid Number of cells ፔᑏ
ፔᐴ

Coarse 72539 0.6733
Medium 117709 0.6731
Fine 164322 0.6731
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(a) No Gurney Flap (b) No Gurney Flap closeup

(c) 2%c Gurney Flap (d) 2%c Gurney Flap closeup

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

Normalized velocity contours

Figure 4.13: Velocity contours colored with normalized free-stream velocity around the duct-AD model
with no Gurney Flap installed (a) and (b), and with 2%c Gurney Flap installed (c) and (d).

reference. The results of the mesh independence study are shown in Table 4.3.
Convergence is reached for the medium refined mesh, and used for the simulations
presented, hereinafter.

The effects of Gurney Flap on the flow field can be observed in Figures 4.13 (a)-
(d), where contours of normalized free-stream velocity ፔᑩ

ፔᐴ
are reported. Results

for the duct configuration without Gurney Flap are reported in Figures 4.13 (a) and
(b), while the ones with Gurney Flap in Figures 4.13 (c) and (d). The interaction
of the flow on the pressure side of the duct, as in Figures 4.13 (c) and (d), results
in a visible flow separation region behind the Gurney Flap. For this case, it can
be observed that, the velocity at AD plane is higher than the velocity found for
the duct-AD model without Gurney Flap installed, as in Figures 4.13 (a) and (b).
Furthermore, installation of Gurney Flap delays flow separation within the inner wall
of the duct, thus being beneficial for the mass-flow rate increase through the AD.

Figures 4.14 and 4.15 shows the comparison of duct surface pressure
coefficients 𝑐፩, for the duct configuration without and with Gurney Flap,
respectively. The computed 𝑐፩ shows trends in agreement with the experiments.
The effect of the Gurney Flap on the duct wall 𝑐፩ is visible both upstream and
downstream of the AD. Most visible is the effect on the pressure side for 𝑥/𝑐
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Figure 4.14: Comparison of duct wall pressure coefficients for duct without Gurney Flap.
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Figure 4.15: Comparison of duct wall pressure coefficients for duct with 2%c Gurney Flap.
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between 0.7 and 1, where the 𝑐፩ rapidly become larger in the presence of Gurney
Flap. Then the integral contribution of 𝑐፩, for the same airfoil angle of attack 𝛼 =
7°, returns a higher duct thrust force coefficient 𝐶ፓ∗ፃ (as in equation 2.20) for the
DonQi® duct with Gurney Flap installed.

In Fig. 4.16 and 4.17, the comparison of the CFD results with the experimental
data is reported in terms of axial and radial ፔᑩ

ፔᐴ
distribution, respectively. Error

bars represent fluctuations measured during the experiments. The velocimetry
measurements, especially in the region just upstream and downstream of the AD
fluctuate because of the flow porous medium. CFD results in Figure 4.16 agree
fairly with the experimental data where the maximum deviation of the CFD results
from the experiments is 9% and 10.5% for the duct configuration without and
with Gurney Flap, respectively. Similarly, velocity profiles along radial direction in
Fig. 4.17 show a similar agreement with maximum deviation of 4% and 7% for
the duct configuration without and with Gurney Flap, respectively. It is believed
that the difference in AD location accounts to a significant extent for the deviation
in the solutions comparison. Moreover, three-dimensional flow effects were not
accounted in the two dimensional simulations. Nevertheless, the overall computed
velocity trends are in good agreement with the experiment.

The increase in 𝐶ፓ∗ፃ value with Gurney Flap installation, ultimately increasing
the ፔᑩ

ፔᐴ
distribution in the AD radial plane, increases the 𝐶ፏ∗ (see equation 2.21).

Then, as per equation 2.17 and 2.22, the power augmentation factor 𝑟 = 0.99 and
1.08, obtained for duct-AD model without and with Gurney Flap respectively.

4.3. Summary
In this chapter, the effects multi-element duct and Gurney Flap on the
aerodynamic performance of DWT are studied in detail. Based on the
parametrization study presented in chapter 3 and recommendations from Igra
[1981], the multi-element duct geometry consists of a DonQi D5 airfoil and a
NACA 4415 airfoil for the duct and the Flap cross-sections, respectively. To
validate the numerical methods, the present simulations are compared with
experiments. In order to deepen the design principles of multi-element ducts, the
effects of radial gap 𝜁 and the Flap deflection angle 𝜃 on the global performance
of DWT are investigated. Clear trends of the duct thrust force coefficients 𝐶ፓ∗ፃ and
the power augmentation factor 𝑟 are observed across a range of multi-element
duct configurations. An increase in the Flap deflection angle 𝜃 results in a
decrease in 𝐶ፓ∗ፃ, whereas, increase in the radial gap 𝜁 shows an increase in 𝐶ፓ

∗
ፃ.

The analysis of flow field shows that flow separation in the multi-element duct
inner wall increases for higher values of 𝜃. This phenomenon determines the
reduction in 𝐶ፓ∗ፃ, and ultimately the augmentation factor 𝑟. As expected, the
RANS method is more suitable for representing solutions for highly deflected Flap
configurations. The viscous effects become stronger at higher Flap deflection
angles, and the panel method is inherently incapable to take account for it.

Later, the effects of a Gurney Flap on the aerodynamic performance of the
existing DonQi® duct-AD model are investigated using experiments and the RANS
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approach. The RANS method is able to replicate the flow field through and around
the duct-AD model. Trends obtained from RANS CFD agree well with the
experimental data. Minor discrepancies in the values between RANS CFD and
experiments are attributed to the different location of the AD and the
three-dimensional flow effects not accounted in two-dimensional simulations. The
analysis has shown the possibility to improve the existing DWTs aerodynamic
performance with the addition of Gurney Flap retrofitted to the duct’s trailing
edge. Flow visualization using velocity contours shows that the Gurney Flap delay
flow separation along the inner duct walls, and thereby increasing the DWTs
aerodynamic performance. Comparing the two duct configurations, 𝑟 is 8.5%
higher with the application of Gurney Flap measuring 2%𝑐 in comparison to the
baseline DonQi® duct-AD model.
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Design is a process for making things right,
for shaping what people need.

Ralph Caplan

The investigation, hitherto, has made significant advancements in improving the
aerodynamic performance of the DWT. Since DWTs are installed close to urban

areas, they are subject to non-uniform flows caused by the presence of buildings
or other surface discontinuities. For this reason, the aerodynamic performance of
DWTs in yawed inflow condition must be characterized. This chapter aims to make
a significant contribution to this.

Integration of DWTs into urban environments would necessitate the reduction
or the mitigation of noise from these devices. For this reason, an estimate of
the aeroacoustic noise from DWT models is quantified using the Ffowcs Williams-
Hawkings (FWH) acoustic analogy.

The chapter examines in two parts the effects of yawed inflow condition on the
aerodynamic and aeroacoustic performance of two DWT models. In section 5.1,
aerodynamic calculations are shown using two-dimensional URANS simulations.
Later, in section 5.2, aerodynamic and aeroacoustic calculations of three
dimensional DWT models are presented using LB-VLES simulations. Finally, the
most relevant results are summarized in section 5.3.

5.1. Effects of yawed inflow: URANS study
In the following section, the effects of yawed inflow condition on the aerodynamic
performance of the DWT is investigated. As identified earlier [Igra, 1981],
asymmetric and unsteady flow effects become dominant in yawed inflow and
hence URANS method, described in section 2.2.3, is chosen for the current
investigation. Section 5.1.1 reports the validation of the numerical method with
the experimental data. Insights on the aerodynamic performance coefficients
under yawed inflow is discussed in section 5.1.2, together with flow analysis.

5.1.1. Numerical validation
For validating the numerical approach, the experiments reported by Igra [1981] are
simulated. Igra’s experiments were conducted in the subsonic wind tunnel of the
Israel Aerospace Industry (formerly Israel Aircraft Industry); this tunnel has a large
test section and it measures 3.6 m (length) × 2.6 m (breadth).

A schematic of the cross-section geometry is shown in Figure 5.1(a). The
longitudinal cross-section of the duct is a NACA 4412 airfoil. The leading edge of
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Figure 5.2: Contours of time-averaged non-dimensional free-stream velocity ፔᑩ/ፔᐴ computed at the
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the duct is rotated by 2° with respect to the free-stream direction, resulting in a
duct exit-area-ratio ፒᑖᑩᑚᑥ

ፒᐸᐻ
= 1.54. A uniformly loaded AD model with 𝐶ፓፀፃ = 0.434

is used to represent the turbine. The experimental data set consists of static
pressure distributions at different axial and radial positions, and forces generated
on the duct surface for a range of flow angles. As a matter of fact, the yawed
inflow condition for the DWT model is achieved by rotating the DWT model
relative to the wind direction aligned at zero degree. During the experiments, the
inflow velocity was set at 𝑈ጼ = 32 m/s corresponding to 𝑅𝑒 ≈ 4.5 × 10኿.
Following Igra [1981], the wall interference and wind tunnel blockage can be
ignored. The experimental data is reported in terms of the augmentation factor 𝑟
= ፂᑇ

ፂᑇᑠ
, as in equation 2.17.

To assess the validity of the 2D approach, 3D simulations are also performed,
also based on URANS equations. The numerical settings for 3D URANS are identical
to the one discussed in section 2.2.3. A good agreement between between the CFD
simulations and the experimental findings is found, see Figure 5.1(b). The deviation
between the CFD and the experimental findings increase with increasing values of
𝛼, especially for 2D URANS calculations.

The differences in the 2D and 3D CFD results can be explained by looking at
the flow-field obtained using 3D URANS simulations. Figure 5.2 shows the
time-averaged velocity contours of non-dimensional axial velocity ፔᑩ

ፔᐴ
in the 𝑦 − 𝑧

plane at the AD location for Model B in non-yawed (left) and yawed (right) inflow
conditions. Time averaging is performed after convergence is reached. Because
of the yaw angle (𝛼 = 10°), an asymmetric flow-field is present, thus the velocity
at the AD plane changes with the azimuthal angle Φ. Here, the azimuthal angle Φ
is defined as positive in the clockwise direction when looking from upwind, with
zero when oriented in the positive 𝑦 direction, see Figure 5.2 (left). The main
difference between the CFD results is due to fact that the 𝐶ፏ obtained from 3D
URANS simulations uses the azimuthally averaged streamwise velocity
component, while the results from 2D simulations do not account for the gradual
variation with Φ. However, as shown in the comparison, the three dimensional
azimuthal effects are negligible when comparing the global trends of 𝑟. Although
3D URANS simulations increase the level of unsteady flow-field description due to
the duct-AD interaction, the computational cost of 3D URANS simulation is four
times larger than the 2D URANS. It is found that the maximum deviation between
2D URANS results and experimental findings is less than 3.5% for 𝛼 = 15∘. Having
said that, 2D URANS approach is considered to be acceptable for the initial stages
of yawed inflow study. Moreover, the computing cost issued by going from 2D
URANS to 3D URANS does not justify the scope of the current investigation, where
the effects of distributed AD loading, wake rotation and divergence are totally
ignored.
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Figure 5.3: Duct geometries (cross-section) used for the numerical study.

5.1.2. Aerodynamic performance
Duct force coefficient
In the following sections, the effects of yaw on the aerodynamic performance of
the duct-AD model are quantified. Two duct geometries, DonQi® and DonQi D5 are
chosen. The selection is based on the duct shape parametrization study conducted
in chapter 3. In the study, an optimal 𝐶ፓፀፃ = 0.7 was obtained for both the duct
geometries (see Figure 3.10 and 3.11). Hence, this value is employed for the rest
of the discussion.

Figure 5.4 illustrates the variation of duct force coefficient 𝐶ፓፃ as a function of
yaw angle 𝛼 obtained for the two duct geometries. 𝐶ፓፃ trend-lines are obtained
using the results from thirteen simulations ranging from 𝛼 = 0-30° in increment
of 2.5°. Starting with the trend-line for DonQi® duct, it can be observed that, 𝐶ፓፃ
decreases with increasing values of 𝛼. Conversely, for DonQi D5 duct, 𝐶ፓፃ increases
with increasing values of 𝛼. A local 𝐶ፓፃ maximum at 𝛼 = 17.5° appears for the
DonQi D5 duct. The value of 𝐶ፓፃ for DonQi D5 duct decreases for 𝛼 beyond the
local maximum.

The differences in the 𝐶ፓፃ trend-lines for the two duct geometries can be
explained by looking at the flow-field. Contours of non-dimensional free-stream
velocity ፔᑩ

ፔᐴ
for both duct geometries are reported in Figures 5.5 and 5.6.

Contours are plotted on a plane close to the surface of the duct thus allowing a
better interpretation of the flow field associated with duct-AD interactions. Four
yaw angles, i.e. 𝛼 = 0°, 10°, 17.5°and 20°, are shown. The reason for choosing
the specific angles is to allow a better interpretation of the flow field associated
with the 𝐶ፓፃ trend-lines (local maximum) seen in Figure 5.4 The contours of
DonQi® model show that, with increasing values of 𝛼, the magnitude of velocity
on the suction side of the upstream duct decreases and the magnitude of velocity
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on the pressure side of the downstream duct starts to increase significantly. With
the reduced velocity, there is insufficient boundary layer momentum for the flow
to remain attached on the suction side of the upstream duct. Subsequently, at 𝛼
= 20°, the flow is completely separated from the upstream duct’s inner surface,
thus indicating duct stall. Inner duct wall flow separation is characterized by a
strong reduction of duct wall shear stress, and ultimately the reduction of 𝐶ፓፃ
with increasing values of 𝛼 for the DonQi® model in Figure 5.5. For the DonQi D5
model, however, increased yaw returns higher velocity magnitude on the suction
side of the duct up to 𝛼 = 17.5°. This is due to the duct profile camber, which
promotes flow acceleration due to the reduced pressure on the suction side of the
duct. The increased velocity magnitude on the suction side of the duct in this
range is always accompanied by flow separation on the pressure side of the duct.
As long as the flow separation is limited on the pressure side of the duct, the
integral of duct thrust force coefficient 𝐶ፓፃ in Figure 5.4 increases up to 𝛼 =
17.5°. At 𝛼 = 20°, the flow separation region traverses from the pressure side to
the suction side of the duct indicating duct stalling characterized by the reduction
of 𝐶ፓፃ in Figure 5.4.

Power Coefficient
Figure 5.7 represents the power coefficient 𝐶ፏ (see equation 2.14), for the two
duct-AD models, as a function of yaw angle 𝛼. For the sake of completeness, 𝐶ፏᑠ
for a bare AD, as in equation 2.6, is plotted alongside. The figure shows that, 𝐶ፏ is
higher than 𝐶ፏᑠ for all values of 𝛼. Comparing Figures 5.4 and 5.7, the 𝐶ፏ trends
corresponds with the 𝐶ፓፃ trends. The larger the 𝐶ፓፃ, the higher the 𝐶ፏ reached,
and vice-versa. Similar to the 𝐶ፓፃ trend for DonQi D5, a maximum 𝐶ፏ ≈ 0.84 is
obtained at 𝛼 = 17.5°; thereafter any further increase in 𝛼 results in the reduction
of the 𝐶ፏ values.
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Figure 5.5: Velocity contours colored with streamwise normalized velocity. The results are depicted for
DonQi® duct-AD model bearing a constant ፂᑋᐸᐻ = 0.7. The arrow indicating the inflow direction.
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Figure 5.6: Velocity contours colored with streamwise normalized velocity. The results are depicted for
DonQi D5 duct-AD model bearing a constant ፂᑋᐸᐻ = 0.7. The arrow indicating the inflow direction.
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Figure 5.7: Effect of yawed inflow on the power coefficient.

5.2. Effects of yawed inflow: LB-VLES study
In the following section, the effects of yaw on the aerodynamic and aeroacoustic
performance of the DWT models are studied using full scale three-dimensional
simulations. For the current investigation, LB-VLES simulations, described in
section 2.2.4, are performed. Section 5.2.1 details the geometric parameters of
the DWT models. Flow-field analysis is presented in section 5.2.3. Insights on the
aerodynamic and aeroacoustic performance coefficients for the two DWT models,
both under non-yawed and yawed inflow conditions, are discussed in sections
5.2.4 and 5.2.5 respectively.

5.2.1. Numerical setup
Based on the URANS study discussed in section 5.1, DonQi® and DonQi D5 are
chosen for the current investigation, see Figure 5.8. It was found that the DonQi
D5 duct-AD model shows improvement in 𝐶ፏ up to at a yaw angle 𝛼 = 17.5°. The
duct chord 𝑐 is 1 m. At the inlet, 𝑅።፧፥፞፭ = 0.87 m, at the outlet 𝑅፨፮፭፥፞፭ = 1 m and at
the throat 𝑅፭፡፫፨ፚ፭ = 0.77 m.1 The tip clearance between the duct and the turbine
blade equals 0.02 m.

Based on the previous study [Avallone et al., 2020], the DonQi® wind turbine
model is used. The wind turbine consists of three blades with a NACA 2207 airfoil
of chord length varying from 0.13 m at the root section to 0.105 m at the tip. The
blade twist angle varies from 40.5° at the root to 0.3° at the tip section. The wind
turbine blades are connected to a hub and there is a streamlined nacelle flush with
the outer diameter of the hub. The hub is composed of a cylinder, with diameter
and length equal to 0.125 m and 0.1 m, respectively. Similarly, the nacelle has the
cylinder length equal to 0.1 m and the diameter equal to 0.075 m.

1It is important to note that the ፑᑥᑙᑣᑠᑒᑥ in URANS and LB-VLES simulations are different in dimension,
and therefore not suitable for direct comparison.
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Figure 5.8: Front view of the DWT models (left) with the cross-section view detailing the geometric
parameters of the two duct profiles (right).

For the turbine, the rotational speed 𝜔 is set at 39.84 rad/sec, the calculated
value for a tip-speed ratio 𝜆 = 6; this value is found optimal based on the previous
study [Ten Hoopen, 2009]. The free-stream velocity 𝑈ጼ = 5 m/s, which is a typical
value for urban wind turbines, corresponding to Reynolds number 𝑅𝑒 = 3.31 × 10኿
based on the duct chord length 𝑐. To establish yawed inflow conditions, the DWT
model is rotated around the center-line axis by yaw angle 𝛼. A LB-VLES simulation
is run for 9 complete turbine rotations corresponding to a physical time of 1.42
seconds. The simulations are performed using High-performance computing facility
available at The Delft University of Technology requiring 7200 CPU hrs/rotation on
a Linux Xeon E5-2690 2.9 GHz platform.

5.2.2. Numerical validation
First, a mesh independence study is performed for the two DWT models in non-
yawed inflow condition by uniformly increasing the resolution of each VR. Three
resolution cases, corresponding to the smallest voxel size equal to 1200 (coarse),
1800 (medium) and 2400 (fine) voxels per duct chord, are studied. The duct thrust
force coefficient 𝐶ፓፃ and the total thrust force coefficient 𝐶ፓ for the DWT models
are taken as reference for the convergence analysis. They are defined as:

𝐶ፓፃ =
𝑇ፃ

ኻ
ኼ𝜌𝑈

ኼጼ𝑆፭፮፫፛።፧፞
, (5.1)

𝐶ፓ =
𝑇

ኻ
ኼ𝜌𝑈

ኼጼ𝑆፞፱።፭
, (5.2)

where 𝑇ፃ is the duct thrust force, i.e. the axial force, generated by the duct surface,
𝑆፭፮፫፛።፧፞ is the turbine surface area equal to 𝜋𝑅ኼ፭፮፫፛።፧፞, 𝑇 is the total thrust force,
i.e. the axial force, generated by the DWT model and 𝑆፞፱።፭ is the duct exit surface
area equal to 𝜋𝑅ኼ፞፱።፭.

The results of the mesh independence study are shown in Table 5.1. Solution
convergence is reached for the medium VR, when the observed deviations between
the converged values are less than 0.5%. The medium VR mesh is adopted for the
rest of the discussion.
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Table 5.1: Voxels statistics for mesh independence study of the DWT models.

Coarse Medium Fine Experiments
Number of voxels 1.46 × 10ዀ 2.67 × 10ዀ 4.33 × 10ዀ
DonQi® 𝐶ፓፃ 0.410 0.417 0.419
DonQi D5 𝐶ፓፃ 0.460 0.471 0.471
DonQi® 𝐶ፓ 0.612 0.703 0.706 0.689
DonQi D5 𝐶ፓ 0.642 0.723 0.727

Figure 5.9: Front view of the DonQi® DWT model used for the experimental study [Ten Hoopen, 2009].
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Figure 5.10: Comparison of duct surface pressure coefficient ፜ᑡ between the experimental data and the
CFD findings shown for DonQi® DWT model in non-yawed inflow condition.

As further validation of the numerical approach, numerical results are
compared with the experimental ones reported by Ten Hoopen [2009] who
investigated the DonQi® DWT model in non-yawed inflow condition(see Figure
5.9). Experiments were conducted in the closed-loop open-jet (OJF) wind tunnel
facility at the Delft University of Technology. Ten Hoopen [2009] measured the
total thrust force exerted by the DonQi® DWT model using an axial force balance
system. The 𝐶ፓ calculated from the wind tunnel measurements is 0.689 while by
CFD it is 0.703; see Table 5.1. The numerical and experimental results differ by
2%, which is within the experimental uncertainty [Ten Hoopen, 2009].

The duct surface pressure distribution, measured in the experiments using
pressure taps arranged along the duct chord length, is compared with the
numerical one in Figure 5.10. In the figure, the duct surface pressure coefficient
𝑐፩ is plotted as a function of normalized duct chord length 𝑥/𝑐. Results from CFD
are obtained by azimuthally averaging the 𝑐፩ values over two complete turbine
rotations after reaching temporal convergence and the solutions reaching a
quasi-steady state. Overall, a very good agreement for the 𝑐፩ values between the
CFD data and the experimental results is found. The noise damper is not flush
mounted inside the duct, which is a production inaccuracy (see Figure 5.9). This
causes the pressure jump in the measured pressure distribution. The noise
damper geometry is not included in the numerical model, hence the deviation in
the 𝑐፩ values at 𝑥/𝑐 = 2 are observed.

5.2.3. Flow-field analysis
The instantaneous flow-fields around the two DWTs, both in non-yawed and yawed
inflow conditions, are shown in Figures 5.11 and 5.12 respectively, using the 𝜆ኼ
criterion for vortex identification [Jeong and Hussain, 1995] color-contoured with
the normalized streamwise velocity magnitude.
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For the DonQi® configuration at 𝛼 = 0°, as in Figure 5.11 (left), tip vortices
convecting over the inner walls of the duct are clearly visible. These vortices,
convect in the duct following a helicoidal pattern, become unstable and break up
in smaller structures towards the exit plane of the duct [Avallone et al., 2020]. By
increasing the camber of the duct cross section, as in Figure 5.11 (right), a larger
flow acceleration is present along the suction side of the duct. This has an effect
on the local boundary layer thickness at the turbine plane, thus changing the ratio
between the tip-clearance and the boundary layer thickness. In this case, the
boundary layer thickness is thicker than that observed for the baseline case, and,
as a consequence, the tip vortex breaks at the turbine plane with generation of
turbulent flow structures along the duct inner walls. A similar phenomenon was
observed in a previous study by Avallone et al. [2020] on the baseline DWT
geometry by changing the tip-clearance of the blades. Focusing on the duct
pressure side, large coherent structures are formed at the leading edge of the
DonQi D5 model, which convect and break into smaller ones at more downstream
locations. This is caused by the fact that the curvature of the DonQi D5 duct is
larger than the baseline duct and the transition to turbulence is anticipated.

By introducing a yaw angle, as in Figures 5.12, the flow-fields, for both
configurations, show differences in the turbulent flow structures convecting over
the inner walls of the duct. A major difference between the two configurations is
that, for the baseline configuration, the tip vortex is generated at the turbine
plane and interact with the duct surface at downstream locations where it breaks
in smaller structures. Differently, for the DonQi D5 configuration, as for the case
with zero yaw angle, the tip vortex breaks at the turbine plane. For this case, the
flow is richer of turbulent flow structures, and it decelerates more just
downstream of the turbine plane as visible from the blue contour representing
normalized streamwise velocity component. For this particular case, the yawed
inflow causes an early breakdown of the main vortex into smaller structures on
the pressure side of the duct and, as expected, are subject to larger radial
spreading away from the surface of the duct.

To better show the aerodynamic interactions between the near wake of the
turbine and the turbulent boundary layer convecting over the duct surface, 2D
visualization in the 𝑥-𝑦 plane of the instantaneous flow-fields are shown in Figures
5.13 and 5.14. As in the previous figures, non-dimensional contours of the
streamwise velocity components 𝑈፱/𝑈ጼ are plotted.

For all the cases, it can be observed that, as expected, the velocity at the turbine
plane is higher than the free-stream velocity. As discussed in chapter 1, this is due to
the airfoil-shaped duct, which acts as a convergent-divergent nozzle that accelerates
the flow (i.e., increases the mass-flow rate). The velocity in the plane of rotation
varies in the radial direction with the maximum velocity observed towards the tip
region of the turbine blade [Avallone et al., 2020]. Here, the tip gap between the
duct and turbine accelerates the flow via a mechanism similar to boundary layer
blowing [Avallone et al., 2020, Kwong and Dowling, 1994].

For the baseline DonQi® model at zero degree yaw angle (Figure 5.13 (left)),
the flow over the suction side of the duct (i.e., the inner wall) weakly separates at
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Figure 5.15: Contours of instantaneous streamwise velocity ፔᑩ/ፔᐴ in the ፲ ዅ ፳ plane for DonQi D5 in
(a) non-yawed and (b) yawed inflow condition.

about the 95% of the duct chord length. This is visualized by the low velocity region
close to the trailing edge. For the same inflow condition, DonQi D5 model shows
earlier flow separation starting from 85% of the duct chord length over the suction
side (Figure 5.13 (right)). For this particular case, the velocity slows down on the
pressure side of the duct due to the higher duct curvature. As a result, pressure
drops on the suction side of the duct and increased mass flow is swallowed by
the turbine as explained in chapter 3. Figures 5.13 (left) and (right) give further
insights on the breaking up process of the tip vortex in smaller vortical structures.
For the baseline configuration, there is a weak interaction between the boundary
layer convecting over the inner walls of the duct and the tip vortex. As a matter of
fact, footprints of the tip vortices are clearly visible within the duct. For the DonQi
D5 model, the footprints of the vortices are weaker since they interact with the
separated boundary layer.

The baseline configuration with yawed inflow (Figure 5.14 (left)) shows that
flow separation moves upstream; the resulting thicker boundary layer interacts with
the tip vortex thus breaking up in smaller structures. These velocity fluctuations
in the near wake resembles the vortex dynamics breakdown for HAWTs in yaw,
thus reducing the overall thrust generated by the turbine blades [Jiménez et al.,
2010]. For the DonQi D5 model in yawed inflow (Figure 5.14 (right)), the separation
location within the duct weakly changes with respect to the zero-yaw configuration.

Figure 5.15 shows instantaneous contours of ፔᑩፔᐴ
in the 𝑦−𝑧 plane at the turbine

location for the DonQi D5 model in non-yawed (Figure 5.15 (a)) and yawed (Figure
5.15 (b)) inflow conditions. The presence of a yaw angle causes an asymmetric
flow-field, thus the velocity at the turbine plane changes with the azimuthal angle
Φ. Similar to Figure 5.2, the azimuthal angleΦ is defined as rotating clockwise when
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Figure 5.16: Radial distribution of azimuthally averaged streamwise velocity ፔᑩ/ፔᐴ measured at the
turbine plane for the non-yawed inflow (top) and yawed inflow (bottom).
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looking upwind, with zero aligned in the positive 𝑦 direction (see Figure 5.15 (a)).
The figure highlights the higher velocity at the turbine plane for the yawed inflow
configuration. This is quantified by plotting the azimuthally averaged streamwise
velocity component in the radial direction (𝑟/𝑅፭፮፫፛።፧፞) in Figure 5.16. The DWT with
larger camber cross-section airfoil, shows an increase of ፔᑩፔᐴ

of about 5% along the
entire radius for the zero-yaw condition (Figure 5.16 (top)) and of about 10% for
the 7.5° yaw angle (Figure 5.16 (bottom)). More interesting, the velocity reduction
for the DonQi D5 model is less at yawed inflow than the baseline one. Finally, as
expected, because of the yaw angle, the time-averaged velocity distribution is not
symmetric. This can cause unsteady loads on the DWT system, thus increasing the
possibility of earlier mechanical failures due to increased fatigue loads.

5.2.4. Aerodynamic performance
Table 5.2 summarizes the aerodynamic performance coefficients for the two DWT
models calculated under both non-yawed and yawed inflow conditions. The duct
thrust force coefficient 𝐶ፓፃ, turbine thrust force coefficient 𝐶ፓ፭፮፫፛።፧፞ and power
coefficient 𝐶ፏ are shown. The values are obtained as time average over two
complete turbine rotations after reaching temporal convergence.

The duct thrust force coefficient 𝐶ፓፃ is defined in equation 5.1. The power
coefficient 𝐶ፏ, expressed as a function of turbine thrust force coefficient 𝐶ፓ፭፮፫፛።፧፞
and the azimuthally averaged surface integral of the axial velocity distribution
𝑈፱/𝑈ጼ along the turbine’s plane of rotation (from Figure 5.16), is given by:

𝐶ፏ =
𝑃

ኻ
ኼ𝜌𝑈

ኽጼ𝑆፭፮፫፛።፧፞
= 𝐶ፓ፭፮፫፛።፧፞∮

ፒᑥᑦᑣᑓᑚᑟᑖ

𝑈፱
𝑈ጼ
. (5.3)

Chapter 3 concluded that for a given AD/turbine configuration, the 𝐶ፏ of a DWT
can be increased if and only if 𝐶ፓፃ is increased. Then, if 𝐶ፓፃ increases, 𝐶ፓ፭፮፫፛።፧፞
and ultimately 𝐶ፏ also increase, coherently to what is observed in Table 5.2. The
comparison of the aerodynamic performance coefficients of the two DWT models in
Table 5.2 shows that, for the same duct exit area, the DonQi D5 model outperforms
DonQi® model, both in non-yawed and yawed inflow conditions. The performance
improvement for the DonQi D5 model can be attributed to the duct profile camber,
which enhances 𝐶ፓፃ .

For the DonQi® model at 𝛼 = 7.5°, 𝐶ፓፃ returns a lower value in comparison to
the 𝐶ፓፃ at 𝛼 = 0°. As a consequence, 𝐶ፓ፭፮፫፛።፧፞ and 𝐶ፏ calculated at 𝛼 = 7.5° is
lower by 13.5% and 16.4% respectively than that calculated at 𝛼 = 0°. In contrast,
for the DonQi D5 model, 𝐶ፓፃ at 𝛼 = 7.5°is higher than that obtained at 𝛼 = 0°.
As explained before, this is because the duct camber delays duct wall separation
on the suction side in yawed inflow conditions (see Figure 5.14 (right)), thereby
increasing the 𝐶ፓፃ as also noted in 2D simulations (see section 5.1). Then, the
𝐶ፓ፭፮፫፛።፧፞ and 𝐶ፏ calculated at 𝛼 = 7.5° is higher by 4.4% and 3.2% respectively
than that calculated at 𝛼 = 0°for the DonQi D5 model.
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Table 5.2: Aerodynamic performance coefficients for the two DWT models.

DonQi® DonQi D5
0° 7.5° 0° 7.5°

𝐶ፓፃ 0.4238 0.3587 0.4812 0.5014
𝐶ፓ፭፮፫፛።፧፞ 0.8292 0.7170 0.8417 0.8803
𝐶ፏ 0.7545 0.6309 0.7675 0.7922

c

1.5c

x

y

Figure 5.17: Schematic showing 72 microphones positioned at 1.5c from the center of the DWT and
normal to the plane of turbine rotation

5.2.5. Noise estimation
The effect of the duct geometry and inflow conditions on the acoustic behavior
of the two DWT models are investigated in this section. Noise is estimated on a
circular array of 72 equally spaced microphones in the 𝑥 − 𝑦 plane placed at 1.5𝑐
from the plane of rotation (Figure 5.17).

Figures 5.18 shows the Overall Sound Pressure Level (OASPL) expressed in
decibel (dB) with reference pressure equal to 20× 10ዅዀ Pa. Results are integrated
from 2 Hz to 392.4 Hz, i.e. up to 20 times the Blade Passing Frequency (BPF). It
can be observed that the OASPL generated by the DonQi D5 model is higher than
that of the DonQi® one, both in non-yawed and yawed inflow conditions. Starting
with the non-yawed inflow (Figure 5.18 (top)), differences in the OASPL directivity
patterns are observed; they are localized in certain flow directions, i.e. in the axial
direction upstream of the DWT and at ± 120°. At these locations, the DonQi D5
model is approximately 15 dB and 20 dB louder than the baseline configuration.
For the yawed inflow condition (Figure 5.18 (bottom)), the directivity patterns are
almost similar to the zero-yaw angle case but tilted. However, the difference in
OASPL between the two configurations is smaller than at zero yaw-angle case, i.e.
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Figure 5.18: Overall Sound Pressure Level (OASPL) obtained for the two DWT models in (top) non-yawed
inflow condition and (bottom) yawed inflow condition.
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Figure 5.19: Power Spectral Density (PSD) versus the Blade Passing Frequency (BPF) for a microphone
located at 90°under (top) non-yawed inflow condition and (bottom) yawed inflow condition.
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the highly cambered duct is 8-10 dB louder than the baseline one.
The shape of the directivity plots for the DonQi D5 model, both in non-yawed

and yawed inflow conditions, shows the appearance of larger lobes in the
downstream direction in comparison to the baseline case. This can be associated
to turbulent boundary layer trailing edge noise caused by the turbulent flow
structures convecting along the outer surface of the duct [Brooks et al., 1989], as
shown previously in Figures 5.11 and 5.12. Noise increase in the axial direction is
instead related to the variation of the local boundary layer thickness at the turbine
plane, and due to the presence of an additional noise source related to flow
instabilities as found by Avallone et al. [2020].

To further explore the presence of an additional source of noise related to
turbulent boundary layer trailing edge noise, Power Spectral Density (PSD) plots
versus the blade Passing Frequency (BPF), expressed in dB/Hz, are shown for a
microphone located at 90°with respect to the free-stream direction in Figure 5.19.
For the non-yawed inflow condition (Figure 5.19 (top)), at frequencies higher than
2 BPF, the PSD curves diverges; the DonQi D5 model shows larger broadband
noise with amplitude almost equal to the tonal peak at the 2ዲየ BPF. For the yaw
angle case (Figure 5.19 (bottom)), the PSD curves are almost identical up to the
1ዷዸ BPF. Beyond this frequency, broadband noise dominates and becomes
comparable to the tonal peak at the 1ዷዸ BPF. The increase of the broadband noise
component also for the baseline configuration at yaw angle confirms that the
additional noise is related to turbulent boundary layer trailing edge noise.

5.3. Summary
In this work, the aerodynamic performance of DWT in yawed inflow condition is
studied using a simplified duct-AD model. To this aim, first, two-dimensional
numerical calculations using URANS simulations are shown. Based on the findings
of chapter 3, two DWT models (DonQi® and DonQi D5) are chosen. The
geometric parameters of the duct-AD models are identical, except for the duct
geometry, which have different cross-section camber. To validate the numerical
method, comparison of the numerical approach with the experimental data is
reported. Of the two duct geometries investigated, DonQi D5 duct-AD model not
only demonstrates an insensitivity to yaw but a gain in the overall performance 𝐶ፏ
up to at a yaw angle 𝛼 = 17.5°. On the contrary, 𝐶ፏ of DonQi® duct configuration
drop for 𝛼 > 0°. The 𝐶ፏ gain for the DonQi D5 duct-AD model with increasing 𝛼
corresponds to the dimensionless duct thrust force coefficient 𝐶ፓፃ, which
increases due to the camber effect until the DWT stall angle is reached. More
precisely, inner duct wall flow separation reduces the 𝐶ፓፃ and ultimately the 𝐶ፏ of
the DWT model.

Later, three-dimensional numerical calculations using Lattice-Boltzmann Very-
Large-Eddy Simulations (LB-VLES) are carried out to investigate the aerodynamic
and aeroacoustic performances of DWTs, both in non-yawed (𝛼 = 0°) and yawed (𝛼
= 7.5°) inflow conditions. Comparing the two DWT models, the power coefficient
𝐶ፏ for the DonQi D5 DWT model is approximately 1.7% and 20.4% higher than
the DonQi® DWT model in non-yawed and yawed inflow conditions, respectively.
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As concluded from the URANS calculations, DonQi D5 DWT model is less affected
by the yaw inflow angle and a gain in the 𝐶ፏ by approximately 3% is obtained.
The aerodynamic performance improvement, in terms of the turbine thrust force
coefficient 𝐶ፓ፭፮፫፛።፧፞ and 𝐶ፏ, for a DWT model corresponds to the increase of the
duct thrust force coefficient 𝐶ፓፃ. Flow visualization using velocity contours show
that the highly cambered duct profile becomes beneficial for the mass-flow rate
increase through the duct, both in non-yawed and yawed inflow conditions.

The duct shape has a strong effect on the noise. The overall sound pressure
level (OASPL) is calculated at a circular array of microphones normal to the plane of
rotation. The highly cambered configuration (DonQi D5 model) is approximately 10-
15 dB louder than the baseline one (DonQi® model), both in non-yawed and yawed
inflow conditions. Power spectral density (PSD) analysis shows that the broadband
noise contribution becomes higher for the DonQi D5 model in comparison to the
DonQi® model, both in non-yawed and yawed inflow conditions. The additional
broadband noise source is due to turbulent boundary layer trailing edge noise due
to the turbulent flow structures developing along the surface of the duct.
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The best endings resonate because
they echo a word, phrase, or image from earlier in the story,

and the reader is prompted to think back to that reference
and speculate on a deeper meaning.

James Plath

Computational Fluid Dynamic (CFD) methods described in chapter 2 have been
applied in this thesis to study the aerodynamic and aeroacoustic aspects related

to DWTs following the current state of the DWT research presented in chapter 1.
The research questions placed in the beginning of this thesis were:

Does the concept of DWT in fact increase the power output, and if so, by how
much; what geometric form should it take; and finally, how will DWT perform
under yawed inflow conditions?

Following the story-line of the thesis, the major findings of this research have
been grouped into three parts; namely, (1) to study the effects of the duct shape
on DWTs aerodynamic performance, (2) to investigate on the augmentation
techniques to further improve on the aerodynamic performance of DWT, and (3)
to study the effects of yawed inflow condition on DWTs aerodynamic and
aeroacoustic performance. Moreover, some recommendations for future research
are given.

6.1. On the effects of the shape of the duct
• The aerodynamic mutual interactions between the duct and the turbine are
nonlinear (section 3.3.1), which depend on the distinct shape of the duct and
the turbine thrust force coefficient.

• The Lanchester-Betz-Joukowski limit, which defines the optimal turbine
thrust force coefficient value to 8/9 for the maximum power coefficient for
horizontal axis wind turbines, is no longer applicable for DWTs; the optimal
value depends on the duct thrust force coefficient (section 3.3.2).

• The aerodynamic performance of the DWT can be increased by increasing
the duct cross-section camber and a correct choice of turbine thrust force
coefficient, whilst maintaining the same duct-exit-area ratio (sections 3.3.1
and 3.3.2).
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• An upper limit of the duct camber extent for the maximum power coefficient
obtainable for DWT exists. Highly cambered duct profiles are prone to duct
wall flow separation. The flow separation, when detected inside of the duct,
reduces the duct thrust force coefficient and ultimately the power coefficient
for the DWT model (section 3.4).

6.2. On the effects of further augmentation
techniques

• The aerodynamic performance of an existing DWT model can be improved
by using multi-element ducts. The improvement strongly depends on the
installation setting of the secondary duct element with respect to the primary
DWT geometry (section 4.1).

• A Gurney flap (retrofitted) at the trailing edge of the duct improves the
aerodynamic performance of an existing DWT model by delaying inner duct
wall flow separation, thus improving the mass flow rate at the turbine
(section 4.2). The aerodynamic performance improvement, however,
strongly depends on the Gurney Flap size and the existing DWT
configuration.

6.3. On the effects of yawed inflow
• DWTs can demonstrate yaw insensitivity up to a specific yaw angle. The duct
acts like the annular wing that sees the yaw angle as the increased angle of
attack; the effect of which is that it increases the duct thrust force coefficient
and ultimately the power coefficient for the DWT model until the stall angle
of the duct is reached. The yaw insensitivity for the DWT model, however,
strongly depends on the aerodynamic mutual interactions between the duct
and turbine, which changes with the duct geometry, turbine configuration and
yaw angle (section 5.1.2 and 5.2.4).

• The duct shape has a strong effect on the aeroacoustic performance of the
DWT. An increase in duct cross-section camber increases the noise
generated by the DWT model, both in non-yawed and yawed inflow
conditions. The additional noise source is broadband in nature, which results
from the turbulent flow structures convecting along the surface of the duct
(section 5.2.5).

6.4. Recommendations
Like any other research, there are still many topics and open questions that can be
recommended for future studies. The most prominent ones are listed here:

• It is recommended to not use ducts with a very large duct exit-area-ratio in
order to improve the power production of DWTs. In doing so, the likelihood
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of inner duct wall flow separation increases in real-world operating
conditions, thus having a negative impact on the aerodynamic and
aeroacoustic performance of DWTs. Note that, it is possible to challenge this
recommendation by incorporating flow control devices, however, the
performance benefits will be limited due to the cost of the complex system
and its installation.

• In this work, the effects of the non-uniform blade loading on the
aerodynamic and aeroacoustic performance of DWTs are studied using
high-fidelity Very Large Eddy Simulation (VLES) model. These simulations
require large computational resources. An actuator line CFD approach,
which has been pursued extensively for the study of horizontal axis wind
turbines, can be integrated into the computational study of DWTs to provide
an initial assessment of the discrete blade effects.

• Despite having made significant advancements into the designs for DWTs,
detailed studies investigating (i) the effects of tip gap size between the duct
and the turbine blade and (ii) the effects of tip speed ratio on the wake
development of DWTs are found to be missing in the existing literature. The
tip gap would accelerate the flow via a mechanism similar to boundary layer
blowing for airfoils [Avallone et al., 2020], while the tip speed ratio would
influence the flow behavior inside of the duct. A detailed parametric study
investigating these phenomenon would help improving the aerodynamic and
aeroacoustic performance of DWTs.

• The wing-in-ground effect is well understood (see for example
Rozhdestvensky [2000]), but never studied in relation to DWTs. DWT
installation on building tops can take advantage of the ground effect, where
the additional air pressure underneath the annular duct would increase the
thrust force generated by the turbine.

• This thesis focuses on evaluating the performance of DWTs in low turbulence
intensity flow. An investigation to study the influence of real-world turbulence
levels on the aerodynamic and aeroacoustic performance of DWTs will be very
useful.

• The DWT support structure, including the tower and the struts, underwent
non-stationary vibrations while supporting the heavy duct during the
experiments witnessed by the author. Mitigating these vibrations would not
only improve the aerodynamic and aeroacoustic performance of DWTs, but
also extend the life-cycle of the DWT components. This topic deserves to be
investigated further.

• In order to be more commercially viable, the DWT designs should have cost
competitiveness. A study highlighting the economic benefits of DWTs over
other wind turbine designs would therefore be a logical next step.
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6.5. Final thought
The clean energy revolution is booming. The renewable energy sources are
displacing the dominance of fossil fuels in the energy market, thus lowering the
carbon emissions and pollution levels. The question remains: Can we put up
enough renewable sources to generate the energy we need? Taking this question
into consideration, large amounts of research and finance are being channelled
into growing the contribution of renewables. The sun, wind and sea might be
free, but converting their power into electricity surely isn’t. Of all the renewable
sources, wind power is closer to being competitive to coal or gas. It can cost as
low as six cents at the ideal onshore sites, but costs twice that offshore. In order
to contribute towards the sustainable development goals, small wind turbines can
be used for local power applications. Having said that, we will have to get over
the NIMBY - Not In My Backyard syndrome. Small steps taken now can contribute
in big ways towards the global mission of combating climate change. Installing
small wind turbines would definitely require an investment, but if shared with
neighbours - it could light three to four rooms or power the television for
entertainment each night.
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Figure 6.1: Artistic impression of Delft with roof-mounted ducted wind turbines. Artist: Marta Lorenzo
Xoubanova.





References

RJ Barthelmie and SC Pryor. Potential contribution of wind energy to climate change
mitigation. Nature Climate Change, 4(8):684, 2014.

E Dupont, R Koppelaar, and H Jeanmart. Global available wind energy with physical
and energy return on investment constraints. Applied Energy, 209:322–338,
2018.

A Fontaine, F Galmiche, and A Flament. Recommendations for implementation of
long term markets (energy and capacity) 2020-2050. report D6, 3, 2016.

MBT Fogaing, H Gordon, CF Lange, DHWood, and BA Fleck. A review of wind energy
resource assessment in the urban environment. In Advances in Sustainable
Energy, pages 7–36. Springer, 2019.

GJW van Bussel. The science of making more torque from wind: Diffuser
experiments and theory revisited. Journal of Physics: Conference Series, 75
(1):120–10, 2007.

GM Lilley and WJ Rainbird. A preliminary report on the design and performance of
ducted windmills. Technical report, College of Aeronautics Cranfield, 1956.

A Kogan and E Nissim. Design and performance of a shrouded windmill for power
generation. Technion-Israel Institute of Technology, Department of Aeronautical
Engineering, 1962.

A Kogan and A Seginer. Shrouded Aerogenerator Design Study: II. Axisymmetrical
Shroud Performance. Technion-Israel Institute of Technology, Department of
Aeronautical Engineering, 1963.

O Igra. Shrouds for aerogenerators. AIAA Journal, 14(10):1481–1483, 1976.

O Igra. Compact shrouds for wind turbines. Energy conversion, 16(4):149–157,
1977.

O Igra. Research and development for shrouded wind turbines. Energy Conversion
and Management, 21(1):13–48, 1981.

BL Gilbert and KM Foreman. Experiments with a diffuser-augmented model wind
turbine. Journal of Energy Resources Technology, 105(1):46–53, 1983.

KM Foreman and BL Gilbert. Diffuser for augmenting a wind turbine, November 13
1984. US Patent 4482290A.

109



110 References

DG Phillips, RGJ Flay, TA Nash, et al. Aerodynamic analysis and monitoring of
the vortec 7 diffuser-augmented wind turbine. Transactions of the Institution of
Professional Engineers New Zealand: Electrical/Mechanical/Chemical Engineering
Section, 26(1):13, 1999.

DG Phillips, PJ Richards, and RGJ Flay. Diffuser development for a diffuser
augmented wind turbine using computational fluid dynamics. Department of
Mechanical, Engineering, the University of Auckland, New Zealand, 2008.

MOL Hansen, NN Sørensen, and RGJ Flay. Effect of placing a diffuser around a wind
turbine. Wind Energy: An International Journal for Progress and Applications in
Wind Power Conversion Technology, 3(4):207–213, 2000.

O de Vries. Fluid dynamic aspects of wind energy conversion. Technical report,
Advisory Group for Aerospace Research and Development NEUILLY-SUR-SEINE
(France), 1979.

Peter M Jamieson. Beating betz: energy extraction limits in a constrained flow field.
Journal of Solar Energy Engineering, 131(3), 2009.

S Widnall. Potential flow calculations of axisymmetric ducted wind turbines. MIT,
09(02):1–12, 2009.

R Bontempo and M Manna. Solution of the flow over a non-uniform heavily loaded
ducted actuator disk. Journal of Fluid Mechanics, 728:163–195, 2013.

AC Aranake, VK Lakshminarayan, and K Duraisamy. Computational analysis
of shrouded wind turbine configurations using a 3-dimensional rans solver.
Renewable Energy, 75:818–832, 2015.

TA Khamlaj and MP Rumpfkeil. Analysis and optimization of ducted wind turbines.
Energy, 162:1234–1252, 2018.

K Abe, M Nishida, A Sakurai, Y Ohya, H Kihara, E Wada, and K Sato. Experimental
and numerical investigations of flow fields behind a small wind turbine with a
flanged diffuser. Journal of wind engineering and industrial aerodynamics, 93
(12):951–970, 2005.

K Toshimitsu, K Nishikawa, W Haruki, S Oono, M Takao, and Y Ohya. Piv
measurements of flows around the wind turbines with a flanged-diffuser shroud.
Journal of Thermal Science, 17(4):375–380, 2008.

J Tang, F Avallone, R Bontempo, GJW van Bussel, and M Manna. Experimental
investigation on the effect of the duct geometrical parameters on the performance
of a ducted wind turbine. In Journal of Physics: Conference Series, volume 1037,
pages 22–34. IOP Publishing, 2018.

K Abe and Y Ohya. An investigation of flow fields around flanged diffusers using
cfd. Journal of wind engineering and industrial aerodynamics, 92(3-4):315–330,
2004.



References 111

A Grant, C Johnstone, and N Kelly. Urban wind energy conversion: The potential
of ducted turbines. Renewable Energy, 33(6):1157–1163, 2008.

SH Wang and SH Chen. Blade number effect for a ducted wind turbine. Journal of
mechanical science and technology, 22(10):1984–1992, 2008.

CD Chaudhari, SA Waghmare, and AP Kotwal. Numerical analysis of venturi ducted
horizontal axis wind turbine for efficient power generation. International Journal
of Mechanical Engineering and Computer Applications, 1(5):90–93, 2013.

R Bontempo, M Cardone, M Manna, and G Vorraro. Ducted propeller flow analysis
by means of a generalized actuator disk model. Energy Procedia, 45:1107–1115,
2014.

SAH Jafari and B Kosasih. Flow analysis of shrouded small wind turbine with a
simple frustum diffuser with computational fluid dynamics simulations. Journal
of Wind Engineering and Industrial Aerodynamics, 125:102–110, 2014.

SZ Roshan, S Alimirzazadeh, and M Rad. RANS simulations of the stepped duct
effect on the performance of ducted wind turbine. Journal of Wind Engineering
and Industrial Aerodynamics, 145:270–279, 2015.

GJW van Bussel. Duct4u - ducted wind turbine optimi-sation and utilisation.
Technical report, Open Technology Programme - STW, 2015.

KM Foreman and BL Gilbert. A free jet wind tunnel investigation of dawt models.
Grumman research and development Center Report to SERI, RE-668 (SERI/TR
01311-1), 1983.

L Anselmi. Computational analysis of ducted wind turbines noise. TU Delft
Repository, 32:12–49, 2017.

F Avallone, D Ragni, and D Casalino. On the effect of the tip-clearance ratio on the
aeroacoustics of a diffuser-augmented wind turbine. Renewable Energy, 152:
1317–1327, 2020.

YC Küçükosman. Semi-analytical approaches for the prediction of the noise
produced by ducted wind turbines. PhD thesis, Delft University of Technology,
2019.

B Kanya and K Visser. Experimental validation of a ducted wind turbine design
strategy. Wind Energy Science, 3(2):919–928, 2018.

A Betz. Das maximum der theoretisch möglichen ausnutzung des windes durch
windmotoren. Zeitschrift fur das gesamte Turbinenwesten, 20, 1920.

WJM Rankine. On the mechanical principles of the action of propellers. Transactions
of the Institution of Naval Architects, 6, 1865.

RE Froude. On the part played in propulsion by differences of fluid pressure. Trans.
Inst. Naval Architects, 30:390, 1889.



112 References

GAM van Kuik. The lanchester–betz–joukowsky limit. Wind Energy: An International
Journal for Progress and Applications in Wind Power Conversion Technology, 10
(3):289–291, 2007.

H Glauert. The analysis of experimental results in the windmill brake and vortex
ring states of an airscrew. HM Stationery Office, 1926.

JD Anderson and J Wendt. Computational fluid dynamics, volume 206. Springer,
1995.

GG Stokes. On the theories of the internal friction of fluids in motion, and of
the equilibrium and motion of elastic solids. Transactions of the Cambridge
Philosophical Society, 8, 1880.

O de Vries. Fluid dynamic aspects of wind energy conversion. Technical report,
Advisory Group for Aerospace Research and Development NEUILLY-SUR-SEINE
(France), 1979.

G De Oliveira Andrade. Aerodynamic Perspectives on Wind Energy Efficiency. PhD
thesis, Delft University of Technology, 2019.

EM Greitzer, CS Tan, and MB Graf. Internal flow: concepts and applications,
volume 3. Cambridge University Press, 2007.

O Reynolds. On the dynamical theory of incompressible viscous fluids and the
determination of the criterion. In Proceedings of the Royal Society-Mathematical
and Physical Sciences, volume 451, pages 5–47, 1895.

SB Pope. Turbulent flows. Reynolds-stress and related models, 2001.

DC Wilcox. Turbulence modeling for CFD, volume 2. DCW industries La Canada,
CA, 1998.

DD Apsley and MA Leschziner. Advanced turbulence modelling of separated flow in
a diffuser. Flow, Turbulence and Combustion, 63(1-4):81, 2000.

M Shives and C Crawford. Developing an empirical model for ducted tidal turbine
performance using numerical simulation results. Proceedings of the Institution
of Mechanical Engineers, Part A: Journal of Power and Energy, 226(1):112–125,
2012.

ANSYS Fluent 18.0. Release 18.0, ansys. Inc., USA, November, 2018.

Liangyu Zhao and Shuxing Yang. Influence of thickness variation on the flapping
performance of symmetric naca airfoils in plunging motion. Mathematical
Problems in Engineering, 2010, 2010.

Chedhli Hafien and Talel Ben Mbarek. Reduced order model for the lift coefficient of
an airfoil equipped with extrados and/or trailing edge flexible flaps. Computers
& Fluids, 180:82–95, 2019.



References 113

J Tang, F Avallone, and GJW van Bussel. Experimental study of flow field of an
aerofoil shaped diffuser with a porous screen simulating the rotor. International
Journal of Computational Methods and Experimental Measurements, 4(4):502–
512, 2016.

PK Kundu, IM Cohen, and HH Hu. Fluid mechanics. 2004. Google Scholar, pages
157–158, 2008.

LF Richardson. Weather prediction by numerical process. Cambridge university
press, 1992.

S Chen and GD Doolen. Lattice boltzmann method for fluid flows. Annual review
of fluid mechanics, 30(1):329–364, 1998a.

S Succi. The lattice Boltzmann equation: for fluid dynamics and beyond. Oxford
university press, 2001.

R Courant, K Friedrichs, and H Lewy. On the partial difference equations of
mathematical physics. IBM Journal of Research and Development, 11(2):215–
234, 1967.

CM Teixeira. Incorporating turbulence models into the lattice-boltzmann method.
International Journal of Modern Physics C, 9(08):1159–1175, 1998.

BE Launder and BI Sharma. Application of the energy-dissipation model of
turbulence to the calculation of flow near a spinning disc. Letters in heat and
mass transfer, 1(2):131–137, 1974.

S Chen and GD Doolen. Lattice boltzmann method for fluid flows. Annual review
of fluid mechanics, 30(1):329–364, 1998b.

F Farassat and GP Succi. A review of propeller discrete frequency noise prediction
technology with emphasis on two current methods for time domain calculations.
Journal of Sound and Vibration, 71(3):399–419, 1980.

N Curle. The influence of solid boundaries upon aerodynamic sound. Proceedings
of the Royal Society of London. Series A. Mathematical and Physical Sciences,
231(1187):505–514, 1955.

G Brès, F Pérot, and D Freed. A ffowcs williams-hawkings solver for lattice-
boltzmann based computational aeroacoustics. In 16th AIAA/CEAS aeroacoustics
conference, page 3711, 2010.

F Perot, MS Kim, and M Meskine. Nrel wind turbine aerodynamics validation
and noise predictions using a lattice boltzmann method. In 18th AIAA/CEAS
Aeroacoustics Conference (33rd AIAA Aeroacoustics Conference), page 2290,
2012.



114 References

LEM Lignarolo, D Mehta, R Stevens, AE Yilmaz, G van Kuik, J Andersen, Søren,
C Meneveau, CJ Ferreira, D Ragni, and J Meyers. Validation of four LES and a
vortex model against stereo-PIV measurements in the near wake of an actuator
disc and a wind turbine. Renewable energy, 94:510–523, 2016.

RM Hicks and PA Henne. Wing design by numerical optimization. Journal of Aircraft,
15(7), 1977.

H Sobieczky. Parametric airfoils and wings. Notes on Numerical Fluid Mechanics,
Vieweg Verlag, 68:71–88, 1988.

B Kulfan and J Bussoletti. Fundamental parameteric geometry representations
for aircraft component shapes. 11th AIAA/ISSMO multidisciplinary analysis and
optimization conference, 15(6948), 2006.

L Xiaoqiang, H Jun, S Lei, and L Jing. An improved geometric parameter airfoil
parameterization method. Aerospace Science and Technology, 78, 2018.

MK Brenda and JE Bussoletti. Fundamental parametric geometry representations
for aircraft component shapes. In 11th AIAA/ISSMO Multidisciplinary Analysis
and Optimization Conference, number 2006-6948, 2006.

MK Brenda. A universal parametric geometry representation method - cst. 45th
AIAA Aerospace Sciences Meeting and Exhibit, 2007.

D Masters, NJ Taylor, T Rendall, C Allen, and D Poole. A geometric comparison of
aerofoil shape parameterisation methods. AIAA Journal, 2017.

G de Oliveira. Wind turbine airfoils with boundary layer suction, a novel design
approach. Msc Thesis, Delft University of Technology, 2011.

P Fuglsang, C Bak, M Gaunaa, and I Antoniou. Design and verification of the riso-
b1 airfoil family for wind turbines. Journal of Solar Energy Engineering, 126:
1002–1010, 2004.

VV Dighe, G de Oliveira, F Avallone, and GJW Van Bussel. On the effects of the
shape of the duct for ducted wind turbines. In 2018 Wind Energy Symposium,
page 0997, 2018.

JJ More. The levenberg-marquardt algorithm: implementation and theory. Springer
Lecture Notes in Mathematics, 630:105–116, 1977.

B Ernst, H Schmitt, and JR Seume. Effect of geometric uncertainties on the
aerodynamic characteristic of offshore wind turbine blades. Journal of Physics:
Conference Series, 555(012033), 2012.

R Bontempo and M Manna. Effects of duct cross section camber and thickness
on the performance of ducted propulsion systems for aeronautical applications.
International Journal of Aerospace Engineering, 16, 2016.



References 115

P Ten Hoopen. An experimental and computational investigation of a diffuser
augmented wind turbine. TU Delft Repository, 32:22–67, 2009.

J Jeong and F Hussain. On the identification of a vortex. Journal of fluid mechanics,
285:69–94, 1995.

AHM Kwong and AP Dowling. Active boundary-layer control in diffusers. AIAA
journal, 32(12):2409–2414, 1994.

Á Jiménez, A Crespo, and E Migoya. Application of a les technique to characterize
the wake deflection of a wind turbine in yaw. Wind energy, 13(6):559–572, 2010.

TF Brooks, D S Pope, and MA Marcolini. Airfoil self-noise and prediction. National
Aeronautics and Space Administration report, 16, 1989.

KV Rozhdestvensky. Aerodynamics of a lifting system in extreme ground effect.
Springer Science & Business Media, 2000.

L Boltzmann. Lectures on gas theory. Courier Corporation, 2012.

PL Bhatnagar, EP Gross, and M Krook. A model for collision processes in gases.
i. small amplitude processes in charged and neutral one-component systems.
Physical review, 94(3):511, 1954.





Appendix A

Derivation of Navier Stokes from Lattice Boltzmann
equations
Lattice Boltzmann method (LBM) originated from the lattice gas automata (LGA)
or lattice gas cellular automata (LGCA), which can be considered as a simplified
molecular dynamics model to simulate the behavior and interaction of individual
particles in a fluid system. The method uses ensemble averaging, the so called
particle distribution function. In two-dimensional space, each lattice node move
from their current node to the neighboring node in the direction of the velocity
vector. If two particles meet head on in a node, as in Figure 2.10, their outgoing
velocities are changed from their incoming velocities.

Starting with the particle distribution function 𝑓(𝜒, 𝑈, 𝑡), which is a function of
physical space 𝜒, velocity space 𝑈 and time 𝑡. The total derivative of 𝑓(𝜒, 𝑈, 𝑡) with
respect to 𝑡 yields:

𝐷𝑓
𝐷𝑡 = (

𝑑𝑓
𝑑𝜒)

𝑑𝜒
𝑑𝑡 + (

𝑑𝑓
𝑑𝑈)

𝑑𝑈
𝑑𝑡 + (

𝑑𝑓
𝑑𝑇)

𝑑𝑡
𝑑𝑡 . (A1)

Alternatively, ፝Ꭴ፝፭ can be expressed as the particle velocity 𝑈.
፝ፔ
፝፭ is the acceleration,

which by Newton’s second law is written as the body force density ፝ፔ
፝፭ =

ፅ
᎞ . Having

said that, equation A1 is rewritten as:

𝐷𝑓
𝐷𝑡 = (

𝑑𝑓
𝑑𝜒)𝑈 + (

𝑑𝑓
𝑑𝑈)

𝐹
𝜌 +

𝑑𝑓
𝑑𝑡 . (A2)

If the left hand side of equation A2 returns zero, the equation becomes a sort
of advection1 equation, describing collision-less propagation of 𝑓(𝜒, 𝑈, 𝑡). Since,
collisions between two particles happen at the same 𝜒, 𝑈 and 𝑡, ፃ፟ፃ፭ as the collision
operator Ω can be written as:

Boltzmann equation

Ω(𝑓) = 𝑈 ⋅ ∇𝑓 + 𝐹𝜌 ⋅ ∇ፔ𝑓 +
𝑑𝑓
𝑑𝑡 . (A3)

Equation A3 is called the Boltzmann equation after Boltzmann [2012], who devised
it in the late 19th century. Three conditions are conserved in a collision:

1In fluid dynamics, advection is the transport of a substance by the velocity of the fluid.
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Mass conservation ∶ ∫Ω(𝑓)𝑑𝑈 = 0, (A4)

Momentum conservation ∶ ∫𝑈Ω(𝑓)𝑑𝑈 = 0, (A5)

Energy conservation ∶ ∫|𝑈|ኼΩ(𝑓)𝑑𝑈 = 0, (A6)

The collision operator proposed by Bhatnagar, Gross, and Krook [1954] is
applied. The BGK operator captures the collision behavior by directly modelling
the relaxation process instead of tracking the details of collisions.

Ω = −1𝜄 (𝑓 − 𝑓
ኺ), (A7)

where 𝜄 is called the relaxation time and 𝑓ኺ is the particle distribution function in
equilibrium state. The BGK operator can be shown to satisfy conservation of mass,
momentum, and energy [Chen and Doolen, 1998a].

By taking the appropriate moments of the Boltzmann equation A3, conservation
equations of continuity, momentum and energy for the three collision invariants can
be found. For notational convenience, it is imperative to define the moment tensors
of 𝑓:

Πኺ = ∫𝑓𝑑𝑈 = 𝜌, Π፱ = ∫𝑈፱𝑓𝑑𝑈 = 𝜌𝑢,
Π፱፲ = ∫𝑈፱𝑈፲𝑓𝑑𝑈, Π፱፲፳ = ∫𝑈፱𝑈፲𝑈፳𝑓𝑑𝑈, (A8)

and so forth. For convenience, the moments of ፝፟
፝ፔᑩ

using multidimensional
integration by parts can be given by:

∫ 𝑑𝑓
𝑑𝑈፱

𝑑𝑈 = 0 & ∫𝑈፱
𝑑𝑓
𝑑𝑈፱

𝑑𝑈 = −∫ 𝑑𝑈፱𝑑𝑈፲
𝑓𝑑𝑈 = −𝜌𝑑𝑥𝑦. (A9)

Taking the zeroth moment of all the terms in the Boltzmann equation A3 using
spatial coordinate for velocity 𝑈፱, returns:

∫Ω(𝑓)𝑑𝑈 = 𝑑
𝑑𝑥 ∫𝑓𝑈፱𝑑𝑈 +

𝐹
𝜌 ∫

𝑑𝑓
𝑑𝑈፱

𝑑𝑈 + 𝑑
𝑑𝑡 ∫𝑓𝑑𝑈, (A10)

where ∫𝑓(𝜒, 𝑈, 𝑡)𝑑𝑈 is the spatial density 𝜌(𝜒, 𝑡) of the particle and ∫𝑓(𝜒, 𝑈, 𝑡)𝑈፱𝑑𝑈
is the momentum density 𝜌𝑈(𝜒, 𝑡) of the particle within a given velocity range.
Having said that, and inserting equations A4 and A8 in equation A10, the zeroth
moment of Boltzmann equation becomes:

Continuity equation
𝑑𝜌
𝑑𝑡 + 𝜌

𝑑𝑈፱
𝑑𝜒፱

= 0, (A11)
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which is identical to the equation 2.27, but written in differential form.
Taking the first moment of the Boltzmann equation A3 and using similar

assumptions as for the zeroth moment, returns:

∫𝑈፱Ω(𝑓)𝑑𝑈 =
𝑑
𝑑𝑥 ∫𝑈፱𝑈፲𝑓𝑑𝑈 +

𝐹
𝜌 ∫𝑈፱

𝑑𝑓
𝑑𝑈፲

𝑑𝑈 + 𝑑
𝑑𝑡 ∫𝑈፱𝑓𝑑𝑈. (A12)

Using equations A5, A8 and A9, the first moment of the Boltzmann equation A12
becomes:

𝑑𝜌𝑈፱
𝑑𝑡 +

𝑑Π፱፲
𝑑𝜒፲

= 𝐹፱ . (A13)

Π፱፲ = ∫𝑈፱𝑈፲𝑓𝑑𝑈 can be interpreted as the flow in the 𝑥 direction with the
momentum component in the 𝑦 direction. It can be resolved into two parts using
𝑈፱𝑈፲ = (𝑈፱ + 𝑈ᖣ፱)(𝑈፲ + 𝑈ᖣ፲), where 𝑈ᖣ indicates the fluctuating velocity
component. The fact that moments of 𝑈ᖣ are zero, leads to:

Π፱፲ = ∫(𝑈፱𝑈፲ + 𝑈፱𝑈ᖣ፲ + 𝑈ᖣ፱𝑈፲ + 𝑈ᖣ፱𝑈ᖣ፲)𝑓𝑑𝑈 = 𝜌𝑈፱𝑈፲ − 𝜎፱፲ , (A14)

where 𝜌𝑈፱𝑈፲ represents the macroscopic flow of momentum and

𝜎፱፲ = −∫𝑈ᖣ፱𝑈ᖣ፲𝑓𝑑𝑈, (A15)

can be identified as the Cauchy stress tensor, which defines the state of stress at
any point in the fluid particle. Thus, the first moment of the Boltzmann equation
A3 returns:

Momentum equation

𝑑𝜌𝑈፱
𝑑𝑡 = −

𝑑𝜌𝑈፱𝑈፲
𝑑𝜒፲

+
𝑑𝜎፱፲
𝑑𝜒፲

+ 𝐹፱ , (A16)

which is identical to the equation 2.28, but written in differential form.





Appendix B

Variables for aeroacoustic calculations
Sound waves or acoustic waves can be defined as fluctuations build up from
pressure, velocity and/or density in a compressible fluid, which can travel in all
direction. In the context of this research, the local pressure deviation, further
denoted as sound pressure, is measured using a microphone array. The sound
intensity (𝑊/𝑚ኼ), i.e. the energy flux transmitted per unit area by the
propagation of sound, is given by:

𝐼 = 𝑝ፚ𝑢ፚ . (A22)

The sign of the intensity depends on the direction of sound propagation. The sound
intensity is related to the pressure through its specific acoustic impedance 𝜌ኺ𝑐ኺ. The
sound intensity for pure plane harmonic waves can be re-written as:

𝐼 = 𝑝ኼ፞
𝜌ኺ𝑐ኺ

, (A23)

where, 𝑝፞ is the effective amplitude, i.e. the root-mean-square of 𝑝ፚ. To extract
the sound power 𝑃 (W) from a given source, the intensity is integrated over the
surface area 𝑆 with the direction vector outward normal n as:

𝑃 = ∫
ፒ
𝐼 ⋅ 𝑛𝜕𝑆. (A24)

It is difficult to plot this parameter due to wide range of pressure variations; for e.g.
very soft sounds near the threshold of hearing until the deafening of hearing. Since
the difference can be several orders of magnitude, a logarithmic scale expressed in
decibel (dB) is used to define the Sound Pressure Level (SPL), given by:

𝑆𝑃𝐿 = 20𝑙𝑜𝑔ኻኺ(
𝑝፞
𝑝፫፞፟

), (A25)

where 𝑝፫፞፟ = 20 𝜇Pa corresponding to the threshold of human hearing. SPL is
usually defined per chosen frequency band, for e.g. one-third octave or one-tenth
decade bands. The Overall Sound Pressure Level (OASPL) is effectively an
integration of all bands contained in the sound spectrum.

A Power Spectral Density (PSD) shows the strength of the energy variation as a
function of frequency, expressed in 𝑑𝐵/𝐻𝑧. It is computed from the time diagram
of the pressure variations over its frequency range by using the well known Fast
Fourier Transform (FFT).
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Appendix C

𝑟𝑚𝑎𝑥 calculation using axial momentum theory
inlet nozzle exit

pr
es

su
re

ve
lo

ci
ty

p0 p3p1 = p2

v1 = v2v0 v3

Pressure and velocity relations in a DWT using AMT

Based on the geometry under consideration, the duct expansion ratio 𝛽 = 2.25
is established and the the AD inside the duct operates at 𝑎 = ኻ

ኽ . 𝑉ኺ = 6 m/s
corresponding to the numerical study reported above. Having said that, the velocity
at the duct exit equals:

𝑉ኽ = (1 − 𝑎)𝑉ኺ = 4𝑚/𝑠. (A17)

Using the diffuser area ratio 𝛽, the velocity at the AD location equals:

𝑉ኻ = 𝛽(1 − 𝑎)𝑉ኺ = 9𝑚/𝑠, (A18)

and the value of back pressure velocity ratio 𝛾 yields:

𝛾 = 𝑉ኽ
𝑉ኺ
= 0.67. (A19)

Finally, the power coefficient considering AD surface area returns:

𝐶ፏ = 𝛽𝛾
16
27 = 0.89, (A20)

where ኻዀ
ኼ዁ is the theoretical limit for maximum achievable performance for a bare

wind turbine, most commonly addressed as the Betz limit. Then, the maximum
power augmentation factor 𝑟፦ፚ፱ equals:

𝑟፦ፚ፱ =
𝐶ፏ
𝐶ፏᐹᑖᑥᑫ

= 1.50. (A21)
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