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ABSTRACT

Nowadays, radar has been applied to human activity classification in the aging-in-place
for health monitoring. The complex-valued neural networks (CVNNs) have been only
minimally explored, especially on complex-valued radar signals, and there is an out-
standing question on whether CVNNs can contribute to improving classification per-
formance. This thesis proposes three complex-valued convolutional neural networks
(CNNs) for human-motion classification based on monostatic radar. The range-time,
range-Doppler, range-spectrum-time, and time-frequency spectrograms of micro-Doppler
signatures are adopted as the input to CVNNs with different plural-handled approaches.
A series of experiments determine the optimal approach and data format that achieves
the highest classification accuracy. Experimental results on measured data show that 1)
the accuracy of classification using CVNNs on range-Doppler and range-spectrum-time
radar formats is significantly higher than the real-valued counterpart, and that 2)Deep
neural networks achieve the best classification accuracy on CVNNs while shallow neural
networks do not.
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1
INTRODUCTION

Radio detection and ranging (Radar) is widely used in the military and civil. Earlier de-
velopments in radar technology were limited to military applications such as aircraft/ship
surveillance, navigation, and weapons guidance [8]. Considering radar’s ability to de-
tect objects and obstacles, positioning, and velocity measurement, radar is now used in
many other civil applications, including automotive, human-computer interfaces, and
health monitoring. Radar has its advantages. For example, radar-based indoor moni-
toring provides a non-obstructive passive motion sensing technology. In contrast, cam-
eras may cause privacy concerns, while wearable devices need battery operation. In this
chapter, the main motivation and contributions of this thesis using radar data for human
activities monitoring are summarized.

1.1. MOTIVATION
Fundamentals in signal phenomenology have driven the development of unique ap-
proaches to machine learning (ML) architecture design [7]. ML algorithms have been
applied in computer vision or speech domain and to radar, such as classifying human
activities based on micro-Doppler, which enables assisted living in aging-in-place. For
example, radar-based applications in the context of assisted living include fall detection
and monitoring of activities patterns, gait analysis, and monitoring of vital signs such as
respiration and heartbeat [9][10][11]. The attractiveness of radar comes from its contact-
less sensing nature, whereby no wearable sensors need to be attached to or worn by the
users. Compared to optical cameras, no plain images of environments and people are
recorded.

The general procedures of radar-based classification are as follows: radar data acqui-
sition, signal pre-processing, feature extraction, and supervised classification. It is nec-
essary to find an appropriate technique to extract and make full use of the characteristics
of radar data to perform various tasks. When processing the radar data, the complex-
valued nature of radar data is often ignored, which means no information about the
phase of the radar data. However, the phase in the electromagnetic (EM) world often

1
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has many messages. Complex numbers could have a richer representational capacity,
so an emerging learning network, COMPLEX-VALUED NEURAL NETWORK (CVNN), is
introduced for the classification algorithm [5]. At present, the progress of deep learn-
ing in radar-based human monitoring is mainly based on real-valued operations and
representations. Based on traditional architecture, the advantages offered by complex
representations will be exploited.

1.2. RESEARCH GOALS
The research goals of this thesis are to make use of complex-valued radar data to classify
human activities and build the architecture to fit the data, including measured data pre-
processing and classification methods. In addition, the effect of this new pipeline on
the accuracy of human motion classification is also studied. Based on this objective,
the question is whether a whole system can effectively classify human activities from
raw radar data and CVNNs to achieve better performance than the current real-valued
models.

In order to answer this question, a nine-class motion experimental model is devel-
oped, and the algorithms of data pre-processing and CVNN are designed. Input data
used is the micro-Doppler signature and other formats of the same data as input to ML
algorithm, for example, range-Doppler and range-time. In the classic approach to radar-
based human activities monitoring, the input to a classical convolutional neural network
(CNN or ConvNet) is the absolute value. Not much phase information has been used in
ML communities or libraries because of no phase of optical images in computer vision.
Radar data is inherently complex-valued, but very few algorithms exploit it due to the
absence of the complex building blocks in mainstream ML frameworks. For example,
Caffe, Keras, Scikit-learn, and Theano documentation do not mention complex num-
bers, while TensorFlow or PyTorch have no complex-valued blocks. Hence, within the
work of this thesis, different strategies to implement complex-valued neural networks
are developed, with a focus on the specific application of human activities monitoring.

It is assumed that the existing data acquisition strategy remains unchanged from the
MS3 group, TUDelft. The focus is radar data processing, including data pre-processing
and machine learning classification. The effort is not just using the ML architectures
from image processing but also try to modify and define new architectures that account
for the nature of EM data. Then we train and test to evaluate complex-valued neural
networks and compare them with real-valued networks on radar-based tasks to analyze
their performance and determine which is more suitable.

1.3. CONTRIBUTIONS
The contributions of this thesis are as follows (in chronological order):

• Implementation of a MATLAB package for the signal pre-processing pipeline to
generate radar dataset.

• Formulation of a data model tailored toward pulse-Doppler data, integrating the
processed results of all data into a npy file. The model describes the output signal
of PulsON P410 Ultra-Wideband (UWB) radar, including the Doppler characteris-
tics of the range-time-channel matrix. The goal of the data model is to serve as a
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starting point for developing more effective data simplification.
• Implementation of a CVNNs package for radar data classification in PyTorch frame-

work. The input of the neural network can be complex-valued.
• Construction of small neural networks designed specifically for radar data. Rather

than predefined networks in PyTorch framework, all the pieces of codes of net-
works are rewritten.

• Experimentation validating radar data format choices specific to the constructed
CNN models. The performance of models under various conditions is analyzed.
The results show that CVNNs can decrease the error rate by 5% in range-Doppler
representation, and the accuracy is up to 92.6% in the whole radar data represen-
tations.

• Contribution of results arising from this thesis to the writing up of a conference
paper aiming at the IEEE Radar Conference 2022.

1.4. OUTLINE
This thesis is structured as follows. Chapter 2 discusses the related literature concerning
radar-based motion classification utilizing traditional and new models. Then, in Chap-
ters 3 and 4, the related theoretical background is provided, followed by a description
of detailed methodology and extensions, including data processing pipeline and signal
processing techniques characterizing data. Next, Chapter 5 presents an overview of the
dataset related to implementing the pre-processing approaches. Chapter 6 provides cor-
responding classification strategies, presenting experiment outcomes and the compar-
ative evaluation of different models. Finally, Chapter 7 concludes this thesis and also
provides directional suggestions for future research.





2
LITERATURE STUDY AND

RESEARCH QUESTIONS

As radar data increases, research over radar signal processing combined with machine
learning is becoming more critical. Radar is more widely used in sensing in the assisted
living domain because it is not affected by light and has the advantage of no contact with
the end-users, increasing the performance of recognizing human activities and monitor-
ing vital signs. The main topics discussed in the literature about the radar classification
system are the traditional radar signal processing and classification approaches, which
are reviewed in this chapter and used to formulate the research questions of this thesis.
From the current literature, it is clear that complex-valued networks have been only min-
imally explored, and there is an outstanding question on whether they can contribute to
improving classification performances.

2.1. RADAR FOR SENSING IN ASSISTED LIVING
Radar has defense and military applications, e.g., air-traffic control to scan the surround-
ing space and discover airplanes. There are many fields beyond defense and military in
radar application, including healthcare applications of radar for human activities moni-
toring, gait analysis, and vital signs. Table 2.1 lists a selection of the most representative
papers for radar sensing in assisted living.

Paper [9] focuses on radar application in the healthcare domain. One is to estimate
vital signs, such as respiration and heartbeat, the other is to monitor people’s activities
at home. The objective is to characterize these movements in three domains, range,
time, and velocity, and explain the theories. The range is the distance at which the
subject and his or her body parts are located with respect to the radar. Radar systems
typically measure velocity through the Doppler effect. The radars utilized include con-
tinuous wave (CW) 24-GHz radar, UWB X-band radar, frequency-modulated continuous
wave (FMCW) radars with 60-GHz, 9.8-GHz, 9.8-GHz. Paper [9] also mentioned that CW,
FMCW, and UWB are related to the specific type of waveform transmitted and received

5



2

6 2. LITERATURE STUDY AND RESEARCH QUESTIONS

Table 2.1: Papers for radar sensing in assisted living, including specific tasks, radar types, and data formats

Paper Domain Tasks Radar Type Data Pre-processing

[9] health-care
estimate vital signs,

monitor activities at home
CW, FMCW, UWB range-Doppler–time

[7] HAR security, remote health CW micro-Doppler signatures

[10] health-care heart/respiration monitoring CW, FMCW range-Doppler–time

[12]
human-machine

interaction
micro-gesture recognition

UWB +
5 pressure sensors

micro-Doppler signatures

[13]
human-machine

interaction
dynamic hand gesture

classification
multistatic FMCW micro-Doppler signatures

[14]
human-machine

interaction
ASL recognition UWB, FMCW micro-Doppler signatures

[15]
human-machine

interaction
ASL recognition,

daily activities
FMCW

micro-Doppler signatures,
range-Doppler

by the radar. After radar receiving sequences of EM waves, the next step is extracting
information on the targets of interest.

Paper [7] is an overview of radar-based human activity recognition (HAR) for indoor
monitoring, including security, remote health/telemedicine, health-computer interac-
tion. In the research, the signal radar transmits is 4-GHz CW. Doppler–time pattern, also
called spectrogram and micro-Doppler signature, is the most commonly used input data
representation for motion recognition. The micro-Doppler signal is handled by short-
time Fourier transform (STFT). It also refers to the cadence-velocity diagram (CVD) due
to the STFT resolution tradeoff.

Paper [10] talks about heart/respiration monitoring for respiratory disease and sleep
cycle classification and corresponding approaches in the radar domain. Time-varying
respiration rate and heart rate can be estimated, which helps breathing disorders and
sleep stages recognition. Breathing disorders have six breathing patterns while sleep
stages have four classes (wake, rapid eye movement (REM), light sleep, and deep sleep)
and 11 features from respiration rate and heart rate. Paper [10] discusses multimodal
fusion, such as range-Doppler-time cube, and combines multimodal fusion with a ma-
chine learning algorithm. Fusion generally improves the overall classification perfor-
mance, compensates for the shortcomings of a single sensor, and improves the sensitiv-
ity and specificity related to a specific category of interest.

Paper [12][13][14][15] specialize in hand gestures composed of the static part (when
hand and finger are still) and dynamic conversion between static part. The process flow
is almost the same as human motion and sign measurements. Different from the other
three papers, hierarchical sensor fusion is emphasized in Paper [12], which means that
not only UWB pulse-Doppler radar signal but also five wearable pressure sensors. Radar
was 7.29-GHz UWB with approximately 1.5 GHz useful bandwidth. Pulse repetition fre-
quency (PRF), which also impacts classification accuracy, was equal to 200 Hz. Paper
[13] copes with multimodal sensing so that the emphasis is fusion strategy from different
receivers. Fusion methods include soft fusion using confidence level and hard fusion us-
ing prediction label. Paper [13] also explored data fusion of different receivers. The radar
system was a multi-static FMCW radar with carried frequency 24-GHz, a bandwidth of
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500 MHz, and four-receiver antennas. The pre-processing method of the noncontact
radar approach was multi-static radar micro-Doppler signatures.

Both Paper [14] and [15] tackled American sign language (ASL) recognition. This
technology is designed for deaf communities to linguistic analysis. Deaf people rely
heavily on technology as assistive devices. For gesture recognition, Paper [14] utilized
UWB impulse radar with a transmission frequency range of 7.25-10.2 GHz as well as
FMCW radars at 24 GHz and 77 GHz with a bandwidth of 1.5 GHz and 750 MHz, respec-
tively. Pre-processing and representation of data was the micro-Doppler signature. Pa-
per [15] explored measurements of not only hand but also arm and upper body kinemat-
ics for daily activity. The sensor was Texas Instruments 77-GHz FMCW with a bandwidth
of 750 MHz. Data representations were micro-Doppler signatures and range-Doppler.

In summary, radar has various applications for assisted living, mainly including esti-
mation of vital signs, hand-gesture recognition, and daily human-motion classification.
There is a wide range of radar waveforms with different frequencies. Research in radar-
based classification has explored the use of a wide range of radar waveforms for this
purpose at transmit frequencies of 2.4, 4, 5.8, 7.29, 9.8, 24, 60, 77, and even 94 GHz, in-
cluding CW, FMCW, and pulsed Doppler radar; UWB, ultrashort pulse, interferometric,
and multi-static radar; dual-polarized radar [7]. Collected radar data can be processed
to micro-Doppler signatures or range-Doppler-time for classification. In this thesis, the
emphasis is human-motion classification on the UWB pulse radar.

2.2. HUMAN-MOTION CLASSIFICATION
After collecting radar data, it is necessary to generate the radar data patterns and use ma-
chine learning to automatically teach an algorithm to classify patterns related to differ-
ent human-motion activities. From radar-specific signal processing to machine learn-
ing algorithms, classification algorithms includes quadratic-kernel support vector ma-
chines (SVM), k-nearest neighbors (KNN), random forest classifier (RFC), and linear dis-
criminant analysis (LDA), and neural networks. Neural networks have also developed
many different algorithms, such as CNN and recurrent neural network (RNN), auto-
encoder network (AEN), fully convolutional network (FCN). Table 2.2 summarises the
pre-processing and ML approaches of the main papers on human-motion classification.
Dataset size is the number of samples/the number of classes, and the highest accuracy
is indicated as taken from the results of each paper.

Table 2.2: Papers about human-motion classification, including related dataset and ML algorithms

Paper Dataset Source Data Pre-processing Dataset Size ML Algorithm Accuracy

[16] pulsed radar range-time, HOG 862/16 SVM, KNN 97.7%

[17] UWB range-Doppler 1000/4 SVM 98%

[18] UWB TWR range-time 864/4 AEN, RNN 93%

[19] CW TWR - 1400/2 FCN 89%

[20] FMCW micro-Doppler signatures 24000/10 ResNet-18 97%

[21] multistatic pulsed radar micro-Doppler signatures 200/2 CNN 99%
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Paper [16] is aimed at gross-motor activities and uses the histogram of oriented gra-
dients (HOG), a kind approach from image processing to deal with radar range-time
data. Paper [17] with the purpose fall motion detection exploits Doppler and range in-
formation (range-Doppler format). Both of them utilize classical ML methods, while the
other four papers explore neural networks for classification. Paper [18] and Paper [19]
adopt through-the-wall radar (TWR). Paper [20], and Paper [21] focus on human gait
identification and classification and employ the same processing mode (micro-Doppler
and CNN, ResNet is a sort of CNN architecture). Paper [21] also involves merging the
fusion step. From Table 2.2, the main pre-processing approaches are range-time, range-
Doppler, and micro-Doppler. It is hard to recognize which processing methods or ML
algorithms are better due to inconsistent datasets.

Paper [7] shows an excellent example to evaluate these various ML approaches. It
has discussed all kinds of knowledge-aided radar-signal processing techniques, such as
handcrafted features, data-driven approaches, unsupervised pre-training and transfer
learning, and 3D input representations. It explored several neural networks, such as
CNN, autoencoders (AE), convolutional AE (CAE). An experiment was implemented in
[7]. The radar emitted CW signal at 4 GHz. For human-motion recognition, there are
12 labels for training: walking, jogging, limping, sitting, walking with a cane, walking
with a walker, walking with crutches, crawling on hands and knees, creeping while drag-
ging the abdomen on the floor, using a wheelchair, falling after tripping, and falling off
a chair. Each of the 11 participants performed 12 daily activities, and a total of 1007
measurements were collected. The pre-processing method is micro-Doppler signatures
(spectrogram). It has assessed the performance of each model according to the experi-
mental results.

Table 2.3 describes the test accuracy (ACC) of the various models on the same dataset
on Paper [7]. Though 127 features are extracted, only 50 features are selected by sequen-
tial backward elimination. For model 2, principal components are performed from the
128*128 matrix of the spectrogram, and the size of testing sets is 10%. It can be seen that
the performances of the deep neural network is better than that of traditional ML, and
the last method, DivNet-15, has the highest accuracy.

Table 2.3: Accuracy comparison between ML algorithms in Paper [7]

MODEL ACC REMARKS

1 multi-class SVM 76.9% 127 handcrafted features extracted

2 2D PCA + kNN 88.7% 15 principal components, k=3

3 three-layer AE 84.1% -

4 three-layer CNN 90.1% 2*2 max-pooling, 50% dropout

5 CAE 94.2% two fully connected layers, softmax classifier

6 VGGnet 90.8% pre-trained on the ImageNet database

7 DivNet-15 95.1% 15-convolutional-layer residual neural network

In conclusion, the neural network performs better than other ML classical arts in
terms of human-motion classification. Better in this context means that the value of
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the performance metric such as accuracy is higher compared to traditional ML algo-
rithms, but also that the networks can perform implicitly feature extraction without ex-
plicit guidance from the human operator. Therefore, this thesis will focus on different
radar data formats and neural networks.

2.3. COMPLEX-VALUED NEURAL NETWORKS
Deep neural networks have broad prospects in the radar area. Nowadays, most neural
networks are based on real-valued operations, drawing from the field of image process-
ing where each pixel is associated to a real value or a vector of real values. However,
complex numbers have more abundant representation ability, i.e. they also include be-
sides absolute value the phase information, which in the electromagnetic world typi-
cally carries important information. CVNN architectures have been partially explored
and implemented in fields dealing with complex numbers, such as speech, telecommu-
nications and image [5][22][23]. This network should also be able to be applied to radar
data processing and classification.

CVNN is based on the classical multi-layered type back-propagation network. A pa-
per [5] in 2018 made the main contributions to complex batch normalization (BN), com-
plex weight initialization, and complex convolution. More specifically, this paper has
used complex blocks, weight initialization strategy, and current neural network algo-
rithms to realize CVNNs, and was practiced in the experiment of end-to-end training
scheme to prove that the performance of CVNNs is comparable to or better than the
real-valued models. This technique involving complex blocks is called deep complex
network (DCN). This paper tested the complex-valued CNNs on multiple visual tasks
(CIFAR-10, CIFAR-100, and SVHN* dataset for image classification), music transcription
(MusicNet dataset), and speech spectrum prediction (TIMIT dataset). For image clas-
sification, CVNNs only benefited on the CIFAR-100 dataset (0.86% decline in classifica-
tion error) while the other two datasets remain almost constant on error, even became
a little higher on error. As for the MusicNet dataset, the reported average precision in-
creased from 69.6% to 72.9% by CVNNs based on deep plain CNN models while shallow
CNN maintained the same precision. Paper [5] also constructed complex convolutional
long-short time memory (LSTM) for speech spectrum prediction. Mean square error
(MSE) on the TIMIT dataset decreased 0.28% on CVNNs. The problem Paper [23] anal-
yses is that CVNNs are almost equivalent to a double-dimensional real-valued neural
network, so it compares the generalization characteristics of complex-valued and real-
valued feedforward neural networks. CVNNs seemed not to make the model’s accuracy
higher apparently in the speech and image domain.

Few algorithms exploit the complex-valued nature of radar data, so CVNNs for radar
are potentially a good breakthrough to orient research towards. Table 2.4 illustrates some
literature about CVNNs applied on radar data.

Paper [24] with the purpose of classifying the through-Wall human activities, have
built complex-valued CNN models, which are the same structures as several classical
CNN. The data was collected by UWB stepped-frequency continuous wave (SFCW) radar,
and the radar data representation is range profiles (range-time) which contain ampli-
tude and phase information. A moving target indication (MTI) filter has been applied.
Dataset has 2750 samples with 11 classes. VGG16, the AlexNet, and the ZFNet are chosen
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Table 2.4: Papers about CVNNs based on radar data and applications

Paper Radar Type
Architecture of

Neural Networks
CVNN Techniques

[24] UWB SFCW radar VGG16, AlexNet, ZFNet DCN

[25] SAR ResNet SurReal

[26] [27] SAR the plain CNN DCN

[28] SAR ResNet DCN, SurReal, multi-channel

[29] FMCW radar the plain CNN DCN

as basic models, and the DCN approach from Paper [5] is applied to CVNNs. It shows an
improvement of approximately 5.56%6.31% with excellent performance. The result of
Paper[24] is encouraging with the reference value.

Paper [25] [26] [27] [28] adopt synthetic aperture radar (SAR) images. Paper [25] puts
forward a novel convolution operator using weighted Fréchet mean (wFM) on a Rieman-
nian manifold and a fully connected layer operator using the distance to the wFM for
CVNNs. This approach is called SurReal. ResNet model is applied on MSTAR dataset
on SAR with accuracy from 94% to 98%. Paper [26] is aimed at the classification of
three different classes of drones. It exploits the raw signal and the spectrogram from
micro-Doppler analysis on CNN models. Paper [26] indicates that CVNNs by DCN over-
powered real networks when presented with a large yet complicated dataset. Paper [27]
has almost the same structure except for the dataset. Paper [27] utilizes airborne SAR
(AIRSAR) data and shows the classification error can be further dropped if employing
complex-valued CNN.

All three CVNN techniques are explored in Paper [28]. Multi-channel architecture is
actually a "trick" where complex numbers are treated as two-channel real numbers. It
deals with ResNet 50-layer on MSTAR and SAMPLE datasets. SAMPLE dataset is for pre-
training, and accuracy is about 83%. This paper presents that no CVNN substantially
outperformed the magnitude only baseline, and the SurReal performs best among the
three techniques. Paper [29] in autonomous driving domain obtained range-Doppler
maps from FMCW radar and implemented the plain CNN on DCN, showing that com-
putational complexity substantially improves all considered metrics.

In conclusion, CVNNs cannot always provide better performance than their conven-
tional, real-valued counterparts when processing radar data. The success of each CVNN
model is highly dependent on the nature of the dataset used, application addressed, as
well as the architecture of the CVNNs themselves [30]. This leads to the research ques-
tions outlined in the following section.

2.4. RESEARCH QUESTIONS
This chapter briefly introduced radar application in assisted living, radar types, pre-
processing methods, and classification algorithms related to radar. There is considerable
interest in exploring radar domains for human-motion classification and outstanding



2.4. RESEARCH QUESTIONS

2

11

questions, for example, how to select algorithms given its different operational condi-
tions. The research problems formed in Section 2.1-2.3 can be refined and divided into
several sub-questions using terms and techniques described in this chapter. Firstly, the
main research question is:

Do CVNNs improve the performance of radar-based human-motion classification
on CNN models?

In other words, is there any value in this specific radar application to also consider the
phase information together with absolute value data? Then, this can be divided into the
following sub-questions to be answered in this thesis.

• The nature of the dataset is crucial for the success of each CVNNs. Based on one
specific type of radar, which kind of radar data representations are most suitable
for CVNNs, range-time, range-Doppler, or micro-Doppler?

• CNN has a wide range of network architectures, from basic to complex ones. Which
CNN structure with a certain characteristic makes CVNNs improve the perfor-
mance of the model?

• There are several CVNN techniques to implement operations with complex num-
bers in networks, such as DCN, SurReal and multi-channel. Which is most proper
for the CNN model and human-motion dataset?

• How to evaluate the performance of CVNN models, in addition to classification
accuracy?





3
THEORETICAL BACKGROUND

This chapter explains the background and technology of radar classification. Firstly, the
properties and working principles of radar are discussed. The following section discusses
the data formats generated by the radar and the pre-processing techniques. Then, the clas-
sification methods suitable for radar data in the field of machine learning are discussed.
Finally, the most advanced classification method, neural networks, is explained, which
sets a performance standard. Therefore, it is the baseline with which the new approaches
explored in this thesis must compete.

3.1. BASIC RADAR PRINCIPLE
Radar is an electromagnetic sensor. Despite the significant contributions of many oth-
ers, it was Christian Hülsmeyer who designed, built, demonstrated, and patented the
first such system [31]. There are many types of radars, such as CW, UWB and FMCW.
One example is pulsed radar (also called pulse radar), which works by transmitting and
receiving pulse sequences in a short time. During transmission, the receiver is turned off
to prevent damage caused by high transmission power.

3.1.1. THE DOPPLER EFFECT

If the radar and the target move relative, the echo frequency fr received by the radar
will be different from the radar transmission frequency f due to the Doppler effect. The
equation 3.1 represents their relationship, which is also applicable to sound waves and
other waves in the electromagnetic spectrum.

fr =
(

1+ v/c

1− v/c

)
f (3.1)

The difference of fr and f is the Doppler frequency fd , also called the Doppler shift. To
calculate fd , the equation can be simplified to Equation 3.2, the sign "≈" holds on the

13



3

14 3. THEORETICAL BACKGROUND

(a) time-domain representation

(b) frequency-domain representation

Figure 3.1: A finite pulse modulation sequence before and after Fourier transform [1]

condition that the moving speed of the object is far less than the speed of light.

fd = fr − f

= 2v/c

1− v/c
f = 2

[
v/c + (v/c)2 + (vl c)3 +·· ·] f

≈ 2v

c
f

(3.2)

Doppler shift also represents velocity. If we can estimate the Doppler shift fd from the
radar data, then the radial velocity v of the target can be also estimated. One way to mea-
sure the Doppler shift is Fourier transform (FT). There are different radar waveforms, in-
cluding continuous wave, single pulse wave, infinite pulse train, finite pulse train, mod-
ulated finite pulse train. Figure 3.1 is a time-domain representation and a frequency-
domain representation of a finite pulse modulation sequence. Figure 3.2 clearly shows
the frequency shift of radar echo reflected due to the Doppler effect. Doppler resolution
and Doppler ambiguity should also be considered in radar design.

3.1.2. THE MICRO-DOPPLER EFFECT

Besides the Doppler effect, there is also the micro-Doppler effect. When, in addition to
the constant Doppler frequency shift induced by the bulk motion of a radar target, the
target or any structure on the target undergoes micro-motion dynamics, such as me-
chanical vibrations or rotations. The micro-motion dynamics induce Doppler modu-
lations on the returned signal, referred to as the micro-Doppler effect [32]. The bulk
motion is responsible for the Doppler frequency shift mentioned in the last subsection,



3.2. RADAR DATA FORMAT FOR PULSE RADAR

3

15

Figure 3.2: Frequency shift fd from the radar echo [1]

while the micro-Doppler is due to micro-motion dynamics in addition to the normal
movement of the target.

Examples of applications are the rotor blades of helicopters and unmanned aerial
vehicles (UAVs), daily human activities, human hand gestures and sign language. The
micro-Doppler is a new approach for analyzing target signatures to determine the dy-
namic properties of the target, so it is called the micro-Doppler signatures. The micro-
Doppler features serve as additional target features, which is complementary to existing
methods.

Micro-Doppler modeling is that object can be represented by one or more point scat-
terers, e.g., a human body decomposed into a series of triangular facets [32]. Models
classify into rigid bodies and non-rigid bodies. Rigid bodies mean no deformation, such
as helicopters, while the non-rigid human body is the deformable body. Therefore cer-
tain parts of non-rigid bodies can be modeled by two point scatterers connected by a
rigid segment. The micro-Doppler frequency is added on top of the bulk Doppler. Our
thesis focuses on human movements, a classic non-rigid body motion. The scattering
from the entire human body may be approximated using superposition of the returns
from all body parts. This rich information helps gain much understanding of what the
“target” is doing. One example is human waling with the movement of the main body
and torso, with additional back-and-forth oscillating movements of the arms. Different
human will exhibit different walking patterns. By working on the human body walking
gait, it can infer medically relevant information of the target, such as falls, seizures and
staggering.

3.2. RADAR DATA FORMAT FOR PULSE RADAR

Different from the images captured by the camera, the signal received by radar is an
inherently complex time series that is, in general, a time-delayed, frequency-shifted ver-
sion of the transmitted signal [7]. For radar data domain representations, preprocessing
data includes Fourier transform, time-frequency analysis, filtering, formatting, and gen-
erating 1D, 2D, or 3D images as input.
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3.2.1. RANGE-TIME AND RANGE-DOPPLER MATRIX
To capture the Doppler frequency, we sample multiple pulses every pulse repetition in-
terval. Pulse repetition frequency (PRF, PRF = 1/PRT ) is much lower than the sampling
time of the range bins. The raw pulsed radar data is seen as a 2D range-time matrix with
column range profile and row the same range bin over consecutive pulses. Each row uses
Fourier transform to calculate its spectrum to obtain the range-Doppler matrix, which
has moving targets and static clutter and noise. Static clutter is the dominant return due
to static targets. MTI filter can remove clutter. This processing method does not apply
to all types of radars. For example, CW radar cannot measure range, and FMCW radar
produces raw data needing the first fast Fourier transform (FFT) to extract range infor-
mation.

3.2.2. TIME-FREQUENCY DISTRIBUTION
To extract micro-Doppler signatures, Fourier transform is the most common tool for rel-
evant signal processing. Equation 3.3 transforms time domain s(t ) into its frequency
domain S(ω).

S(ω) =
∫ +∞

−∞
s(t )exp(− jωt )d t s(t ) = 1

2π

∫ +∞

−∞
S(ω)exp( jωt )dω (3.3)

However, many real signals are non-stationary signals, which means they change their
frequency within the observation time, for example, music signal. For human motion,
each moving part is like a "note" in the Doppler spectrum because the change of velocity
(the Doppler frequency) also changes with time. In addition, the Fourier transform does
not tell "when" a specific frequency occurs.

Time-frequency (TF) distributions are necessary to process non-stationary signals,
just like speech and audio analysis, to measure and highlight different Doppler shift fre-
quencies that change over time. TF distributions include STFT, Gabor transforms, frac-
tional Fourier transforms, wavelet transforms, and so on. The most used way is STFT,
with its expression as follows:

ST F T (t ,ω) =
∫

s
(
t ′

)
w

(
t ′− t

)
exp

{− jωt ′
}

d t ′ (3.4)

where s(t ) is wide sense stationary (WSS) signal in the time domain, w(t ) is a short-time
sliding window function to limit the transformation to a short segment of the signal.
Therefore changes in the frequency content over time can be characterized. If the input
is a 1D vector with time, it generates a 2D matrix (joint function of time and frequency),
in other word, a 2D image. The magnitude of STFT, or the square magnitude sometimes
is spectrogram, the most commonly used TF representation in micro-Doppler analysis.
Each row (Doppler bin) represents how a certain amount of Doppler frequency of the
signal changes over time, while each column (time bin) represents what Doppler fre-
quencies are recorded at a given time.

There are three hyperparameters of STFT: the duration of the window, overlap be-
tween two consecutive windows, and the type of window. Types of windows include
Hamming, Hann, Gaussian, Kaiser-Bessel, Gaussian. A good window can reduce side-
lobes and widen the main lob. There is a trade-off for the duration of the window be-
tween temporal resolution and spectral resolution in Doppler. The window duration is
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fixed. Short windows can grasp fast signals in time and movement of individual compo-
nents, but frequency resolution (wideband) is poor, which blurs the frequency. Finding
a compromise depends on the application and objects to observe to match the window
duration to the target dynamic. For example, the required window length is very short to
observe the time-varying characteristics of vital signs.

Figure 3.3 is an example of spectrogram image showing one person walking toward
and away from the radar system. Beyond STFT, there are continuous wavelet trans-
form (CWT) and Wigner-Ville distributions (WVD) [33]. These alternatives help break
such trade-offs at the price of more complexity. Wavelet function, also called the scalo-
gram, can be scaled in frequency while shifted in time. The WVD, which is one of Co-
hen’s classes, is a time-dependent autocorrelation function. Considering the WVD has
nasty cross-terms and does not have any physical meaning, pseudo-WVD and smoothed
pseudo-WVD are emergent techniques to solve this problem. However, it is always real
value, so it is not suitable for CVNNs. Therefore, this is not the focus of this thesis and
will not be discussed and expanded.

Figure 3.3: Spectrogram from radar data representing human walking motion in two minutes

3.3. SUPERVISED CLASSIFICATION

3.3.1. SUPERVISED CLASSIFICATION PIPELINE
In this subsection, the focus is on the usage of radar-based object classification. Feature
extraction and classification problem can be tackled by machine learning techniques
in the supervised learning framework. In object-based image analysis process, there are
segments from the images of objects and then training data is collected. Then a classifier
is instantiated, (e.g.based on spectral information, texture, shape) and is trained using
the training data. Finally, performance of the classifier is assessed by test set. Figure 3.4
illustrates ML model training and evaluation process.

The more theoretical steps are explained in detail. The first step of general pipeline
is still inputting processed data samples with labels. The second step is parametric func-
tion or model decision to get expected outputs. The third step is loss function decision
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Figure 3.4: Model training and evaluation process based on supervised classification

to evaluate how well the function or model is learning. The forth step is training to find
the best parameters of function or model using optimizer, such as stochastic gradient de-
scent and finally testing, which means to assign an unknown test data to a certain class of
interest and doing evaluation. As for the input, micro-Doppler (Doppler-time patterns)
is a good data format for object classification since it captures the specific movement of
individual parts of the object to identify while other formats can also be tried as inputs
to a classification algorithm utilising radar data.

3.3.2. FEATURE EXTRACTION
Features extracted from TF distributions are discriminating properties of the object sig-
natures. By features, machine learning is an efficient way to classify objects of interest.
Handcraft features are features chosen with the physical or kinematic meaning of the
micro-Doppler spectrogram or the raw, complex radar data as the input of the machine
learning model, such as mean period and bandwidth. There are also image-inspired
and speech-inspired features, e.g., textural features and HOG [16]. Good features must
be relevant to the classification problem and suitable features can mitigate the issues of
the "curse of dimensionality" and overfitting. These features can be divided into three
categories:

• Physical features: These have physical or kinematic meaning, such as velocity and
stride rate, mean period, Doppler offset, radar cross-section (RCS) limbs and body
ratio.

• Transform-based and decomposition-based features: These are calculated from
the micro-Doppler spectrogram or on the raw complex radar data, such as cen-
troid fc , bandwidth Bc , singular value decomposition (SVD) of the spectrogram,
discrete Fourier transform (DCT) coefficients.

• Speech-inspired and image-inspired features: These features originally designed
for speech or image processing. Features arise from moments and texture of the
radar data image, such as mel-frequency cepstrum coefficients, linear predictive
coding (LPC), Pseudo-Zernike and Krawtchouk moments [34].

Data-driven feature-learning methods are extracting features from the training data.
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To reduce dimensionality, it compresses input data that are highly dimensional into a
reduced-size representation as features. One common method is principal components
analysis (PCA), a linear transformation maximising variation in the training dataset [35].
It is generally used to represent a given input using less number of dimensions than
originally present. The strategy is to find the direction with the most variance and the
resulting first N vectors to lower dimensionality. This technique projects the N*M spec-
trogram into a smaller data structure. There are also some pre-class activities to increase
classification accuracy, such as feature scaling and standardization.

There are many features, so features chosen must be suitable for a specific classifica-
tion problem. Interpreted as matrices of pixels, the input data format is a kind of image,
so there are many mature approaches from image classification as a reference. Another
method is neural networks inspired by image and speech processing research. Neural
networks have advantages to perform inherently feature extraction together with classi-
fication, so it has no explicit feature extraction block. In other words, deep supervised
learning with neural networks enables to "skip" some of the processing steps above, such
as feature extraction, so that typically the network takes care of them. We will talk about
this method in detail later.

3.3.3. MACHINE LEARNING ALGORITHM

ML algorithm for classification is also called classifier. Classic classification algorithm
has two categories: generative models and discriminative models. Generative models
include naive Bayes, KNN, nearest mean, while typical discriminative models are deci-
sion trees, SVM, and logistic regression. We take two simple and easy classifiers, SVM and
KNN, for examples. SVM is a two-class classification model with the primary thought to
find a linear classifier with maximum separation hyperplane in feature space [36]. It also
can be extended to the multi-class classifier. The strategy of KNN is that an object is clas-
sified by a plurality vote of its neighbors, with the object being assigned to the class most
common among its k nearest neighbors (k is a positive integer, typically small) [37]. After
extracting handcrafted features or PCA, we can apply the features to these classifiers and
get the final results by training.

Beyond classic ML algorithms, neural networks belong to a broader family of ma-
chine learning algorithms that progressively use multiple layers to extract higher-level
features from the raw input [38]. It maps the input to a high dimensional feature space
which is the learnt representation. Interested in skipping some steps automatically, neu-
ral networks is implemented in radar areas. This powerful classifier has a crucial advan-
tage with feature extraction, or selection inherently performed together with the classi-
fication without human operator input, sometimes called "feature engineering".

3.4. NEURAL NETWORKS
This section presents neural networks as alternative classification algorithms to the con-
ventional supervised learning algorithms described in the previous section, such as SVM
or KNN. Neural networks are attractive because of their capabilities to capture distinctive
patterns in the data without explicit, manual feature extraction. This section provides
an overview of basic concepts and architectures of neural networks, whereas a more de-
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tailed discussion of the complex-valued neural networks developed in this thesis is given
in Chapter 4.

3.4.1. ANN MODEL

There are different structures of neural networks, but they always consist of the same
components: neurons, connections, weights, biases, and functions. The neural network
can be interpreted as a nonlinear extension to PCA, which could be implemented using
a one-layer artificial neural network with hidden linear units. Since the expressiveness
of linear function is limited, activation units (nonlinear function) are necessary. The
ordinary neural network is an artificial neural network (ANN) shown in Figure 3.5.

Figure 3.5: Regular ANN architecture and propagation mechanism

The basic block of the neural network is parametrized linear functions (neurons) and
non-linear activation functions. Parameters of the linear functions are optimized with
respect to a loss function. The loss function is differentiable, so gradient-based opti-
mizers, e.g., stochastic gradient descent, are computed to minimize loss. Forward prop-
agation is moving from the bottom/input layer (left) to the top/output layer (right) to
update neurons in the neural network. The process of moving backward from the top
to the bottom layer is called backward propagation. During training, weights and bias
update every epoch by gradient descent is backward propagation process.

Deep learning (DL) is part of a broader family of ML methods based on ANNs [39],
also called deep neural network (DNN). The adjective "deep" in deep learning refers to
the use of multiple layers in the network shown in Figure 3.6. It can extract features and
patterns in the data automatically with high accuracy and is very promising in many
other fields, such as images and sounds. The drawback is needing much data to train
and problems of overfitting. Besides it is hard to understand and explain their internal
decision process.
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Figure 3.6: Artificial neural network vs Deep learning neural network [2]

3.4.2. TYPES
Several neural network architectures for radar signals are as follows:

• Convolutional Neural Network: CNN is primarily used for image processing but
can also be used for other input types. This input data is fed through convolutional
layers and pooling layers instead of normal layers. Pooling is a way to filter out de-
tails, such as max-pooling for local maxima. When features have been extracted
from previous layers, the next step is fully-connected and get outputs. Famous
CNNs from the image processing community, such as Alexnet, VGG, GoogleNet,
ResNet, can be reused for radar [7]. One disadvantage of CNN is that a large train-
ing database is required.

• Autoencoders: Autoencoders are neural networks designed for unsupervised learn-
ing, meaning the data is not labeled. AE can minimize datasets. As a data-compression
model, they can encode a given input into a representation of a smaller dimension.
The work they do is very similar to PCA. AE aims to approximate the identity op-
eration using a symmetric encoder-decoder structure. The cost function in the
regularizer is Kullback-Leibler divergence (KLD).

• Convolutional AE: CAE is a two-stage process combining convolutional filtering in
CNNs and unsupervised pretraining of AE [40]. AE is used first to initialize network
parameters, and then supervised fine-tuning with labeled measured data is used
to optimize final values [7].

• Recurrent Neural Network: RNNs have connections between passes, connections
through time, which is suitable for the continuous stream of motions. One big
problem with RNNs is the vanishing or exploding gradient problem. LSTM and
gated recurrent unit (GRU) can solve this problem [41].

It is worth mentioning that when the input is a matrix with M*N pixels, some pixels are
not conveying information or are noisy. Clutter-suppression and noise-reduction tech-
niques are needed for the classic classification algorithm, for example, MTI filtering or
high-pass filtering can remove the contribution of the static clutter to generate spec-
trograms with the best signal-to-noise ratio (SNR). However, filtering to remove clutter
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weakens neural networks’ performance because neural networks can extract informa-
tion from signal components not masked by clutter.

3.4.3. EVALUATION AND CHALLENGES
Accuracy, speed of training, complexity, and interpretability should be considered to
judge these methods. Complexity is how large the classifier is in memory, and inter-
pretability is a descriptor of how easy it is to explain for humans how the classifier works,
which is a crucial aspect for many industrial applications. Confusion matrix (CM) in
Figure 3.7 can assess the classifier’s performance with accuracy, precision, and recall.
Precision is the proportion of correct predictions over all predictions for a given class.

Figure 3.7: Confusion matrix for two-class classification problem

Recall is the proportion of all correctly predicted samples of class K over all true samples
for such class. The expressions of four performance metrics are below, where F1 score is
applied to solve the trade-off between precision and recall.

accuracy = T P+T N
T P+F P+F N+T N

precision = T P
T P+F P

recall = T P
T P+F N

F1 = 2∗ precision ∗ recall
precision + recall

(3.5)

As for performance metrics in the multiclass case, one way is the simple average,
also called macro, which means all classes have equal importance. Another choice is
a weighted average, accounting for the frequency of the classes in the data to correct
potential imbalances of data [42]. There are some drawbacks of neural networks:

• Much data is needed for training neural networks when the network is deep.

• Interpretability is poor. Interpretability is a descriptor of how easy it is to explain
for human how the classifier works, and why it makes certain predictions. The
internal algorithmic steps are not easy to explain and justify.

• Overfitting and underfitting problems often exist. Overfitting is that the model
performs well on the training data but poorly at the validation stage. If the model
performs poorly on both training and validation, it is underfitting which means the
classifier is too simple. It is not easy to find the best optimal neural layer numbers.

• Some information is rooted in known EM physics and does not need to be learned
from the data, e.g., neural networks can not implement Fourier transform and
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learn frequency from raw data. Therefore, it is necessary to add Fourier trans-
form step as pre-processing artificially. It seems that the neural network is not so
"smart" and intelligent.

3.4.4. ADDITIONAL TECHNIQUES FOR NEURAL NETWORKS AND RADAR DATA
In order to improve neural network’s performance, there are several other techniques.

1. During training, another evaluation strategy is cross validation, including one time
split, K-fold cross validation and leave-out validation. The latter two are recom-
mended, because the result of the first one might be biased. K-fold cross-validation
is that training dataset is divided into K portions and one is used for validation of
the classifiers. Testing set is to assess the generalisation performance of the clas-
sifier on new, unseen data. Performance metrics are averaged across the K valida-
tions performed.

2. Deep network has the problem of gradient vanish or explosion, which makes the
deep learning model difficult to train. Batch normalization can alleviate this prob-
lem [43]. Batch normalization is achieved through a normalization step that fixes
the means to zero and variances to one of each layer’s inputs.

3. Tuning hyper-parameters can improve the performance. One way of hyperparam-
eter optimization is grid search, which is simply an exhaustive searching through
a manually specified subset of the hyperparameter space.

4. Training a model needs a set of labeled data. The more data the better, however, it
is hard to get enough experimental data sometimes. One strategy is transfer learn-
ing, using a network that has been pre-trained with data from a different domain,
e.g., optical images, then followed by fine tuning with a smaller amount of radar
data.

5. Limited by amount of training data, another solution is micro-Doppler signatures
simulated by Motion Capture (MOCAP). MOCAP data acquired from RGB-D (red,
green, blue, depth) cameras as the kinect sensor, can get 3200 samples from 55
MOCAP (body parts) [7]. This kind of simulated data is good enough for training
an algorithm even if not perfectly identical to experimental data, while the real
radar data is applied to fine-tune and test.

6. Generative adversarial network (GAN) is another new approach that generates
new data having two networks playing against each other, which is popular in im-
age domain recent years [44]. The generator tries to make synthetic data from a
small set of real data while the discriminator tries to establish if such data is real
or not. However, GAN is unrelated to kinematics, and does not emphasis on prop-
erties of data. This approach may not be suitable for the micro-Doppler Signature
data simulation.

3.5. CONCLUSION
This chapter illustrates theoretical background of radar data and ML classification in de-
tails. For example, for the pre-processing step, the general pattern is the micro-Doppler
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signature. For machine learning algorithms, classical models including SVM, KNN, and
neural networks are introduced. Generally speaking, a complete process of classification
problems is as follows: firstly, define the goal and what class to categorize; secondly, do
experiments to collect enough data and label the collected samples; thirdly, clean the
data because some of the data may be wrong and explore the collected data; and then,
pre-process the data to find the appropriate features. The next step is to determine the
ML model. There are many kinds of ML models, so it is necessary to find a suitable one
according to the characteristics of the data. The last step is to train the model with the
data and validate the model. The pipelines in Figure 3.8 is not only the radar-based clas-
sification problem but also the process of other ML problems such as regression prob-
lems and unsupervised learning.

Figure 3.8: Machine learning pipeline
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METHODOLOGY

This chapter pays attention to the techniques developed and investigated in this thesis
project to classify human activities, mixing signal processing applied to radar sensors, and
neural network algorithms. Specifically, a detailed discussion of the constituent blocks
of CNNs is provided, as they are among the most successful network architectures used
for pattern classification. Furthermore, the proposed implementations of complex-valued
blocks are discussed.

4.1. RADAR DATA REPRESENTATIONS
Based on the principles of radar systems, transmitting and receiving sequences of elec-
tromagnetic waves will extract information on the targets of interest. Different formats
of the same data can be applied as input to neural network, and we will discuss and
classify these data formats in detail below.

• Domain representations: The different domains of radar data can be exploited for
objects classification. Dimensionality can be 1D as the high-resolution range pro-
files. The 2D data format can be a range-time matrix, range-Doppler matrix, or
Doppler-time matrix. The input data representations can also learn the high di-
mensional mapping between the raw data and motion classes, such as 3D range-
Doppler-time data cube. These joint-domain presents the time-varying range and
Doppler frequency information. Micro-Doppler is typically observed as a 2D cut
for Doppler-time. Doppler–time pattern is the most commonly used input data
representation for motion recognition because human activities will exhibit dif-
ferent patterns in these frames.

• Different time-frequency distributions: Time-frequency analysis is necessary for
micro-Doppler analysis. STFT is the most common, also called the micro-Doppler
signature. Spectrograms highlight the variation in Doppler shift induced by hu-
man motion. There are other methods such as Gabor transforms, and wavelet
transforms.

25
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• Real-valued vs Complex-valued data: These are complex numbers in some data
format, such as spectrograms. The absolute value is used to plot the data and the
input to ML algorithms, but the phase still has important information to exploit
for classification. Complex numbers as input to ML algorithms will be applied and
compared in the thesis.

• Other formats: Another format exists. For example, the range-angle pattern is the
distance and azimuth of objects used for automotive radar. The CVD takes a fur-
ther FFT along with the Doppler frequency bins of spectrograms, highlighting the
periodicity of micro-Doppler modulation over time [7].

We will implement three domain representations, range–time, range-Doppler, and
Doppler–time by STFT in the experiment. Besides, the imaginary part of these complex
data will be saved instead of taking the absolute value. Note that the resolution of the
radar depends on parameters such as bandwidth and observation time. Even though
as high resolution as possible, the hardware limitations and the computational burden
should be considered.

4.2. CONVOLUTIONAL NEURAL NETWORKS

4.3. OVERVIEW
Inspired by the way the visual cortex of the human brain works, the convolutional neu-
ral network is firstly a tool to perform image processing with input data treated as a 2D
matrix of pixels [45]. Now CNN is also one of the most used neural network architectures
to process radar data. One unique block of ConvNet is convolutional (CONV) layer, fol-
lowed by some form of non-linear activation function, e.g., rectified linear Unit (ReLU)
layer and pooling layer. After these layers, the initial input data is compressed into a
smaller-dimensional representation (flatten layer in 4.1), interpreting that as features
for classification.

Figure 4.1: Example of architecture of a classic convolutional neural network [3]

4.3.1. ANN AND CNN
CNN is very similar to ANN except the neurons in the CONV layer connected only to a
small local region shown in 4.2 instead of all of the neurons in a fully connected manner.
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Neurons in both fully-connected (FC) layer and CONV layer compute dot products.

Figure 4.2: CONV layer VS FC layer

If the input holds the raw pixel values of the image, in this case, an image of width,
height and with several channels, such as three color channels, R, G, B, it must be flat-
tened as the input of ANN while CNN does not need it (Figure 4.3. CONV layer can han-
dle this format of multi-dimension. Considering the format and complex nature of radar
data, input data is seen as two-dimensional image with two channels, the real and imag-
inary parts, or amplitude and phase.

(a) ANN

(b) ConvNet

Figure 4.3: ANN model VS CNN model

4.3.2. CNN BLOCKS
The basic blocks of CNN are explained below in details.
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• CONV layer: It computes the output of neurons that are connected to local regions
in the input, each computing a dot product between their weights, seen as filters,
and a small region connected to in the input volume. Four hyperparameters con-
trol the size of the output volume, including the depth (number of filters) K, stride
(slide jump) S, and zero-padding convolution (number of zeros around the bor-
der) B, and filter extent (size of filters, eg 3*3) F. Another hyperparameter is bias.
Parameter sharing of CONV layer is that if one feature is used to compute at some
spatial position (x1,y1), it should also be useful to compute at a different position
(x2,y2). If the CONV layer accepts a volume of size W1×H1×D1 as input (W1 is
width, H1 is height, D1 is number of channels), a total of (F*F*D1)*K weights and
K biases needs learning.

• ReLU layer: It applies an elementwise non-linear activation function. There are
several kinds of activation functions, such as sigmoid, logistic. ReLU function is
just one of them, and it is simple with the result thresholding at zero, leaving the
size of the volume unchanged. The expression is below.

f (x) = x+ = max(0, x) (4.1)

Non-linear activation function is very important. Without nonlinear activation
function, the output of each layer is always a linear function result of the upper
layer. Therefore, no matter how many linear layers the neural network has, the
output is still a linear combination of inputs that equals the most primitive per-
ceptron. The nonlinear function is introduced as the activation function, so the
deep neural network becomes meaningful (it is no longer a linear combination
and can approximate any function). The earliest idea was the sigmoid or tanh
function, but the amount of calculation was large and the gradient vanished [46].
If the ReLU function is activated, the calculation amount of the whole process is
saved a lot. Besides, ReLU makes the output of some neurons 0, which leads to the
sparsity of the network and alleviates the overfitting problem.

• Pooling layer: It performs a downsampling operation along the spatial dimen-
sions, resulting in a smaller volume. It has two hyperparameters, the spatial ex-
tent F and the stride S. Pooling layers are uncommon to pad the input using zero-
padding. Two common pooling operation are max pooling to calculate the maxi-
mum value for each patch, and average pooling to calculate the average value for
each patch.

• FC layer: It may compute the class scores, resulting in a volume of size [1x1xN],
where each of the N numbers corresponds to N categories. Each neuron in this
layer will be connected to all the numbers in the previous volume.

Moreover, they still have a normalization function (e.g., SVM/softmax/sigmoid) on the
last layer. Softmax and sigmoid are used not only in logistic regression, but also as the
last activation function of a neural network to normalize the output of a network to a
probability distribution over predicted output classes. When implementing the project,
we chose the sigmoid function as the output layer, and its expression is as below. The
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output range is (0,1), representing the output probability, and the derivation is easy.

S(x) = 1

1+e−x = ex

ex +1
(4.2)

4.3.3. CNN MODELS
Typical ConvNet architecture consists of CONV layer, ReLU layer, pooling layer and FC
layer. The flow chart is 4.3, where N, M, and K determine the complexity of the model.
The question mark ’?’ of pooling means pooling could be stacked or not. After flattening,
the previous volume can be accepted to the FC layer.

Input → [(Conv → ReLu)∗N → Pool i ng ?]∗M → F l at ten → (FC → ReLU )∗K → So f tmax
(4.3)

Figure 4.4 is an example of an actual ConvNet model. It is a plain CNN model with
a straight pipeline. A basic CNN with few CONV layers, called shallow ConvNet. With
stacking more layers, such as CONV layers and ReLU layers, it transforms to a deep Con-
vNet with more hyperparameters to tune, requiring many data for training.

Figure 4.4: An example of ConvNet architecture

Theoretically, the deeper the network, the higher the accuracy. The reason is that af-
ter the neural network, adding a network layer that can be transformed identically will
only keep the accuracy invariable or higher. However, experiments show that when the
network is deeper, the accuracy is continuously improved, reaches the maximum value,
and then decreases [4]. This phenomenon is also called "degradation", because it is diffi-
cult to realize "identity transformation (y = x)" due to nonlinear transformation. Besides,
it is hard to acquire enough radar data, so more relatively shallow CNNs tailored for radar
data. The complexity of these networks is relatively low and can avoid overfitting.

Besides the plain neural networks, there are more sophisticated architecture of CNN
from the image processing community, such as AlexNet, VGG, GoogleNet, Residual Net
(ResNet). One of the most famous CNN models is ResNet, proposed by Dr. He Kaiming
in 2015. It is a milestone in CNN image history. It has "shortcut connection" to solve
the degradation problem due to nonlinear activation function [4]. When the residual is
0, the stacking layer only makes identity mapping. At least, the network performance
will not decline. The structure of residual learning is shown in Figure 4.7. ResNet is
somewhat similar to the "short circuit" in the circuit. As shown in Figure 4.7, there is a
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Figure 4.5: Residual learning: a building block in [4]

degradation problem in the depth network, that is, when the network depth increases,
the network accuracy saturates or even decreases. This is not an overfitting problem, but
a degradation problem of deep network. When a new layer is stacked up to establish a

Figure 4.6: Training error (left) and test error (right) on CIFAR-10 with 20-layer and 56-layer “plain” networks
[4]. The deeper network has higher training error, and thus test error.

deep network, an extreme case is that the added layer learns nothing and only copies
the characteristics of the shallow network. The new layer is identity mapping. When the
input is x and the learned feature is recorded as H(x), so the residual F(x) = H (x) - x. When
the residual is 0, the stacking layer only makes identity mapping; at least, the network
performance will not decline. In fact, the residual will not be 0, which will also make the
stacking layer learn new features based on the input features to have better performance.
General pre-defined ResNet models include ResNet18, ResNet34, ResNet50, ResNet101
and ResNet152. The numbers in the models represent the number of CONV layers in
the network. The larger the number, the higher the complexity of the network. Hyper-
parameters of building blocks are in brackets with the number of blocks stacked in Figure
4.7.
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Figure 4.7: Various ResNet architectures in [4]

4.4. COMPLEX-VALUED CNNS

4.4.1. DEFINITION

As we mentioned in the last section, the neural network is a supervised learning algo-
rithm for classification, and it is common and efficient. Usage of neural networks in
radar based human monitoring is usually based on real-valued operations and repre-
sentations. Actually complex numbers could have a richer representational capacity, but
have been marginalized due to the absence of the building blocks [5]. Generally speak-
ing, if the input of a neural network is complex numbers, this neural network is called
complex-valued neural networks (CVNNs). Because the information of general neural
networks is real numbers, their basic calculation rules in the network are also based on
real numbers. Many operations cannot be carried out directly anymore when the input
is complex, so the computation rules need to be modified to adapt to the complex.

4.4.2. CVNNS

Recent years, more researchers have noticed the importance of complex numbers and
some have built complex neural networks [22][23]. We only discuss approaches of CVNNs
based on CNN models to classify human motion. There are three main approaches of
CVNN, multi-channel approach, DCN, SurReal for complex-valued input.

MULTI-CHANNEL ARCHITECTURE

Inspired by separate RGB images into three channels, the multi-channel approach splits
either the magnitude and phase or the real and imaginary parts of data into two chan-
nels. In other words, complex input is regarded as two-channel image (absolute value
phase or real imaginary). This solution is quite simple but loss the relation of two parts,
since both channels are neither independent. For example, in the first CONV layer, the
output of a filter is the linear summation of the two channels. The simple summation
is not reasonable and does not respect the intrinsic geometry structure of the space of
complex numbers.
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DEEP COMPLEX NETWORKS

DCN is based on the theoretical developments introduced by Paper [5] in the context of
image classification. The main idea is to build complex building blocks which support
complex-convolution, complex batch normalization, and so on. Based on CNN, deep
complex networks consist of complex convolution layers to compute the output of neu-
rons that are connected to local regions in the input, complex-valued activation layers,
complex batch normalization, and complex-valued pooling layers. Using these blocks,
we can implement the CVNNs in a manner similar to the real-valued CNN models. We
will introduce the specific operation process of each kind of layer in detail later. By the
way, this approach is proposed by Paper [5], so the name of this approach, DCN, is the
abbreviation of this paper’s title. "Deep" does not mean that only DNNs can use this
approach, it also can be appied to a shallow real-valued network.

SURREAL

This method is providing a novel convolution operator using weighted Fréchet mean on
a Riemannian manifold and a novel fully-connected layer operator using the distance to
the wFM [25]. The architecture is several wFM convolutional layers are stacked as bot-
tom layers then followed by the real-valued neural network. The input must be absolute
value phase format.

4.4.3. DEEP COMPLEX NETWORKS
The concept of DCN comes from paper [5]. DCN is not a special CNN model with a new
architecture, but updates each layer based on the real-valued CNN architecture, such
as upgrading the convolution layer to the corresponding complex-convolution layer to
adapt to complex operations. Paper [5] provides the mathematical foundation of a set
of building blocks for deep complex-valued CNN, so it is named DCN. In fact, not only
deep neural networks can use this technique, but shallow neural networks are also very
suitable. Besides, key atomic components and building blocks for DCN can be applied
to both CNN and LSTM. Complex number is z = a + i b, and N features is divisible by 2,
so N/2 represent the real components and N/2 represent imaginary components. The
input form must be real imaginary fashion given certain constraints and interactions
[26]. Complex building blocks are presented below.

COMPLEX CONVOLUTION

A complex filter matrix W = A + i B is convolved by a complex vector h = x + i y , so that
W ∗h = (A∗xB ∗ y)+ i (B ∗x + A∗ y). Figure 4.8 is the illustration of the complex convo-
lution.

COMPLEX DIFFERENTIABILITY

Complex differentiability means ’holomorphic’. The requirement of holomorphic func-
tions is satisfying Cauchy-Riemann equation, ∂u

∂x = ∂v
∂y , ∂u

∂y = − ∂v
∂x where f (z) = u(x, y)+

i v(x, y). The activation functions are usually complex differentiable that can be used in
complex valued neural networks. Paper [5] and [26] also mention that it is unnecessarily
restrictive to limit oneself only to holomorphic activation functions, because those func-
tions that are differentiable with respect to the real part and the imaginary part of each
parameter are also compatible with backpropagation.
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Figure 4.8: An illustration of the complex convolution operator in [5]

COMPLEX-VALUE ACTIVATION

Complex-value activation functions is usually ReLU-based. There are three kinds of
complex-value ReLU functions: modReLU(z), Complex ReLU (or CReLU) and zReLU.
The first one is not holomorphic while the last two are holomorphic. Three functions are
defined as follows:

modReLU(z) = ReLUU (|z|+b)e iθz =
{

(|z|+b)e iθz if |z|+b ≥ 0
0 otherwise

(4.4)

CReLU(z) = ReLU(ℜ(z))+ i ReLU(ℑ(z)) (4.5)

z ReLU(z) =
{

z if θz ∈ [0,π/2]
0 otherwise

(4.6)

where θz is the phase of z. b is a real number and is the hyperparameter of modReLU(z).
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COMPLEX POOLING LAYER

For feature cube z = x + i y , x and y are operated separately. The example below is for
max pooling. Average pooling has the same operational mode.

ComplexMaxPool(z) = MaxPool(ℜ(z))+ i MaxPool(ℑ(z)) (4.7)

COMPLEX BATCH NORMALIZATION

Considering input has real and imaginary components, it can be seen as whitening 2D
vectors z = (x, y)T . This technique was firstly used in multi-channel signal processing
area. The expression is shown below.

z̃ = (V )−
1
2 (z −E[z]) (4.8)

where the covariance matrix V is

V =
(

Vr r Vr i

Vi r Vi i

)
=

(
Cov(ℜ{z},ℜ{z}) Cov(ℜ{z},ℑ{z})
Cov(ℑ{z},ℜ{z}) Cov(ℑ{z},ℑ{z})

)
(4.9)

(V )−
1
2 is calculated as follows, where Λ is a diagonal matrix of eigenvalues and U

is a matrix whose columns are the corresponding right eigenvectors. The eigenvector
in matrix U is normalized (the Euclidean norm of the vector equals to 1) so that U HU =
I ,U H =U−1. Λ

1
2 is the diagonal matrix of the square root of eigenvalues. This calculation

holds if V is a positive semidefinite matrix.

V =UΛU H =UΛ
1
2Λ

1
2 U =

(
UΛ

1
2 U H

)(
UΛ

1
2 U H

)
=V

1
2 V

1
2

V
1
2 =UΛ

1
2 U H

V − 1
2 =

(
V

1
2

)−1
(4.10)

After batch normalization, z has the standard complex distribution with mean 0 and
covariance I = [1,0;0,1]. The normalization step allows the imaginary and real parts of
a unit decorrelated. This has the advantage of avoiding co-adaptation between the two
components which reduces the risk of overfitting [47] [48]. This approach can quickly
complete batch normalization. However, since the covariance matrix V is not always
positive semidefinite, this method is not universal. When there is no analytical solution,
another method approaches the target value by gradient descent method. As we can see
from the function, there are two parameters γ and β.

BN(z) = γz +β (4.11)

Shift parameter β is the complex parameter with two learnable components (real mean
and imaginary mean). Scale parameter γ is a 2*2 matrice with only three degrees of free-
dom, so there are only three learnable components. In much the same way, the covari-
ance matrix V of B N (z) normalizes the input variance to 1. During training and testing,
we use the optimizer to run averages to maintain estimates of standardized statistics for
complex batches.
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EXAMPLE OF A COMPLEX-VALUED CNN
A simple complex-valued CNN is chosen as an example to show the process pipline of
CVNNs. For the normal initial real numbers as input, performing the operations is pre-
sented within a single real-valued block [4]:

B N → ReLU →Conv → B N → ReLU →Conv (4.12)

The process flow of a complex-valued CNN is as follows:

ComplexB N →C ReLU →ComplexConv →ComplexB N →C ReLU →ComplexConv
(4.13)

4.5. CONCLUSION
To classify human motions based on radar data, this chapter provided related methods
and strategies. Because the radar data is different from optical images, its processing
method is different, significantly step 4 and step 5 in Figure 3.8, which are also the core
of the whole pipeline. In short, radar-based classification is decomposed into three main
subtasks: raw radar data generation by experiments, data pre-processing, and machine
learning classification. Figure 4.9 shows the full process of radar-based human motion
classification with machine learning.

This chapter focused on the methods we implemented in the thesis and their dif-
ferences from the regular pipeline (the red frames in Figure 4.9). Firstly, we do use not
only Doppler-time but also explore the feasibility of range-Doppler and range-time. Sec-
ondly, we retain the complex data form in patterns, and take the complex as the input of
neural networks. At present, the mainstream neural network frameworks, such as Ten-
sorFlow and PyTorch, is real input in default. It is important to stress that in this thesis
the effort are not to just use a predefined network defined for images, but construct a
complex-valued smaller network designed specifically for radar. This required the Py-
Torch framework and therefore more time to rewrite all the pieces of code.
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5
INPUT DATA PREPARATION

This chapter discusses the implementation of data collection, data exploration, and data
pre-processing. We will introduce the task in detail, the experimental condition and the
processing techniques for radar data, and show the results of different processing methods.

5.1. COLLECTING DATA

5.1.1. OVERVIEW
An extensive set of data and labels are needed before training the ML algorithm. Collect-
ing radar data is time-consuming and expensive compared to camera data. Even though
simulated data is feasible, the best option is still the captured realistic radar data. A few
publicly available datasets online can be downloaded directly to train the ML model, for
example, the CIFAR-10 dataset which includes 60000 32x32 color images in 10 classes
(6000 images per class) [49]. With these labeled and cleansed datasets, the collecting
and cleaning data steps can be skipped, which is very convenient. However, unlike opti-
cal images and speech, there are few public labeled radar datasets. For example, whereas
the ILSVRC ImageNet database includes 1.5 million images, most work on the classifica-
tion of radar micro-Doppler signatures involves just 1000–2000 measured data samples
[7]. And there are much less online radar data about human movement, so develop-
ing a standard set of experiments about human motions and gaining raw radar data are
necessary.

5.1.2. EXPERIMENTAL SETUP
An experiment was implemented to obtain datasets to evaluate various ML algorithms.
The radar data was acquired from the MS3 group on the 22nd floor, EEMCS building,
for a current project on human movements for assisted living. The five distributed radar
systems collected radar data at the MS3 lab. Here Figure 5.1 shows the radar system from
node 1 in the left, node 3 in the middle, node 5 in the right. The circumference diameter
of the measuring space is about 4.38m.

The five monostatic radars are pulse UWB radar with carrier frequency 4.3GHz and
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Figure 5.1: Five distributed radars at the MS3 lab

bandwidth 2.2GHz. The distance or range that the radar can detect is from 1m to 5.38m.
Fifteen volunteers joined in the experiment, and each volunteer took 29 measurements
consisting of 9 activity classes, so a total of 435 measurements was collected. Nine ac-
tivities for training are shown below, labelled from 1 to 9 separately. One measurement
is a continuous motion consisting of one or multiple activities and lasted about 2 min-
utes long sequence of data. Pulse repetition interval (PRI) is 8.2ms, so one measurement
counted 14634 samples.

• 1: walking

• 2: stationary

• 3: sitting down

• 4: standing up from sitting

• 5: bending from sitting

• 6: bending from standing

• 7: falling from walking

• 8: standing up from ground

• 9: falling from standing

5.1.3. DATASET GENERATION
The radar system generated five 2D radar matrices (L*M) for each measurement with
L in length and M in width, since there are five radars in the experiment, representing
the five receiver positions for target. Length L is the range axis, also called the fast-time
dimension. Width M is the pulse number axis, also called the slow-time dimension.

In the experiment, there are M = 14630 pulses with each pulse interval 0.0082s, so
the duration of one measurement is 14630 * 0.0082s = 119.966s. Each pulse stands for L
= 480 range bins, presenting the radar-target distance between 1m and 5.38m. As shown
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in Figure 5.2, the data are five 2D matrices of M pulses, each containing L range bins, so
there are five range-time matrices in total. Since we use the pulse UWB radar, the raw
data is range-time representation. Not all raw radar data are the same format, for exam-
ple, in FMCW a first FFT is needed to extract range information from the received radar
waveforms. Also note that from a data processing perspective, these data are complex
numbers. The absolute values of these complex numbers are just used for image display.

Figure 5.2: Range-time matrix of five distributed radars

During the measurement, the activity labels of participants over time were also recorded.
The recording method is when the participant starts with activity 1, button 1 on the re-
mote controller is pressed. At the time the participant alters to activity 2, button 2 is
pressed. The remote controller is connected to the computer, which is synchronously
recording the radar data and labels. The activities corresponding to each pulse is la-
beled, so the horizontal axis is the slow time dimension, and the vertical coordinate is
the label. Figure 5.3 is the corresponding labels of activities in Figure 5.2, from which
we can see that one measurement is a continuous motion considering one or multiple
activities. In this measurement, the participant first walked, fell from walking, stood up
from the ground, kept stationary, and repeated these activities. Note that label 0 presents
random movements and does not need to consider.

5.2. DATA PRE-PROCESSING
The 2D radar data images generated by radar cannot be directly used as the machine
learning input because it contains multiple labels. We need to cut it off to get fragments
of the same label from a 2-minute continuous activity sequence. In addition, there are
several radar data domain representations. We need to characterize these movements in
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Figure 5.3: Labels of range map over time

different domains, not just a range-time matrix.

5.2.1. SEGMENTS EXTRACTION
Different human activities will exhibit different patterns in these frames. Continuous
pulses with the same label are cut to obtain segments. Some of motions are fast (about
1s) and some last longer. The length of most segments is between 120 and 480 pulses
(around 0.984s to 3.936s, PRI = 8.2ms). Those short segments with less than 90 pulses
can be discarded since they are unlikely to represent the activity. There are two other
questions existing below.

• The size of the input of the neural network must be the same, but because the
duration of each activity is different, the size of the segments is not the same.

• The labels of some pulses are incorrect. The label is artificially marked, but each
movement is short. If the button is not pressed precisely simultaneously, there
may be about 0.5 seconds delay or advance.

Since the interval of movements is short, the error effect caused by wrong labels is great.
There are three solutions that have been explored to solve this problem of segmentation
of continuous human motion data.

• Solution 1: Fixed cutting + Fixed padding. The length of the segment cut is fixed
at N (the labels of N consecutive pulses are the same and are not equal to 0).
Paddings are added before and after the segment to solve the problem of label er-
rors. We choose N = 120 and front padding = 80, and back padding = 120, therefore
the final segment length = 120+80+120 = 320. Because many motions last more
than 120 pulses, it is more reasonable to take more pulses for back padding. An
example diagram 5.6 is shown where activity1 is short (120 pulses) and activity2 is
long (200 pulses).

• Solution 2: Dynamic cutting + Dynamic padding. The n pulses in one movement
are cut off entirely, and n is dynamic. The padding size is determined by n. If the
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Figure 5.4: Schematic diagram of Solution 1

motion is fast, the padding size is large; If the motion is slow, the padding is small.
The length of the final segment is fixed at N. The pulses cut off are in the middle of
the segment when filling, so front padding = back padding = (N-n)/2. We choose N
= 480 during experiments. When n > N, it means that the motion lasts a long time,
and it can be cut directly without padding. Such long segments account for about
30% of all segments.

Figure 5.5: Schematic diagram of Solution 2

• Solution 3: Dynamic cutting + Fixed padding + Rescale. All pulses in one activity
are cut off entirely, and fixed paddings are added before and after the segment
(Front padding = back padding = 80). The sizes of segments after adding paddings
are different, so we need to rescale all segments to one size 480*480.

Figure 5.6: Schematic diagram of Solution 3

These processing methods mainly consisting of segments lengthening, patching, and
scaling. These are some segments that can be compared. As can be seen from Figure 5.7
and 5.8, the motion feature in Solution 1 is not in the center of the image. As for Solu-
tion 3, because the image will be deformed due to scaling, it loses the meaning of the
slow-time axis.

Only the raw data from Radar 3 is processed to generate segments by Matlab. From
Figure 5.9, the datasets of the three solutions are very unbalanced, which is due to the
experimental design. During the measurement, participants spent more time walking
(label=1), staying stationary (label=2), bending from sitting (label=5), and bending from
standing (label=6). To balance the data, if the number of segments in the same label
is more than 1000 in Solution 2&3 (2000 in Solution 1), the redundant part is removed.
The results are displayed in Table 5.1. Solution 1 generates the most samples. The main
reason is that one activity with a long duration is divided into multiple segments, but this
breaks continuity of motions. Solution 3 makes images distorted. It is reasonable to put
essential features in the center of the image and retain the characteristics of the motion
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(a) Solution 1 (b) Solution 2 (c) Solution 3

Figure 5.7: Range-time segments of Label 5: bending from sitting

(a) Solution 1 (b) Solution 2 (c) Solution 3

Figure 5.8: Range-time segments of Label 6: bending from standing

(a) Solution 1 (b) Solution 2 (c) Solution 3

Figure 5.9: The distribution of the class samples labelled from 1 to 9 as extracted from range-time segments
when applying the three proposed solutions to segmenting the data.

itself (no distortion), so Solution 2 is more optimal. The following processing steps are
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all based on Solution 2.

Table 5.1: Segments extracted, remained, and discarded by three solutions

Solution 1 Solution 2 Solution 3

Segments extracted 30330 10944 7996

Segments remained 14344 7215 7103

Segments discarded 15986 3729 893

5.2.2. RADAR DATA FORMATS
Radar data with a single transmitter and receiver have three domains, range/distance,
Doppler, and time. The range is how far the target is from the radar, Doppler is how fast
the target is, and time is how the target is variable. The spectrogram is mainly used as
the input data of neural networks. There are also different formats of the same data as
input to neural networks.

RANGE-TIME AND RANGE-DOPPLER

The initial stage of radar signal processing is the temporal sequence of digitized received
raw radar data. The form of raw radar data is a 2d range-time matrix where the column
is each radar pulse (range bins, the distance of a possible target), and the row is the tem-
poral sequence of these pulses. Examples, Figure 5.8(b) and 5.9(b), are the typical 2D
fast-time vs slow-time data structure on which radar signal processing is applied. This
range–time-intensity matrix is seen as an image whose intensity of pixels is a complex
number, called a complex-valued image. Therefore segments extracted by Solution 2 can
be the input with the size of 480*480 directly.

To extract speed information of the target, we calculate the fast Fourier transform
across all the rows of the previous matrix and obtain a new matrix, called the range-
Doppler matrix with the size still 480*480. The fast-time (column) axis is associated with
range, and the slow-time axis (row) is now converted to Doppler or velocities.

STFT FOR DOPPLER-TIME

FFT can be applied to characterize the target’s velocity through its Doppler effect. How-
ever, the overall Doppler is caused by the macro-movement of the person and has noth-
ing about how the body and its parts are moving over time. Selecting a row of raw data
collected from every measurement takes STFT to obtain Doppler–time pattern. In order
to find the strongest range bin for each measurement (480 rows), we firstly sum all pixels
in one row and then find the row with the largest intensity, indicating that the target is
mainly active at this distance.

When implementing STFT, we choose the Hann window. Its function expression and
shape are as below.

w(n) = 0.5

(
1−cos

(
2πn

N −1

))
(5.1)
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Figure 5.10: Hann window function and frequency response [6]

Depending on the duration and motion task, the length of the window is fixed at 244.
Overlap between two consecutive windows has a typical default value (50%). However,
we took 240 since we want to catch as many micro-motions as possible. The number of
discrete Fourier transform (DFT) points is 240, referred to as frequency solution. Hence,
the size of the Doppler-time matrix after extracting frames (Solution 2) is 240*120. It
is worth mentioning that the Hann window [0 N-1] has the largest value at the middle
point and small values at both ends. The obtained frequency distribution is closest to
the frequency distribution of the time point (N-1)/2. Since the Hann window function in
MATLAB will default to the time point at the left end, there will be about 1 second prior.
Many motions only last 1 second to 4 seconds, thus the error has a significant impact
and needs to be corrected. After STFT, the short-time axis should shift 122 pulses to the
right and generate segments according to Solution 2.

RANGE-SPECTRUM-TIME AND PSEUDO-DOPPLER-TIME

Doppler-time only uses one range of data, but we can also use all range data. The range
axis is fast-time samples from individual radar pulse. We can calculate FFT across all
the columns to obtain the spectrum of range. This operation can also be understood
as the feature obtained by the spatial Fourier transform. FFT on each column obtains a
new matrix called the range-spectrum-time matrix, which reflects the change of range
frequency over time. Then the row of the most strong frequency bin is selected so that the
range information is gathered for the next STFT step. The exact position of the strongest
range bin does not matter. After STFT, the pattern is called pseudo-Doppler-time matrix.

5.3. RESULTS AND DISCUSSION
Further processing after generating the patterns typically consists of using machine learn-
ing to teach an algorithm how to classify patterns related to different activities automat-
ically. Patterns represent different meanings and have different image sizes. All data
formats are rescaled into the same matrix size, 240x120. The first advantage is to reduce
the image resolution, the time and computational cost of neural network training. The
second advantage is that the unified image size is convenient for determining the hyper-
parameters of the network model and comparing different patterns.

The whole preprocessing process is carried out on MATLAB. These are some exam-
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ple samples after preprocessing, including range-time, range-Doppler, Doppler-time,
range-spectrum-time, and pseudo-Doppler-time below. The value of these data rep-
resentations is complex. People have fed these representations into the neural networks
in the radar domain, but only absolute values and no phase. In the thesis project, the
phase will be fed too.

(a) Label 1: walking

(b) Label 4: standing up from sitting

(c) Label 6: bending from standing

Figure 5.11: Range-time frames with Label 1, 4 and 6

There are samples of three activities in the range-time format in Figure 5.11. Sub-
figure 5.11(a) illustrates walking, showing that the person moved toward the radar and
turned back, and the range-time image is zigzag shape. Standing up from sitting indi-
cates that the distance between the target and the radar is basically unchanged, while
the bending from standing has a fluctuation. The real and imaginary parts are similar to
the pattern and texture of amplitude.

For range-Doppler in Figure 5.12, there are both positive and negative Doppler value,
since the target moving toward the radar (positive Doppler) and away from the radar
(negative Doppler). It also indicates the volunteer’s moving position. The phases of the
three activities are also different textures which is meaningful.

Doppler-time by STFT has more intense signature (yellow colour) due to the move-
ment of the torso and main body, referred as micro-Doppler signature in Figure 5.13. The
absolute value of Doppler-time is spectrogram. Spectrum image analysis is that differ-
ent intensities in the frequency domain represent the small movements of human limbs.
Each frequency intensity of TF distribution changes over time. It seems that there is no
difference between different activities phases.
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(a) Label 1: walking

(b) Label 4: standing up from sitting

(c) Label 6: bending from standing

Figure 5.12: Range-Doppler frames with Label 1, 4 and 6

Figure 5.14 of range-spectrum-time reveals the spatial frequency intensity after Fourier
transform, indicating that the spatial frequency of each activity is concentrated in about
the 110th row in [1 480]. The intensity of frequency still varies with time.
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(a) Label 1: walking

(b) Label 4: standing up from sitting

(c) Label 6: bending from standing

Figure 5.13: Doppler-time frames with Label 1, 4 and 6

(a) Label 1: walking

(b) Label 4: standing up from sitting

(c) Label 6: bending from standing

Figure 5.14: Range-spectrum-time frames with Label 1, 4 and 6
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After the 110th row is taken as a 1D vector, the intensity of this characteristic spatial
frequency changes with time, and then TF analysis is carried out. Pseudo-Doppler-time
images in Figure 5.15 is similar to Doppler-time in that it performs TF analysis by range
information. However, this operation loses the physical meaning of Doppler-time. As a
distinction, it is called pseudo-Doppler-time. Different activities’ phases are almost the
same, and the phase seems not to help classify.

(a) Label 1: walking

(b) Label 4: standing up from sitting

(c) Label 6: bending from standing

Figure 5.15: Pseudo-Doppler-time frames with Label 1, 4 and 6

5.4. CONCLUSION
Overall, this chapter focused on implementation, generating five datasets from differ-
ent formats. At first, the experimental setup was presented in detail, such as the radar
type, radar frequency, and motion classes. Then the segments were captured from raw
measurement data by three solutions. At last, five radar data pre-processing approaches
were implemented to generate dataset samples, including FFT and STFT. Samples gen-
erated from MATLAB are saved as NPY files to classify human motions on Python for
subsequent processing.
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PROPOSED CLASSIFICATION

ALGORITHM

Five datasets were obtained after pre-processing the experimental data, based on various
data representations (Doppler-time, range-Doppler, range-time, range-spectrum-time, and
pseudo-Doppler-time). These datasets are used in conjunction with the developed complex-
valued network architectures using metrics such as accuracy and generalization perfor-
mance. It is shown that CVNNs do improve the CNN performance on certain datasets.

6.1. CNN MODELS

6.1.1. PLAIN CONVNET MODELS
A basic CNN architecture is demonstrated in the flow chart 6.1, consisting of CONV layer,
batch normalization, ReLU layer, pooling layer, flattening, fully-connected layer, and sig-
moid function. This small network is explicitly designed for radar called "shallow Con-
vNet" in this thesis. The first four layers (CONV, BN, ReLU, Pool) together are regarded
as one building block.

Figure 6.1: Shallow ConvNet: Only one CONV layer in the network

More building blocks stacked before flattening makes the network complex with more
parameters.Generally speaking, the small number of layers indicates that the network is
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"shallow" while many layers mean "deep". It is hard to strictly define "shallow" or "deep"
strictly. We choose five building blocks called "deep ConvNet" and illustrated in Figure
6.2.

Figure 6.2: Deep ConvNet: 5 building blocks stacked for deep network

Input is a 2d matrix, and the hyperparameters of layers in blocks are in Table 6.1,
where the out channels are the number of filters. Shallow ConvNet corresponds to Block
1. The output layer is the sigmoid function.

Table 6.1: Hyperparameter settings in ConvNet

Block 1 Block 2 Block 3 Block 4 Block 5

CONV: out channels 64 64 128 128 128

CONV: kernel size (4,4) (3,3) (3,3) (2,2) (2,2)

CONV: padding 1 1 1 1 1

CONV: stride (2,2) (1,1) (1,1) (1,1) (1,1)

MaxPool: kernel size (2,2) (2,2) (2,2) (2,2) (2,2

MaxPool: stride (2,2) (2,2) (2,2) (2,1) (1,1)

6.1.2. RESNET MODEL

Shallow and deep ConvNets are the plain networks that may drop off in the effectiveness
of additional layers due to the vanishing gradient problem. ResNet has a more compli-
cated structure to solve the degradation problem caused by activation functions. ResNet
has the residual units to "identity shortcut connections". More specifically, there is a
short-circuit connection every two CONV layers, which forms residual learning. In ad-
dition, an important design principle of ResNet is that when the feature map size is re-
duced by half, the number of feature maps is doubled, which maintains the complexity
of the network layer.

There are predefined ResNet models under PyTorch framework. However, they ex-
pect the input images normalized in the same way, i.e., mini-batches of 3-channel RGB
images of shape (3 x H x W), where H and W are expected to be at least 224. Our radar
data is complex-valued, the image size is 240 * 120, and the number of channels is not 3.
In short, it is different from general optical images, so it does not meet the requirements.
We built the ResNet model suitable for the radar data, mainly referring to the structure
and parameters of ResNet-18 [4]. The res block is shown in Figure 6.3. One res block
includes two CONV layers whose hyper-parameters are totally same. The flow chart in
Figure inllustrates all layers of ResNet. The basic block is as the same as the building
block of the plain network, consisting CONV layer, BN layer, ReLU and MaxPool layer.
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Then the 8 res blocks are stacked, Res11, Res12, Res21, Res22, Res31, Res32, Res41 and
Res42.

Figure 6.3: One res block: CONV+BN+ReLU+CONV+BN

Conv

input

BN

ReLU

Conv

Basic
Block Res11 Res12 Res21 Res42ReLU ReLU ReLU

Downsample

outputflatten

Average
pooling

FC

BN

Figure 6.4: ResNet architecture: network stacked by one basic block and 8 res blocks

Two res blocks are combined, and every two res blocks may perform downsampling
with a stride of 2 (Res21, Res31 and Res41). When the dimensions are inconsistent (the
corresponding dimension is doubled), they cannot be added directly. There are two
strategies for downsampling: one is the pooling layer with stride 2, and the other is the
projection shortcut, that is, the convolution layer with filter size 1*1 and stride 2. The
projection shortcut will increase parameters and computation. We chose the latter one,
so there are three more CONV layers in the architecture. Besides, the final pooling layer
applied is a 2D adaptive average pooling. All the hyper-parameters of the model are dis-
played in Table 6.2 below. The values in Res block is the parameters of inside CONV layer.
Conv2, 3 and 4 are for downsampling.

6.2. THREE MAIN APPROACHES OF CVNNS

6.2.1. OVERVIEW
In this section, the complex-valued networks are built based on regular neural network
models. The architecture of models almost remains except the input is complex num-
bers. Therefore slight modification exists. There are six models to compare in the the-
sis: shallow ConvNet, complex-valued shallow ConvNet, deep ConvNet, complex-valued
deep ConvNet, ResNet, and complex-valued ResNet. At present, mainstream machine
and deep learning frameworks do not support complex-valued input due to the absence
of the corresponding complex-valued building blocks. In this section, three approaches
of CVNNs to classify human motions are achieved.
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Table 6.2: Hyperparameter setting in ResNet

Blocks Out channels Kernel size Stride Padding

Conv1 64 (7,7) (2,2) 3

MaxPool - (3,3) (2,2) 1

Res11/Res12 64 (3,3) (1,1) 1

Conv2 128 (1,1) (2,2) -

Res21/Res22 128 (3,3) (2,2)/(1,1) 1

Conv3 256 (1,1) (2,2) -

Res31/Res32 256 (3,3) (2,2)/(1,1) 1

Conv4 512 (1,1) (2,2) -

Res41/Res42 512 (3,3) (2,2)/(1,1) 1

6.2.2. MULTI-CHANNEL ARCHITECTURE
This main idea is the complex-valued data represented by two-channel real-valued data.
Inspired by 3-channel RGB optical image, the complex-valued radar date is regarded as
2-channel image (the magnitude and phase, or the real and imaginary parts). Before
that the absolute value of radar image is default as the input, so the input is 1-channel
image. No matter how many channels the input holds, it is real-valued representation.
Therefore, it can be trained directly with the previous ordinary CNN models. There is
nothing to modify the model itself.

6.2.3. DEEP COMPLEX NETWORKS
This approach is to exploit the complex building blocks, such as complex convolution
and complex batch normalization. Paper [5] laid the theoretical foundation for complex
blocks and tried to implement them on the TensorFlow framework. They applied this
technique to the image and audio dataset. We trained the radar dataset. More impor-
tantly, due to the version issue of TensorFlow, the codes from Paper [5] can not run any
longer. The main reason is that some essential embedded functions have been sifted
out with TensorFlow upgrade, and there are no replaceable functions. There is also a
compatibility problem between TensorFlow and Keras. Therefore, we reproduced the
core part of this paper under PyTorch framework. We built blocks and layers suitable for
complex numbers, including complex convolution, max pooling, adaptive average pool-
ing, CReLU, and complex batch normalization. In this way, the regular model replaces
layers to the corresponding complex layers before the flattening. There are several types
of complex ReLU. Experiments on various tasks proved the CReLU function to be vastly
the most effective 8768161, so we all take CReLU.. It is worth mentioning that the format
of the input complex must be real plus imaginary parts. Data can not be in absolute val-
ues and phases form because the convolution layer performs complex arithmetic based
on the theory of real and imaginary.

The flatten step follows the multi-channel approach, flattening the real and imagi-
nary parts as different features into a 1D vector, followed by a fully-connected layer that
projects the data into the real domain.
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6.2.4. SURREAL

The SurReal approach is adding several wFM layers and tReLU layers as bottom layer
of the baseline CNN models to process complex-valued data. It is theoretically proven
equivariance and invariance properties [25]. It trains the network on magnitude/phase
tensors like the other networks, so the input must be in magnitude/phase form.

6.3. TRAINING PARAMETERS
During the experiment, the whole dataset was splitted into trainning data (80%) and test-
ing data (20%). No matter which kind of radar format, the number of samples is around
7000. The primary performance metric is accuracy. Cross entropy loss is represented as
a cost value or loss function to minimize. Adam optimizer is adopted, the batch size is
32, and the epochs are from 40 to 60, depending on models. The learning rate is dynamic
from 1e-3 to 1e-6 with the specific scheme also according to models. Learning rate and
epoches are crucial and these hyper-parameters need to be tuned every session.

For ML, k-fold validation is a smart strategy so that the difference between the ac-
curacy of training and testing is little. However, there are so many situations (at least 12
situations for each dataset) to handle. We have only utilized simple train/test mode and
one performance metric so far.

6.4. RESULTS

6.4.1. CVNNS ON DIFFERENT DATA DOMAIN REPRESENTATIONS

After training and testing, each proposed approach of CVNNs and real-valued CNNs is
evaluated on five radar-based data. "Abs only" means that the input is absolute of com-
plex numbers thus the models are corresponding real-valued CNN models for compar-
ison. The multi-channel approach has two formats. The final train and test accuracy
may differ every training session since some models are unstable and sensitive to data
splitting (dataset was split randomly every session). Accuracy shown on tables are the
highest accuracy among several training sessions. The performance is analysed to de-
termine which pre-processing task is more suitable for CVNNs.

PSEUDO-DOPPLER-TIME

The first situation is pseudo-Doppler-time, a type of micro-Doppler representation gen-
erated by STFT. The results of pseudo-Doppler-time dataset are shown in Table 6.3.

Table 6.3: Accuracy (train; test) on pseudo-Doppler-time dataset

Models Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 85.8%; 76.0% 97.5%; 86.2% 100.0%; 87.0%

Multi-channel: Abs and phase 81.5%; 74.6% 95.7%; 84.7% 100.0%; 86.5%

Multi-channel: Real and imaginary 84.2%; 74.2% 95.4%; 84.6% 100.0%; 85.6%

DCN (Deep complex network) 45.5%; 44.5% 96.4%; 86.6% 100.0%; 87.5%

SurReal 13.8%; 13.8% 13.8%; 13.8% 93.1%: 79.2%
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From Table 6.3, for shallow CNN model, the traditional real-valued one is the best,
two multi-channel CVNNs are the second, the results of DCN and SurReal are far less
than the real-valued CNN. For deep ConvNet and ResNet models, the accuracy of DCN
is slightly higher than the real-valued CNN (around 87%). The result of SurReal is a little
worse than other CVNN approaches. Pseudo-Doppler-time is one of the most sophisti-
cated pre-processing techniques that excavate features to the greatest extent and, finally,
has the relatively high accuracy, up to 87.5%. However, CVNNs do not improve the accu-
racy of the model apparently. The reason may be that the phase of the complex obtained
by STFT has little meaning in itself. In other words, this phase feature cannot help tar-
get classification. As for the training speed of CVNN, multi-channel is the fastest while
DCN is medium. SurReal is slow, and extremely slow when training plain CNN models.
SurReal is only suitable for ResNet architecture, so we do not consider SurReal in the
following experiments.

RANGE-SPECTRUM-TIME

Table 6.4 shows the accuracy of range-spectrum-time data. The multi-channel approach
with input in absolute and phase format has the highest accuracy (53.2%) on the shallow
ConvNet. For the deep models, including deep ConvNet and ResNet, the accuracies of
DCN are both around 80%. In this case, the performance of the DCN and multi-channel
approach is better than the real-valued CNNs obviously.

Table 6.4: Accuracy (train; test) on range-spectrum-time dataset

Models Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 13.9%; 13.9% 91.8%; 77.5% 100.0%; 76.3%

Multi-channel: Abs and phase 62.3%; 52.3% 90.9%; 79.3% 100.0%; 76.5%

Multi-channel: Real and imaginary 13.9%; 13.9% 93.9%; 79.9% 100.0%; 81.3%

DCN (Deep complex network) 13.9%; 13.9% 94.7%; 81.1% 100.0%; 80.0%

RANGE-DOPPLER

When the input is range-Doppler, Table 6.6 exhibits the highest accuracy of range-Doppler
74.9% (ResNet + multi-channel with real and imaginary). The CVNNs do improve the
accuracy on each CNN model (3.1%, 7.2%, 8.9% respectively). The accuracy of range-
Doppler is obvious lower than that of pseudo-Doppler-time. The range-Doppler is better
than range-spectrum-time only on the shallow neural network.

RANGE-TIME

Range-time format is the raw data, making each activity cut down and the label into
samples, and training the models directly. The best test result is 92.6% accuracy shown
in Figure 6.6. Range-time is suitable, at least for human motion classification. Besides,
the CVNNs helps improve a little accuracy (1.5%) on ResNet network.

DOPPLER-TIME

Doppler-time images do not perform well with only around 60% accuracy, whose accu-
racy is the lowest among all radar data representations. The reason may be that only
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Table 6.5: Accuracy (train; test) on range-Doppler dataset

Models Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 80.8%; 58.4% 89.6%; 64.7% 100.0%; 66.0%

Multi-channel: Abs and phase 84.0%; 59.2% 89.6%; 66.5% 100.0%; 66.9%

Multi-channel: Real and imaginary 84.3%; 61.5% 96.1%; 71.9% 100.0%; 74.9%

DCN (Deep complex network) 30.7%; 28.0% 96.5%; 71.9% 100.0%; 73.3%

Table 6.6: Accuracy (train; test) on ranger-time dataset

Models Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 90.2%;78.4% 98.0%; 90.4% 100.0%; 91.1%

Multi-channel: Abs and phase 67.0%; 60.3% 97.4%; 90.4% 100.0%; 91.5%

Multi-channel: Real and imaginary 80.3%; 67.4% 98.0%; 89.1% 100.0%;92.6%

DCN (Deep complex network) 37.7%; 36.7% 97.9%; 89.3% 100.0%; 91.5%

one range of data is used. The poor result of getting just one single range bin to take the
spectrogram may come from the fact that the target is spread across many range bins.
Operating in that way, only a small part of the body is captured. As for CVNNs, only
multi-channel in magnitude and phase helps increase accuracy on the deep ConvNet.

Table 6.7: Accuracy (train; test) on Doppler-time dataset

Models Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 72.7%;54.6% 78.3%; 60.9% 100.0%; 60.7%

Multi-channel: Abs and phase 58.6%; 45.6;% 77.6%; 62.0% 100.0%; 60.7%

Multi-channel: Real and imaginary 67.4%; 44.4% 75.3%; 58.9% 99.9%;60.6%

DCN (Deep complex network) 28.4%; 27.4% 69.0%; 57.0% 100.0%; 58.9%

DISCUSSION

Summary across all tables and some discussions are shown below.

• As for five radar data formats, range-time and pseudo-Doppler-time have the high-
est accuracy (92.6% and 87.5%, respectively), followed by range-spectrum-time
and range-Doppler (81.3% and 72.3%, respectively). Doppler-time has the worst
performance with only 62% accuracy.

• CVNNs improve the accuracy of range-spectrum-time and range-Doppler (4% to
7%) on deep ConvNet and ResNet). CVNNs are of little help for the other three
formats since the improved accuracy (1%) is negligible.

• For the shallow CNN model, CVNNs have little advantage. For the deep CNN (deep
plain model and ResNet), except SurReal, the effect of CVNNs is postive compared
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to that of real-valued CNN.

• It is worth mentioning that the DCN approach is often much less accurate in the
shallow model than the real-valued, but on deep models, the performance is sat-
isfying.

• The accuracy of multi-channel (phase & abs) is close to real-valued CNN, espe-
cially on deep ConvNet and ResNet, which can be regarded as a special case of the
latter.

6.4.2. LEAVE ONE PERSON OUT MODE
The pseudo-Doppler-time and range-time datasets are selected to validate the best net-
work in leave one person out mode, because these two formats have better performance
on the last subsection. The strategy is that the data of one person is randomly selected
as the test data while others are training data. This validation strategy can better evalu-
ate the activity classification performance of the model in the actual situation. It is easy
to find in Table 6.8 and Table 6.9 that the test accuracy increase about 3%-7% higher
than before. The reason lies in the imbalance of data. Previously, some samples have
been deleted in order to make the data more balanced. The current test dataset is from
a person without any deletion. Thus its accuracy becomes higher, even higher than the
training set in some cases. The highest one is 98.8% on ResNet model by the range-time
dataset.

Table 6.8: Accuracy (train; test) on pseudo-Doppler-time dataset in leave one person out mode

Accuracy Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 86.0%;83.3% 95.3%; 90.3% 100.0%; 90.3%

Multi-channel: Abs and phase 86.1%; 85.1% 95.6%; 89.2% 100.0%; 89.6%

Multi-channel: Real and imaginary 91.2%; 84.3% 95.7%; 87.7% 100.0%;89.9%

DCN (Deep complex networks) 52.7%; 62.0% 96.1%; 89.5% 100.0%; 89.5%

Table 6.9: Accuracy (train; test) on range-time dataset in leave one person out mode

Accuracy Shallow ConvNet Deep ConvNet ResNet

Abs only (real-valued network) 83.6%;87.3% 98.3%; 98.3% 100.0%; 98.8%

Multi-channel: Abs and phase 85.8%; 89.8% 98.6%; 98.4% 100.0%; 98.7%

Multi-channel: Real and imaginary 82.8%; 81.1% 98.4%; 98.5% 100.0%;98.3%

DCN (Deep complex networks) 14.2%; 33.1% 91.1%; 93.9% 100.0%; 98.3%

6.4.3. CONFUSION MATRIX
Since ResNet architecture by multi-channel (real imaginary) on range-time dataset has
the highest accuracy, its test confusion matrix is illustrated in Figure 6.5. We can see that
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Class 1,2,5,6,8 account for most samples, representing unbalance. Class 7 accounts for
only 81 samples with 10 wrong classified, whose recall and precision is relatively low.
Class 1 holds highest recall. Anyway, this classifier works well.

Figure 6.5: Confusion matrix of ResNet by multi-channel (real imaginary) on range-time dataset

6.4.4. COMPARISON OF MODEL COMPLEXITY
To explore the model complexity, the chosen dataset is the pseudo-Doppler-time and
range-time, whose accuracy is high, and the basic model is the plain CNN. DCN tech-
nique is selected and the counterpart is real-valued plain CNN. When n = 1, the com-
plexity of the model is low (shallow model) and DCN performs bad. The performance
of real-valued CNN is better than DCN, which means that DCN makes no sense for very
shallow network. From n = 2, the model begins to overfit, and the gap between DCN
and real-valued CNN becomes narrow. The highest accuracy of the model is 86.6% on
pseudo-Doppler-time dataset and 89.7% on range-time dataset with five building blocks
CNN.

As can be observed from Table 6.10 and Table 6.11, the five-block network is complex
enough for radar data. The neural network with five blocks is not real "deep" since deep
CNN generally has hundreds of layers in image domain [4]. This tables prove that the
relatively shallow neural network is more suitable for radar data.

6.4.5. GENERALIZATION PERFORMANCE
Generalization ability presents how the model performs in limited data. The model with
high accuracy in small dataset means high generalization performance. Generalization
performance is important metrics because radar data is rare and hard to collect. To eval-
uate generalization ability of CVNNs, the pseudo-Doppler-time and range-time datasets
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Table 6.10: Accuracy (train; test) of the plain ConvNet on pseudo-Doppler-time dataset

n building blocks Abs only(real-valued network) DCN

n = 1 83.5%; 78.7% 46.2%;46.4%

n = 2 95.8%; 81.5% 87.2%; 76.5%

n = 3 95.5%; 82.5% 94.6%; 82.6%

n = 4 95.5%; 85.5% 96.6%; 84.3%

n = 5 96.5%; 86.2% 97.4%; 86.6%

n = 6 96.3%; 84.6% 97.1%; 83.9%

n = 7 95.3%; 83.7% 94.9%; 82.7%

Table 6.11: Accuracy (train; test) of the plain ConvNet with different complexities on range-time dataset

n building blocks Abs only(real-valued network) DCN

n = 1 85.3%; 74.6% 25.0%;23.4%

n = 2 97.9%; 86.8% 97.1%; 81.8%

n = 3 97.6%; 88.1% 97.9%; 86.3%

n = 4 97.4%; 88.6% 98.1%; 88.1%

n = 5 98.0%; 89.6% 98.2%; 89.7%

n = 6 97.4%%; 88.9% 98.1%; 89.1%

n = 7 97.1%%; 88.6% 97.8%; 87.9%

are chosen as input and the model is deep ConvNet. The values in Table 6.12 and 6.13 are
test accuracy. CVNNs overpower real networks when presented with a large yet compli-
cated dataset on pseudo-Doppler-time. As for range-time, the accuracy of the complex-
valued CNN models is as almost the same as the CNN models under different training
samples.

Table 6.12: Test accuracy on the pseudo-Doppler-time format; dataset size is changeable for evaluating gener-
alization performance

Number of training samples 250 500 1000 2000 4000 5772

Abs only (real-valued network) 60.7% 68.9% 74.2% 79.7%; 81.8% 86.2%

Multi-channel: Abs and phase 58.7% 69.0% 75.4% 78.9%; 83.8% 84.7%

Multi-channel: Real and imaginary 58.4% 69.4% 75.3% 78.8%; 81.8% 84.6%

DCN 59.3% 64.8% 71.2% 72.9%; 82.3% 86.6%

6.5. CONCLUSION AND DISCUSSION
This chapter constructed three neural networks, and three CVNN approachs were imple-
mented on five different format datasets. The highest classification accuracy determined
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Table 6.13: Test accuracy on the range-time format; dataset size is changeable for evaluating generalization
performance

Number of training samples 250 500 1000 2000 4000 5772

Abs only (real-valued network) 54.3% 66.5% 79.3% 84.3%; 87.6% 90.2%

Multi-channel: Abs and phase 56.0% 64.2% 79.0% 84.1%; 87.5% 91.1%

Multi-channel: Real and imaginary 49.7% 65.9% 73.6% 82.7%; 86.8% 89.8%

DCN 59.5% 63.4% 78.0% 82.7%; 87.7% 88.4%

by a series of experiments. There are still a few aspects to discuss for a broader analysis
and understanding of the results presented in this chapter.

1. Overfitting problem: The results section shows that deep ConvNet and ResNet
are overfitting, and shallow ConvNet is underfitting in some cases. The problem
of ResNet is severe since the training accuracy is 100% all the time. Figure 6.6 rep-
resents the accuracy of three cases, real-valued ResNet (abs), DCN+ResNet and
multi-channel (real&imaginary) on the range-time format. The gap between train
and test is a sign of overfitting. It cannot generalize because the classifier is too
complex. The optimal model is that both training and validation costs converge to
an acceptable performance value. To solve the overfitting probelm, one way is the
regularization method, and the other is to try a simpler model.

Figure 6.6: Accuracy curves of ResNet model on range-time dataset
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2. Limited data: One assessment approach for overfitting is increasing the training
set size. The gap between training and testing accuracy may be due to the small
samples rather than overfitting. With more data available, the performance of the
model improves. However, it is hard to get more radar data sometimes. One so-
lution is transfer learning, where the model is pre-trained by an available dataset
from other domains, such as the ImageNet dataset. Transfer learning is practical,
making test accuracy increase, especially for CNN [50]. The more generalized the
data is, the better the performance of transfer learning is. Discarded data in Chap-
ter 5 can also be reused for transfer learning. Firstly, train the neural network by
discarded segments, then reuse the lower layers of this network. After that, unfroze
one or more of the top hidden layers. Finally, the learning rate is reduced, and all
layers are unfrozen for training on the dataset to avoid wrecking their fine-tuned
weights.

3. Hyper-parameters tuning: Supervised fine-tuning on measured data is very im-
portant. CVNNs may converge fast, and it arrives at local best rather than global
best and is stuck in it. Hyper-parameters need to be adjusted to fit models. Some
hyper-parameters, such as learning rate and epochs, directly decide the final re-
sult. One strategy is grid search. Fine hyper-parameters tuning cost lots of time.

4. DCN training cost: Intrinsicly, a complex network will have twice as many param-
eters as its real counterpart. It also will cost a four-times calculation. Training DCN
is more expensive and slow. Besides, more parameters mean that DCN may also
suffer from overfitting when a sufficient amount of diversified data is not met.

5. Flatten layer in DCN: Complex numbers cannot be calculated reasonably in the
dense layer at present. It embeds complex-valued data within a Euclidean space
that does not respect the intrinsic geometry of the space of complex numbers. So
far, there is no layer to calculate the 2-norm (complex magnitude) of several chan-
nels in neural networks. 2-norm is a non-linear operation, and there is no ready-
made layer to modify. Therefore, the complex flatten layer is an open question.
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CONCLUSION AND FUTURE WORK

7.1. DISCUSSION AND CONCLUSION
In this thesis, the human-motion classification based on several radar data formats has
been explored. Many radar data processing techniques refer to image or speech signal
processing according to the characteristics of radar data, but there are still outstand-
ing questions to investigate as to whether using complex data can help with classifica-
tion performances. Five radar data representations were exploited from pulse radar, in-
cluding range-time, range-Doppler, Doppler-time, range-spectrum-time, and pseudo-
Doppler-time. Neural networks can improve the accuracy of the human-motion classi-
fication and omits the step of feature extraction. Therefore, based on these five datasets
and CNN models, three CVNN approaches were handled. Now, some sub-questions in
Chapter 2 are answered below according to the results.

• Range-Doppler and range-spectrum-time formats are suitable for CVNNs with 4%-
7% improvement on accuracy compared with their conventional real-valued net-
work counterparts. As for the other three formats, CVNNs have almost no impact
on accuracy.

• Generally speaking, relatively deep CNNs gained higher accuracy through CVNNs.
Shallow CNNs keep constant, or provide even worse on performance.

• There are several CVNN techniques, such as DCN, SurReal. For the DCN approach,
the deep CNN models benefited while the shallow CNN did not. The multi-channel
approach with absolute value and phase did not improve compared to three real-
valued CNNs. SurReal made sense only for ResNet structure.

• Besides classification accuracy, the model complexity and generalization perfor-
mance were also discussed. Shallow neural networks are more suitable for radar
data and CVNNs do not help improve generalization ability.

61
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For the main research question, the proposed complex-valued neural network solu-
tion further improves performance in some conditions, such as the most favourable one
being deep CNN on range-Doppler and range-spectrum-time formats.

7.2. FUTURE WORK
In future work, more approaches or trends are worth exploring for radar-based human-
motion classification developments. Some potential works are shown below.

• Simulated data: Simulated data are not ideal because they either have additional
artifacts or miss some details compared to the experimental data. However, they
can easily generate and test some parametric changes before finalizing and opti-
mizing the network architecture with experimental data.

• Data augmentation: Data augmentation is the generation of synthetic data to ex-
pand the training dataset for optical images. Such transformations often imply
rotation, flipping, scaling, moving of patterns within images. This method is not
so straightforward for radar data, but it is worth trying. Preserving the kinematic
meaning within the data is necessary.

• Data fusion: Multi-radar mode and the combination of radar and other sensors
can be explored. Information fusion can be used to overcome domain/sensor by
merging different complementary sensors at different abstraction levels, compen-
sating for the shortcomings of a single sensor [10]. The effect is usually better than
that of a single radar. However, the system will also be more complex.

• Radar data formats: Considering the result of Doppler-time from one range bin
is not ideal, it is worth trying the Doppler spectrogram generated by summing the
STFT data among the proper range bins containing contributions from the target.
Other radar domains for classification, such as CVD, can also be explored.

• Complex weight initialization and complex flatten layer: For micro-Doppler sig-
natures, spectrograms often are converted to a logarithmic scale. However, the
log-scale is ambiguously defined for complex values. Proper weight initialization
can explicitly combat this issue. DCN approach from Paper [5] ignored fully-connected
distance transform of complex numbers when flattening. The complex flatten
layer is challenging and worth exploring.

• Other CNN models: There are some other advanced CNN architectures, such as
Alexnet, VGG, GoogleNet, to investigate. A smaller ResNet with fewer layers also
can be exploited.

• RNN: While the sequential classification of dynamic motion remains an open prob-
lem, recent work exploiting RNNs have made significant progress toward address-
ing this issue. In the future, RNN, LSTM, and GRU will have great development,
especially in gesture recognition, because there is a certain coherence between
the front and back actions. CVNNs on RNN can be implemented for radar-based
tasks to analyze their performance.
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• Transfer learning: Radar data is always rare and hard to obtain. Rather than gen-
erating new radar data, transfer learning is to pre-train the classifier with a large
dataset available from different fields, such as image and speech. In other words,
the weights of DNN can be initialized by using the knowledge obtained from vari-
ous fields for radar classification. The discarded samples in Chapter 5 also can be
reused for initial transfer learning.
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