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ABSTRACT

This study presents results from a long-term measurement campaign on a research wind turbine in the field. Pressure meas-
urements are conducted at 25% blade radius over several months. Together with inflow measurements provided by a LiDAR
system, they form an extensive dataset, which is used in the validation of numerical aerodynamic models. The model validation
is conducted based on both ten-minute average data as well as time-resolved unsteady data. Initially, it is investigated how repre-
sentative ten-minute average pressure measurements are of the underlying unsteady aerodynamics. Binned ten-minute average
pressure distributions are then analysed together with their numerical counterpart, consisting of a combination of rotor and
airfoil level aerodynamic/aeroelastic simulation results using average environmental and operating conditions as input. Finally,
time-resolved measurements and simulation results are compared, validating the aeroelastic tools' capability to reproduce un-
steady aerodynamics.

Overall, reasonable agreement is found between numerical simulations and field experiment data showcasing two aspects:
Numerical tools based on blade element momentum theory and panel methods with viscous-inviscid interaction remain relevant
for simulating modern multi-megawatt wind turbines, and long-term pressure measurements provide invaluable means for val-
idating such tools.

1 | Introduction facilities, a two-bladed research turbine of 25-m diameter was op-

erated. Pressure measurements at three radial locations were used

Experiments on wind turbines play a vital role in progressing wind
turbine technology. Not only do they help in improving the under-
standing of, for example, the turbine's aerodynamic, aeroelastic or
acoustic characteristics, but the gathered data can also be used to
validate and improve numerical models that aim to simulate real-
ity as closely as possible. In this context, pressure measurements
are a useful tool to gain insight into local blade aerodynamics.

Historically, the wind energy community has conducted multi-
ple experiments on field turbines, many of which included pres-
sure measurements. At the TNO Wind Energy (formerly ECN)

to, among others, study the boundary layer's transition behaviour
[1]. The National Renewable Energy Laboratory (NREL) con-
ducted the Unsteady Aerodynamics Experiment (UAE) in mul-
tiple phases. Phases I-IV, executed between 1989 and 1997, were
field experiments on a three-bladed rotor of 10-m diameter where
both pressure distributions and blade loads were measured (2, 3].
Imperial College and Rutherford Appleton Laboratory measured
pressures at six radial locations of a three-bladed turbine with
17-m diameter. Between 1989 and 1993, the Technical University
of Denmark (DTU) ran several measurement campaigns on a
three-bladed rotor of 19-m diameter, investigating 3D flow effects
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on a rotating blade and studying its effect on airfoil characteris-
tics [4, 5]. At the Technical University of Delft (TUD), experiments
on a two-bladed rotor of 10-m diameter with pressure taps at four
radial stations were conducted [6]. At Mie University, pressure dis-
tributions at midspan of a three-bladed with 10-m diameter were
measured and compared alongside with the integrated forces for
different yaw angles [7]. A more detailed summary of the field ex-
periments described so far is given in the final report of IEA Annex
XVIII [8]. Falling into the same range of rotor size, an Enercon E30
research turbine with 29.6-m diameter is operated on the campus
of Flensburg University. Employing pressure and hot-film sensors,
the airfoil boundary layer was characterised [9].

While all experiments mentioned so far undoubtedly contribute
to the scientific progress in wind turbine aerodynamics, they were
all conducted on turbines of smaller than current state-of-the-art
size and power rating. One example of a field experiment close to
modern wind turbine scales is the DAN-AERO MW project con-
ducted by DTU in collaboration with LM Glasfiber (nowadays LM
Wind Power), Siemens Wind Power (nowadays Siemens Gamesa),
Vestas and DONG Energy (nowadays QOrsted) [10, 11]. Here, in-
flow characteristics were measured on a Siemens 3.6-MW turbine
using five-hole pitot tubes and on an NM80 2-MW wind turbine
using a meteorological mast. Additionally, the NM80 turbine was
equipped with pressure sensors at four radial stations and micro-
phones for high-frequency measurements at the outermost station.
These field pressure measurements were compared to 2D wind
tunnel experiments of corresponding airfoils [12] and 3D com-
putational fluid dynamics (CFD) [13]. The DAN-AERO database
has further been used for the validation of CFD regarding span-
wise blade loading [14], rotor induction [15] and aerodynamics in
sheared and yawed conditions [16] as well as for the validation of
engineering correction models commonly used in blade element
momentum theory (BEM) [17]. A validation benchmark compar-
ing simulation results from a wide range of numerical tools sug-
gested that it is still challenging to obtain a good match with field
measurements [18]. Furthermore, DTU and Siemens Gamesa in-
vestigated the impact of an active trailing edge flap using measure-
ments obtained with a pressure belt on a 4.3-MW wind turbine [19]
and measurements were used to validate aeroelastic simulations
[20]. Another example of large-scale field experiments is the on-
going RAAW experiment conducted on a 2.8-MW research wind
turbine by GE Vernova, NREL and Sandia National Laboratories
[21]. This experiment aims to provide an exhaustive validation
dataset by measuring the flow field upstream and downstream
of the turbine [22] and the turbine's loads and performance. The
measurements have been used to inform wind field reconstruc-
tion methods based on large-eddy simulations [23] and to validate
load and performance predictions by aeroservoelastic simulations
[24]. It should be noted, that research conducted on state-of-the-art
wind turbines is often done in collaboration with industrial part-
ners. As a consequence, results can only partly be disseminated to
protect commercial interests.

While the focus of this paper is on field experiments, two wind
tunnel experiments, namely UAE Phase VI and the MEXICO cam-
paigns, significantly contributed to the validation of aerodynamic
models, partially due to their pressure measurements. For UAE
Phase VI, conducted in 2000, a two-bladed rotor of 10-m diame-
ter was heavily instrumented and placed in the NASA Ames wind
tunnel [25]. The MEXICO experiment was conducted in 2006 in

the German Dutch Wind Tunnel (DNW). Detailed aerodynamic
measurements including pressure, loads and 3D flow field char-
acteristics using Particle Image Velocimetry (PIV) were taken on
a three-bladed rotor with 4.5-m diameter [26]. Its successor project
‘New Mexico’ was conducted in 2014 to obtain additional data [27].
Results of these two experimental campaigns have been analysed
in great detail and have been used for the validation/calibration of
simulation tools of varying fidelity. For an extensive review of the
literature related to these two experiments, the reader is referred to
the work of Schepers and Schreck [28].

One central development in the field of wind turbine technol-
ogy is the ever-growing size of the rotor. Modern wind turbine
blades surpass lengths of 100m and are becoming increasingly
slender and flexible structures. The scalability of previously ob-
tained research results has to be questioned, leading to two im-
portant challenges: First, field research needs to be conducted to
understand the aerodynamic and aeroelastic behaviour of these
larger wind turbines. Second, in contrast to the turbines them-
self, the numerical tools used to design them remain largely
unchanged. It is thus of utmost importance to continuously val-
idate the simulation algorithms' capability to accurately predict
the aerodynamic and aeroelastic behaviour of wind turbines. As
discussed above, few extensive measurement campaigns that
capture a vast range of operating and environmental conditions
are available for such validation exercises.

In the present research effort, a long-term measurement campaign
is conducted on a 3.8-MW research wind turbine with a rotor di-
ameter of 130m. Complimenting recent available literature, this
research wind turbine size enables the acquisition of data more
representative of state-of-the-art wind turbines. Pressure mea-
surements are performed at 25% of the blade radius, where the
blade is defined by a 38% thick airfoil, and a ground-based LiDAR
system provides inflow measurements. Limited experimental data
exists for airfoils of comparable thickness, particularly not in rotat-
ing conditions in the field. Measurements are logged over several
months, resulting in an extensive field experiment database. In
this study, the pressure measurements are used to validate aero-
dynamic models on the physical scale of rotor and airfoil and on
the time scale of ten-minute averages and fully time-resolved data.

This research paper is built up as follows: Section 2 presents the
measurementsetup and the datareduction approach. Furthermore,
the numerical simulation models employed in this study, as well as
the methodology of estimating the angle of attack from the pres-
sure measurements, are introduced. Section 3 presents results
from analysing the experimental data based on long-term ten-
minute average measurements as well as time-resolved unsteady
measurements. Finally, conclusions are drawn in Section 4.

2 | Methodology

2.1 | Measurement Set-Up

2.1.1 | TestSite

Along-term validation campaign is performed on a 130-m diam-

eter, three-bladed 3.8-MW wind turbine featuring variable speed
and active blade pitch (to vane) control at 110-m hub height. As
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of spring 2021, this turbine has become operational at the test
site of ECN Wind Energy Facilities (EWEF) in Wieringerwerf,
the Netherlands [29, 30]. An overview of the test site is given in
Figure 1.

The test site and its surroundings are characterised as flat terrain,
consisting of mainly agricultural areas, with single farmhouses
and rows of trees. The EWEF farm is very well suited for an
investigation into effects at full scale because of its state-of-the-
art turbines and the comprehensive and reliable measurement
infrastructure for turbine and meteorological data. The TIADE
turbine is located at the most westerly spot within a row of proto-
types that are positioned on a line that is roughly oriented West
to East, hence resulting in a relatively large undisturbed sector
which includes the prevailing southwesterly wind direction.

The turbine has been instrumented in accordance with IEC
measurement campaigns for power and loads. Wind speed mea-
surements have been taken from a ground-based LiDAR located
280m in southwesterly direction, which measures at 11 differ-
ent heights from 42 to 188 m. Also, air pressure and temperature
are measured at a nearby meteorological mast. In addition to
the ground-based LiDAR, two forward-looking nacelle-based
LiDARs are operational on the turbine, plus a scanning LiDAR
positioned 912m in southwesterly direction to measure wake
characteristics.

2.1.2 | Pressure Measurements

At 25% of the blade radius, 31 pressure taps are used to mea-
sure the pressure distribution around the blade cross-section.
The pressure taps on the blade surface are connected to two
Scanivalve DSA3218-PTP pressure scanners through pressure
tubes. Each pressure scanner can accommodate 16 signals and
typically has a 0.05% full-scale long-term accuracy. The refer-
ence pressure, measured in the turbine hub, is connected to the
pressure scanners by a tube of approximately 15m length.

At the measurement location, the blade geometry is defined by a
38% thick airfoil closely resembling the DU-00-W-401 airfoil. Its
geometry is a blend between the DU-00-W-401 airfoil and a pro-
prietary airfoil by LM Wind Power, which is why limited informa-
tion regarding its characteristics can be made publicly available.
The pressure sensor layout is designed using a genetic algorithm
optimisation routine [32] to represent the pressure distribution
as accurately as possible throughout the operational range of the
turbine. A schematic of the measurement system, the optimised
sensor layout and the inflow conditions are shown in Figure 2.

Spanwise sensor staggering is applied to avoid any turbulence
created by the upstream sensors interfering with measurements
of the sensors further downstream. On top of that, the stream-
lines on the blade surface at 25% radius will be curved due to
the circular motion of the blade. Therefore, an additional arc is
added to the spanwise staggered sensor positions. The resulting
differences in the individual sensors’ spanwise location entail a
negligible change in the local airfoil shape.

2.2 | Data Reduction
2.2.1 | Correction for Centrifugal Forces

For each tap, the pressure is measured as the differential pres-
sure Ap between the blade surface pressure and a reference pres-
sure. To derive the blade surface pressure, Bernoulli's equation
is employed, which in differential form reads

d
7P+VdV+gdz=0 0

where p is the static pressure, p is the density of air, V' is a veloc-
ity, g is the gravitational constant and z is the height. The height
of a blade cross-section can be expressed as

z(r,0) = gy, + r(cos¢ coszcosf — sing sinr) 2)

@ TIADE turbine — _

O,‘ Ground-based five-beam LIDAR
|

FIGURE1 | Overview of the test site, map derived from data provided by PDOK (Publieke Dienstverlening op de Kaart), licensed under the CC-

BY-4.0 license [31].
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lade surface pressure

O,

oReference pressure

r/R =025

\

wr(l+a')

» Differential pressure

Uso (1l —a)

Vrel

FIGURE2 | Schematic of the measurement setup and DU-00-W-401 airfoil with pressure taps and inflow conditions.

where z;,,,; is the hub height, r is the radial position, ¢ is the cone
angle, 7 is the tilt angle and 6 is the azimuthal angle (6 = 0 re-
fers to the vertical upward blade position). Here, straight blades
without prebend, sweep or deformation are assumed. Applying
partial derivatives with respect to the variable quantities r and
0, dz becomes

0z o0z
= =dr+ —dé 3
dz S dr+ = 3
where
0z . .
> = cos{ cost cosd — sind sint @
and
0z _ ino
%= ¥ coS{ coST siny (5)

Substituting Equations (3)-(5) into Equation (1), Bernoulli's
equation now reads

d
£ +VdV +g(cos{ cosz cosé —sin¢ sinz)dr
p

©)

—grcos{ cosrsinddd =0

Assuming two points with p,, V;, 1,0, and p,, V,, 1y, 0,
Bernoulli's equation yields
2_y2
p-p ViV - .
———+ ———+g(cos{ coszcosf—sin{sinz) (r,—r
p) 2 ( 2 1) (7)
+grcos ¢ cos 7 (cos 0, —cos f;) =0

Assuming further that p, =p., Vi =U,, =0, p, =Dy
V, =V, r, =rpgand 6; = 0,, then the pressure on the blade sur-
face pg,,s can be expressed as

Pourf =Poo + g(Uoo - V)2 — pgrpg(cos¢ costcosh — sing sint)
®

Here, p,, and U, are the freestream static pressure and velocity,
respectively, at hub height, V is the velocity over the airfoil and
Tpg is the radial position of the pressure sensors.

Bernoulli's equation is employed again to derive the pressure on
the reference side of the pressure sensor. The air in the reference
tube experiences an additional radial acceleration field so that

d
—p+VdV+gdz+w2rdr=0 ©
p

where w is the angular velocity of the turbine. Similar to the
blade surface side, this leads to

- Vi-vy?

Boh 21 5 L +g(cos¢ costcosd —sing sing) (r, —r; )
p
2 (10)
+grcos¢ cost (cosf, —cosh, ) + % (r;—r})=0

ASSUMING Py = Pypy V1 = 0,71 =0, Py = Pryy, V;, = 0,1, = rpg and
0, = 0,, then the pressure on the sensor's reference side p,,; can
be expressed as

o P
DProf = Prup — P&Tps(COSE cosTcosh — sing sinz) — 3 w’rpe  (11)

where p,,,; is the static pressure in the hub. The measured dif-
ference between blade surface pressure pg,,r and reference pres-
sure p,, is then

8P =P+ 2 (Us=V) = puo+ 20’ (12)
As can be seen from Equation (12), the hydrostatic pressure
changes experienced on the blade surface are equal to those on
the reference side of the pressure sensors and thus cancel each
other out. In contrast to that, the measured data has to be cor-
rected for centrifugal effects. The ratio of the centrifugal pres-
sure to the dynamic pressure py,, = £V? is

2 rel
P, 2.2
Apcent _ 2 @ rPS (1 3)
- py2
pdyn E rel

The relative  velocity can  be expressed as

V= wr\/ LB (1—ap +(1+a)? With r/R=0.25, assuming

Zr

axial and tangential induction factors of a = 0.3 and a’ = 0, re-
spectively, and a tip-speed ratio of A = 9, then LPen — (.91, show-

Payn
casing the importance of the correction for centrifugal loads. To
eliminate centrifugal effects from the measurements, the mea-
sured differential pressure is corrected so that

p
Apcor = Ap - Ea)zrfz’s (14)
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2.2.2 | Estimation of the Local Inflow Velocity

The wind profile is provided by a ground-based LiDAR system.
Mathematically, the wind profile including shear can be de-
scribed by a power law curve

Vhor(z) = Vhor(zref) < Z%) S (15)

where V), is the horizontal wind velocity, z,, is a reference
height often taken to be the hub height and n, is the shear expo-
nent. The shape of the wind profile is time-dependent, thus in-
ducing time-dependent loads on the turbine. To estimate the
change of loading with time, a good approximation of the instan-
taneous wind profile is desirable. For time-resolved analyses, a
shear exponent ny(t) is fit to the instantaneous wind profile for
each time stamp and the time-varying wind profile is calculated

ny(t)
as V. (z,1) = Vhor(zhub,t)c(—t)) . This approach enables the
hub
estimation of the horizontal wind speed V},,, . at a given time
and height. As such, it can be used to estimate the inflow condi-
tions at the blade location where the pressure sensors are lo-

cated. The velocity components normal and tangential to the
rotor plane/cone are given by

V, = V}or COSY COST (16)
V, = wrcos¢ + V. (sintsind — siny cosh) 17)

where y is the yaw misalignment angle. Neglecting axial and
tangential induction, the relative velocity at the blade is

Vrel = \/ Vy% + I/tz (18)

2.2.3 | Processing of Ten-Minute Statistics

The power, loads, pressures and turbine operational measure-
ment signals of the research turbine, together with the wind
speed measurements of the ground-based LiDAR and atmo-
spheric measurements of the meteorological mast, have been
used for this analysis. Ten-minute statistics in the form of mean

&, standard deviation 6,,(£), minimum &10.min and maximum
&10.max Dave been retrieved from the database, resulting in a
large number of ten-minute samples. Here, the arbitrary vari-
able ¢ represents the measurement signals. After retrieving the
statistics from the database, a second data reduction step is per-
formed to filter out erroneous samples, outliers, and complex
inflow instances that are too hard to replicate with aeroelastic
simulations. The underlying ten-minute samples are excluded
from the dataset for selected signals

« when a measurement signal is not recorded, for example,
due to a malfunction, resulting in a non-numeric value
(NaN),

« when the wind direction falls outside the undisturbed wind
sector, leading to wake effects from neighbouring turbines,

« when the turbine is not in normal operation conditions in
power production, discarding parked and idling cases, or

« when large yaw misalignment, extreme turbulence and
shear occur.

Starting with about 48,000 ten-minute samples from the data-
base for a 9-month period featuring a constant blade configu-
ration, about 4000 samples remained after application of the
above-specified filtering. These ten-minute samples and their
statistics are used for the analyses presented in Sections 3.1
and 3.2. The distribution of these samples as a function of wind
speed and turbulence intensity T7 is illustrated in Figure 3a.

Aerodynamic forces and pressures are influenced by atmo-
spheric conditions linearly through the air density. The varia-
tion of the air density can be shown to lie between 1.2 and 1.3kg/
m?3 for the selected samples. To account for these changes, the
measured aerodynamic pressures are corrected to a reference
air density of 1.225kg/m3 using the ideal gas law.

To characterise trends in the data, the ten-minute samples are
binned. Bin averaging is applied to the resulting data set both in
wind speed and turbulence intensity. The standard error of the
mean within each bin is calculated using

N[ w/wrated [-] ns [-]
0 50 100 150 200 0.6 0.7

[

0.8 0.9 1.0 0.15 0.20 0.25 0.30 0.35

[

Uso [m/s]

[
\

5 10 15 5
T1 [%]

(@)

T1 [%]

10 15 5 10 15
T1 [%]

(b) (©

FIGURE 3 | Distribution of number of ten-minute samples (a), non-dimensionalised rotor speed (b) and vertical wind shear exponent (c) as

function of binned wind speed and TT for the current data set.
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5(6)- 2

where o, (E) is the standard deviation of the bin data samples
and N is the number of samples per bin. This standard error is a
measure of the ten-minute mean's repeatability over the various
samples within one bin. Additionally, the mean value of the ten-
minute standard deviations of the samples in one bin o;,(£) is a
measure of the variability of the regarded signal in a particular
bin. A minimum of six samples is chosen as requirement for a
bin to have a valid average value. The measured data is binned
for inflow velocities between 3 and 20m/s with an increment of
1m/s and for turbulence intensity values between 5% and 15%
with an increment of 2%.

19)

Figure 3b shows the binned rotor speed non-dimensionalised by
the rated rotor speed. It can be observed, that the rotor speed is
a function of the wind speed rather than of the turbulence inten-
sity. Combining the data from Figure 3a,b, it becomes clear that
the majority of the available data is located close to where the
rated rotor speed is reached.

Unsteady loads are highly influenced by turbulence and its in-
tensity as well as other wind non-uniformities such as vertical
shear. If bin-averaged load results are compared, it is important
to also consider these to prevent bias. It is known that TI and
vertical wind shear are correlated, in the sense that nighttime
features high shear and low TI, while daytime features higher
TI and lower shear. This relationship is once more illustrated
in Figure 3c for the current dataset. It is acknowledged that
this relationship makes it difficult to distinguish between the
effects of shear and turbulence intensity in the bin-averaged
dataset.

2.2.4 | Processing for the Time-Resolved Analysis

In the second step of the analysis presented here, measurements
and simulations are compared on a time-resolved basis. The
pressure measurements are sampled at a frequency of 256 Hz.
Considering multiple months of measurements, the amount of
data rapidly outgrows sizes manageable in standard data pro-
cessing software. Thus, several steps are taken in addition to the
filtering for time period, rotational speed, turbine state, wind di-
rection and invalid data described in the previous section:

1. On and after rainy days, water accumulates in the pressure
tubes, which expresses itself in ‘spiky’ pressure measure-
ments, where sensors containing water in their connecting
tube exhibit a different mean pressure level due to the den-
sity of water. Either centrifugal forces drive the water out of
the tubes again or the tubes can be purged to return to un-
disturbed data acquisition. While this can average out to an
extent in the ten-minute average values, it is clearly visible
in the time-resolved data. Thus, a filter for the smoothness
of the pressure distribution is applied. Any ten-minute time
series containing too many time stamps that fail that filter
isdiscarded. This filter leads to a strong cut in available data
but ensures that only measurement periods with very clean
data are used.

2. The data undisturbed by rain are downsampled to a fre-
quency of 8 Hz to make the amount of data more manageable.
At rated rotor speed, this sampling increment corresponds to
about ten-degree rotor rotation, which is deemed sufficient
to capture most unsteady effects.

3. Even during ten minutes, the environmental and operating
conditions can vary significantly, making a comparison to
simulations on a time-resolved level difficult. Therefore, the
ten-minute time series are further broken down into two-
minute intervals. The average environmental (p, U, n,)
and operating (w, f, w) conditions are then used as input to
steady aeroelastic simulations.

After this filtering, approximately 1300 two-minute time se-
ries remain, which will be compared against an equal num-
ber of aeroelastic simulations. This comparison is presented in
Section 3.3.

2.3 | Numerical Tools

In the present study, multiple simulation tools are employed.
Rotor-level aerodynamics are solved using tools based on blade
element momentum theory. Phatas is a time-domain aeroelastic
simulation software currently developed and maintained by LM
Wind Power [33] (with last publicly available documentation by
Lindenburg [34]). It solves the dynamic response of wind tur-
bines by coupling the aerodynamic loads calculated by a BEM
algorithm with a non-linear structural solver. To make use of
more advanced aerodynamic models, the TNO-inhouse aero-
dynamic simulation suite AeroModule [35] is coupled to the
structural solver of Phatas. This coupled tool is referred to as
Phataero. Unsteady aerodynamic effects are accounted for by
the first-order model by Snel [36] and Prandtl root and tip cor-
rections are active.

Airfoil-level aerodynamics are solved using the 2D panel code
RFOIL which couples the potential flow solution of an airfoil
to a boundary layer solver [37]. The tool is based on the widely
known XFOIL code developed by Drela [38], but tailored specif-
ically to the simulation of rotating airfoils as used among others
on wind turbines. Previous research has shown RFOIL to be
a valid tool for the analysis of airfoils with a relative thickness
comparable to the one under investigation here [39].

2.4 | Estimation of the Angle of Attack

Based on the pressure measurement setup described in
Section 2.1.2, local aerodynamic quantities can be measured
directly or estimated from the measurements. The local chord
normal force F, and chord tangential force F, can be derived by
integrating the measured pressure distribution p along the sur-
face of the blade cross-section Sg

F,
e | _ - (20)
[ F, ] fi;sgn pds

where 7 is the surface normal vector.
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Another aerodynamic quantity of interest is the angle of attack.
The determination of the angle of attack in rotating systems is a
recognised challenge; it is a subquestion of IEA Task 47, which
aims at scientific cooperation in the field of detailed aerody-
namic measurements on MW-scale wind turbines. Multiple
methods for estimating the angle of attack on rotating wind tur-
bine blade sections have been applied in the past.

When detailed information on the flow around an investigated
blade cross-section is available, for example, in the form of parti-
cle image velocimetry data or numerical simulation results, the
angle of attack can be estimated by calculating the axial induc-
tion, either as annulus average axial induction [40, 41], as the
induced axial velocity at the blade location [42] or as the wake
induction at the plane exactly between two blades [43]. Other
approaches use the velocity field in the vicinity of the blade to
estimate the bound circulation strength, which, in turn, can be
used to estimate local induced velocity and consequently the
angle of attack [44-46]. Furthermore, these two approaches
can be combined, initially calculating the vorticity distributed
over the blade surface and then calculating the axial induction
based on the velocity field around the blade from which the in-
duction of the bound vortex has been subtracted [47]. Several of
the methods described here were applied to computational fluid
dynamics (CFD) simulations of a 10-MW reference wind turbine
in axial flow by Rahimi et al. [48] and of the MEXICO rotor in
yawed inflow by Vimalakanthan et al. [49].

In many experimental setups, the available data is limited to
pressure distributions and the resulting sectional forces. The
above-mentioned methodologies are, therefore, often not suit-
able to determine the angle of attack based on experimental
data [50]. For such cases, several other methods have been
developed.

The inverse BEM method, developed by Bruining et al. [51]
and Snel et al. [52], uses measured sectional forces and inflow
velocities to determine the axial and tangential induction factors
based on blade element momentum theory. Once the induction
is known, the inflow angle and, consequently, the angle of at-
tack can be calculated. Laino et al. [53] and Bak et al. [54] used
the inverse BEM method to derive the angle of attack and 3D
airfoil characteristics using the measurements of the UAE Phase
VI experiment. Potentier et al. developed an unsteady inverse
BEM method and applied it to the field measurements of the
DAN-AERO MW project [17].

When aerodynamic forces are measured at multiple radial sta-
tions, an inverse vortex wake method can be applied. Tangler
used this approach with prescribed wake to determine the 3D
airfoil characteristics based on the UAE Phase VI measure-
ments [55, 56]. This analysis was extended by Sant et al. using a
lifting line algorithm with a free wake formulation [57, 58] and
Micallef et al. applied the inverse free wake approach to data
from the MEXICO experiment [59].

Alternatively to these ‘inverse’ approaches, the angle of attack
can be estimated by applying pattern-matching, that is, by
finding the minimum deviation between the measured pressure
distribution and known combinations of pressure distribution
and angle of attack. These known pressure distributions can be

obtained from wind tunnel measurements [12, 60, 61] or using
numerical simulations [50, 62].

In the present work, a pattern-matching algorithm is chosen to
estimate the angle of attack. To this end, the measured pressure
distributions are compared to RFOIL simulation results. Within
the estimated range of operational angles of attack, pressure
distributions are simulated with an increment of Aa = 0.1°. It
should be noted, that these simulation results are given as non-
dimensionalised pressures, whereas the measured pressures are
absolute pressure values. Since the given measurement setup
does not allow for an accurate estimation of both axial and tan-
gential induction, the relative inflow velocity at the measure-
ment blade section cannot be derived, and consequently, the
pressure measurements cannot be non-dimensionalised. To
make simulated and measured values comparable, the pressure
distributions are scaled to an arbitrary scale (here, zero to one is
used), and the pattern matching hence becomes a matching of
the shapes of pressure distributions.

The pattern-matching algorithm's accuracy could potentially
be increased by allowing scaling and shifting of the measured
pressure distribution instead of using a fixed arbitrary scale.
These additional degrees of freedom would make a brute force
approach, as used in the current implementation, computation-
ally extremely expensive, because the angle of attack is deter-
mined on a time-resolved basis for a large number of time series.
An actual optimisation scheme might then be better suited to
find the closest match. The development of such an algorithm is
considered outside the scope of this publication.

3 | Results and Discussion

The results presented in this section were obtained in a research
project in collaboration with GE Renewable Energy and LM
Wind Power. To respect their intellectual property, the tick val-
ues on most axes are omitted, and arrows indicating ranges of
the presented values are shown instead.

3.1 | How Representative is a Ten-Minute Average
Pressure Distribution?

In later parts of the presented study, ten-minute statistics are
used as input for numerical simulations. These numerical
simulations yield aerodynamic characteristics along the blade
span. One of these characteristics is the local angle of attack.
The angle of attack can, in turn, be used as input for RFOIL
calculations that result in pressure distributions which can be
compared against the measured data. By using measured data
both as input to the numeric simulations and as comparison to
the simulation output, the combined workflow of numerical
simulations on a turbine and airfoil level can be validated. This
validation procedure, however, relies on the assumption that a
ten-minute average pressure distribution is representative of the
mean operating conditions of the same period.

To test this assumption the following approach is chosen. For
each time step, the time-resolved pressure distribution is used
to estimate the time-resolved angle of attack %est.IS according
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to the approach described in Section 2.4. Averaging these time-
resolved values, one mean angle of attack of the time-resolved
data @, 7 is calculated per ten-minute time series. Additionally,
the ten-minute average pressure distribution is used to estimate
the angle of attack @, ,,. The correlation of these two angle of
attack estimates is shown in Figure 4a coloured based on the
mean measured inflow velocity. A linear correlation exists for
lower angles of attack, corresponding to wind speeds up to ap-
proximately 15m/s. For higher wind speeds and, consequently,
higher angles of attack, non-linear aerodynamic phenomena,
such as flow separation, occur more frequently. This leads to
the ten-minute average angle of attack a,, ,, overestimating the
mean time-resolved angle of attack @, ys. This indicates that
ten-minute averaged pressure data is likely less representative of
the underlying time-resolved data when obtained at higher wind
speeds and should, thus, be interpreted with additional care.

Contrary to the estimated angle of attack, the mean time-
resolved blade forces and the ten-minute average blade forces
are identical. Using the estimated angle of attack, the chord nor-
mal and tangential forces resulting from the integrated pressure
distribution can be decomposed into the estimated lift force

Loy = Fco8(agg) — Fisina,y) (1)

and an estimate of the lift coefficient can be obtained

LES[

2y2 e
2 rel

(22

Cl,est =

where c is the local chord length.

The lift coefficient curves based on the ten-minute average
angle of attack estimate and based on the average time-resolved
angle of attack estimate are shown in Figure 4b,c, respectively.
For comparison, the DU-00-W-401 airfoil polars obtained in a
wind tunnel for a chord Reynolds number of Re = 3 - 10° and
clean conditions are shown. It should be noted that, on aver-
age, the chord Reynolds number in the field is approximately
twice as high. Since the measurement location is close to the
root, the flow is expected to be three-dimensional. Next to the
two-dimensional wind tunnel polars, two lift curves corrected
for three-dimensional flow effects are shown. Both corrected

lift polars are derived from the wind tunnel lift coefficient ¢, ,;,
using the correction model by Snel et al. [52]:

2
c
Ci3p = Cpap +3.1 (;) (cl,inv - cl,ZD) (23)

where ¢/r = 0.2454 and c;;,, is the inviscid lift coefficient. It was
recommended by Montgomerie et al. to use an inviscid simula-
tion tool such as RFOIL to generate these polars [63]. However,
many BEM-based tools, including Phataero, are built to only re-
ceive viscous polars as input. In Phataero's case, the inviscid lift
polar is approximated by linearly extrapolating the linear region
of the viscous lift curve such that

cl(alin,ma_x) - cl(alin,min) (a

alin,max - alin,min

- ap) 24)

cl,inv =

where ay;, i, and @y, 0, define the start and end point of the lift
polar’s linear region, respectively, and «, is the angle of attack
resulting in zero lift. The results of both approaches are given
in Figure 4b,c.

It should be noted that the lift force measured in the field is
non-dimensionalised by a velocity not accounting for induction
values since these cannot accurately be determined. Therefore,
the field-measured lift curves should be interpreted in terms of
trends rather than absolute values when comparing them to
wind tunnel data. Pre-stall, the trend of the field data matches
well with that of the wind tunnel lift polar, particularly the
3D-corrected polar using inviscid polars based on RFOIL. In
the field, stall occurs approximately 2° of angle of attack earlier
than in the wind tunnel. Post-stall, the field data undershoots
the 3D-corrected wind tunnel data and aligns better with the
trend of the uncorrected 2D wind tunnel lift polar.

3.2 | Model Validation Based on Long-Term
Ten-Minute Averaged Experimental Data

After the data reduction using ten-minute statistics as de-
scribed in Section 2.2, trends in pressure distribution for
normal operating conditions can be obtained as a function of

Qest

s [°]
.
¢ty Cest,10 [7]

; +  Field

Wind tunnel
— — — Wind tunnel, 3D corrected, RFOIL
————— Wind tunnel, 3D corrected, linear

20
= |
. 15 g
b £
3
5 3
10 10 b
g
Wind tunnel
s — — — Wind tunnel, 3D corrected, RFOIL
I Wind tunnel, 3D corrected, linear 5
3 Field
I I T

54(—3515,10 [o]

(a) (b)

«, &est,lo [O]

@, &est,TS [O]
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FIGURE4 | Comparison of angle of attack estimates based on ten-minute average and time-resolved pressure distributions (a), resulting estimates
of the lift coefficient vs angle of attack curves based on ten-minute average data (b) and time-resolved data (c), « and ¢, refer to the values of the wind

tunnel experiments while a,,

and ¢; ,, refer to the values estimated based on the field pressure data.
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wind speed and turbulence intensity. Figure 5a displays for
an identical mean inflow speed the effect of a larger turbu-
lence intensity, which clearly increases the unsteadiness as
illustrated by the larger uncertainty band in the plot. Besides
the varying inflow conditions, it is acknowledged that these
lead to larger rotor speed variations, which affect the mea-
sured pressure distribution as well. Also note the standard
error, resulting from the bin average process, is indicated in
the plots, demonstrating satisfactory repeatability. Figure 5b
illustrates the effect of a varying wind speed, clearly chang-
ing dynamic pressure levels but also the shape of the pressure
distribution indicating a difference in local angle of attack. It
is noteworthy that for some measurements, for example, the
suction side sensor at x/c =0.18 for U, =10m/s and TI =5
%, an elevated standard error can be observed compared to
neighbouring sensors while the standard deviation does not
show this behaviour. It can be hypothesised that this is due to
a ten-minute sample with a clogged sensor (e.g., by rainwater).
This would have an influence on the mean measured pressure
level, and thus the standard error of that bin, while affecting
the dynamic pressure variation less.

Integration of the pressure distribution with respect to chord and
thickness yields chord normal and tangential sectional forces,

T T 1
Uso =8m/s, TI= 5%: 7
L [ JUsc=8m/s,Tl= 5% 5+a10(p)
T U =8m/s,Tl= 5%+ S(p)
Uso =8m/s, Tl = 15%:
[ U =8m/s, Tl = 15%: 5 £ 510(p)
T U =8m/s, Tl =15%: p + S(p)

0.0 0.2 0.4 0.6 0.8 1.0

z/c[-]
(@

respectively, at the designated radial position. Figure 6 then
illustrates the resulting chord normal and tangential force co-
efficient variation with wind speed, compared to Phataero simu-
lations with both clean and rough wind tunnel measured airfoil
polars used as input. Here, it is noted that the airfoil data is cor-
rected for rotational augmentation in situ using the method of
Snel [52] as explained in Section 3.1. The bin-averaged measure-
ment values of pitch angle and rotational speed have been uti-
lised as input for the operational conditions of the simulations.
To ensure comparability, both measured and simulated forces
are non-dimensionalised under neglection of induced velocities.

For the normal force variation, a good agreement in absolute
level and trend is observed, provided the clean airfoil polar
dataset is used. It is evident that for small wind speeds, the 3D
correction of the polars ensures a slightly better match between
measurements and simulation, while for wind speeds above
U, =9m/s, the use of uncorrected polars yields better agree-
ment. This observation aligns with findings from Section 3.1,
where the 3D-corrected wind tunnel lift polar exceeds the field
measurements for higher wind speeds.

The measured and simulated tangential force coefficients
show even better agreement, again under the condition that

T T ]
= 5m/s, TI=5%p
= 5m/s, Tl =5%:p+G10(p)
= 5m/s, TI=5%:p+ 5(p)

= 8m/s TI=5%p

)

8m/s, Tl = 5%: p % &10(p)
8m/s, Tl = 5%: 5 + S(p)
10 m/s, Tl = 5%: p
=10 m/s, Tl = 5%: £ 710 (p)

Uso
Use
Uso
Uso
Use
Uso
Uso
Uso
Ueo =10 m/s, Tl = 5%: 5 £ S(p)

p [Pa]

z/c[-]
(b)

FIGURES5 | Mean pressure distributions, 95% confidence interval and standard error, subfigure (a) showing results for U, = 10m/s with varying
TI, subfigure (b) showing results for TI = 5% and varying U_; subfigures with identical ordinates.
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FIGURE 6 | Chord normal (a) and tangential (b) force coefficient based on measured pressure distributions and numerical simulations, legend

entry c, represents c, and c, in their respective subfigures; subfigures with identical ordinates.
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clean polars are input to the simulation. Detectable deviations
occur above U, = 13m/s, where the simulations predict higher
tangential loading than was measured. As expected, the 3D
correction has a negligible effect on the simulated tangential
force coefficient. The good match between simulation and ex-
periment is somewhat surprising given that the experimentally
determined tangential force is lacking a non-negligible contribu-
tion of viscous forces. It was checked that the finite number of
available pressure sensors causes a negligible error with which
the inviscid tangential force coefficient is determined. Thus, it is
expected that a comparison of tangential forces accounting for
viscosity would result in less congruence.

The Phataero simulation results can further be used to provide
RFOIL simulations with input, that is, angle of attack and chord
Reynolds number. Additionally, RFOIL requires an estimate
of the critical amplification factor N, a parameter related to
the boundary layer transition behaviour. The N,,;, value is de-
termined using a modified version of Mack's model [64], which
relates N,,;, to the local turbulence intensity. Several modifica-
tions to Mack's model exist, which improve the N,,;, prediction
for higher TT values [65, 66]. Here, the modification by Drela
and Youngren [65] is applied, which ensures positive N,,;, values
even at high turbulence intensity values as are present in this

field campaign.

The combination of Phataero and RFOIL enables a model val-
idation on the airfoil level by comparing the simulated pres-
sure distributions against those measured in the field. Results
are shown exemplarily for one low and one high wind speed
in Figure 7. RFOIL is run both with and without 3D correction
model, which is one of the points of distinction from Drela's
XFOIL code.

For lower wind speeds, there is a very good agreement be-
tween the 3D-corrected simulation and the field measurements.
Deviations are largely found on the suction side towards the
trailing edge, where RFOIL predicts separation from around
80% chord. In the binned ten-minute averaged pressure distri-
bution, the separation point is smeared out due to variations
in the underlying, time-resolved operating conditions. The

U =6m/s,a = 7.52°, Re= 4.13E6, N.rit = 0.69

Experiment, p

[ IExperiment, 5 + 510(p) |
T  Experiment, p + S(p)
RFOIL, 2D
RFOIL, 3D

p [Pa]

z/c[-]
(@)

two-dimensional RFOIL simulations exhibit less congruence
with the measurements.

For higher wind speeds, the use of RFOILs 3D correction
model is disadvantageous, leading to a significant overpredic-
tion of the suction peak and an underprediction of the flow
separation. Contrarily, the two-dimensional simulation shows
good agreement in terms of the separation point location. It
can be observed that there is a discrepancy between measured
and simulated stagnation pressure, preventing a better agree-
ment between field measurements and 2D simulation for this
wind speed. This stagnation pressure offset was found to in-
crease with increasing wind speed. It is hypothesised that this
is related to changes in the reference pressure, for example,
due to deformations of the long reference tubing when the
blade pitch angle increases.

The airfoil level comparison further corroborates findings
from the blade level, namely that 3D corrections improve the
match with simulations only until a certain wind speed, after
which the use of such correction models yields lower agree-
ment with the field experiment. This aligns with findings by
Montgomerie et al. and Chaviaropoulos and Hansen, who link
the decrease of three-dimensional flow effects with increasing
wind speed to an increase in blade pitch angle [63, 67]. On the
blade level, it was observed that the congruence between sim-
ulations and experiment reduces from U, = 9m/s. Referring
back to the experimentally derived lift polar presented in
Figure 4, this is also the wind speed around which the airfoil
stalls in the field. This suggests that the use of 3D correction
models for airfoil polars should be linked to whether or not
flow separation occurs.

Remaining deviations between simulation and field might be
attributed to the presence of roughness. The RFOIL simulations
were run in clean conditions, whereas the surface roughness
of the blade in the field is difficult to assess. While simulations
with actively tripped boundary layer clearly worsened the agree-
ment of results, the inclusion of minor levels of roughness could
potentially improve the comparison. Investigating this further
is, however, considered outside of this article's scope.

Uso = 17m/s, o = 11.24°, Re = 7.26 E6, Noypiy = 0.47

p [Pa]

z/cl-]
(b)

FIGURE 7 | Pressure distribution measured in the field compared to RFOIL simulation results for a low (a) and high (b) wind speed.
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3.3 | Model Validation Based on Long-Term
Time-Resolved Experimental Data

Next to the analysis based on ten-minute average data, an attempt
is made to validate the numerical simulation model on a time-
resolved scale. As described in Section 2.2.4, average operating
and environmental conditions of two-minute time series are
used as input to aeroelastic simulations. The simulation results
are then compared to time-resolved field measurements in terms
of normal and tangential force, and angle of attack. The majority
of the two-minute samples have an average wind speed below or
around rated conditions. Results from the previous section indi-
cate that 3D flow corrections should be applied for these lower
wind speeds. Therefore, the angle of attack estimation for the
two-minute time series is done by pattern-matching the pressure
measurements against RFOIL simulations with 3D correction.

Figure 8 shows the relative deviation of the simulated quanti-
ties from their measured/estimated counterpart as a function
of both environmental and operational parameters. The relative
deviation values are calculated for each of the approximately
1300 two-minute time series as the mean deviation between
simulated and experimental values of 36 ten-degree azimuthal
bins

36

EO=5

fi,sim - fi,exp,bin (2 5)

§i,exp,bin

where £ is an arbitrary variable. The modulus is calculated to
avoid the cancellation of errors.

Three data points are marked separately in colour. These cor-
respond to the cases with the lowest (green), average (blue) and
highest (red) sum of deviations between simulation and experi-
ment regarding normal and tangential force, and angle of attack,
weighted by their individual mean over the approximately 1300
two-minute time series:

EE) | EF) | B@

Fam =550 " Byt B@) (26)

Overall, there appears to be very little correlation between
operating and environmental conditions and the error be-
tween simulation and experiment. The highest errors are
found where the highest data counts are available, indicating
a certain random appearance of such outliers with a growing
number of data points. The only observable correlation exists
for the turbulence intensity. Since the simulations use steady
wind conditions, the better congruence at low turbulence in-
tensity is not surprising. It was further investigated whether
the accuracy with which the wind shear profile was approxi-
mated affected the deviations between simulation and exper-
imental results. While no clear correlation could be observed,
it should be noted that fitting a shear profile to the met mast
measurements can be a source of error for all regarded time
series. It is expected that the congruence of simulations and
field experiment can be improved by using either the average
measured wind profile or even the time-resolved wind profile
data (ideally measured upstream of the turbine using, for ex-
ample, a forward-facing nacelle-based LiDAR) as input to the
simulations.
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FIGURE 8 | Relative deviation of the simulated normal force, tangential force and angle of attack from their measured/estimated counterpart as

a function of environmental and operational parameters; The green -, blue « and red « mark correspond to the time series with lowest, average and

highest deviation between field data and simulation results, respectively.

11 of 16

85U80|7 SUOWIWOD aA1TeR1D 3|cedljdde aup Aq pausenob aJe Sejoife VO ‘8sn JO S8 10j A%eiq18ulUO A1 UO (SUORIPUCO-pUe-SWLRILIO" A3 1M AfeIq Ul |UO//SANY) SUORIPUOD pue swe 1 8y} 88s *[5202/S0/6T] Uo AriqiTauliuo AeIm ‘Hied AIseAIUN oIYoe L AQ 2662 @M/Z00T 0T/I0p/u0d"Ae 1w Areiqijeul|uo//sdny wolj pepeojumod ‘2T ‘v20Z ‘vZ8T660T



Positively, the error distributions peak at relatively low values
and quickly decay towards higher errors. The mean overall devi-
ation between simulated and measured normal force is 10% and
for the tangential force 22%. The higher value of the tangential

force error can be explained by the fact that the simulations are
based on viscous polars while the viscous drag, which largely
contributes to the tangential force, cannot be measured using
pressure taps. The mean overall relative deviation between the
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FIGUREY9 | Measured and simulated normal force as a function of azimuth for the time series with lowest (a), average (b) and highest (c) deviation

between field data and simulation results (see - « « in Figure 8); subfigures with identical ordinates.
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« « in Figure 8), a refers to the simulated angle of attack while a,, refers

to the values estimated based on the field pressure data; subfigures with identical abscissae and ordinates.
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simulated and estimated angle of attack is 13%, which corre-
sponds to a mean absolute deviation of 0.97°.

To illustrate in more detail what the aforementioned cases with
lowest (-), average () and highest (+) deviation between simula-
tion and experimental data look like, the normal force and angle
of attack values are plotted as function of azimuth in Figures 9
and 10. Both simulated and experimental data clearly show
the dip in axial force due to the tower passage. Figures 9a and
10a demonstrate that in the lowest deviation case, near-perfect
agreement between averaged field data and simulation can be
achieved. While for the average deviation case (Figures 9b and
10b), the general shape and magnitude of force and angle of at-
tack values are still approximated reasonably well, this is not
the case anymore for the highest deviation case (Figures 9c and
10c). Independent of the regarded case, the variations in the
time-resolved field data cannot be captured by the steady aero-
elastic simulations.

Finally, the unsteady normal force to angle of attack curves
are investigated. Figure 11 shows the experimental data co-
loured by the azimuthal position together with the numerical
results. As visible in Figure 11a, the experimental data exhib-
its a hysteresis, which the simulation replicates accurately.
In Figure 11b,c, this hysteresis is decreasingly detectable as
the experimental data scatters more randomly. Consequently,
the numerical tool's ability to accurately simulate reality
decreases.

4 | Conclusions

This article presents measurements obtained on a 3.8-MW field
research wind turbine located in the north of the Netherlands.
Pressure measurements were logged continuously over mul-
tiple months. Simultaneously, a ground-based LiDAR system
provided detailed wind speed measurements across the entire
turbine height.

In this study, these measurements are used for the validation
of numerical models aiming at simulating reality as closely as
possible. As part of this validation exercise relies on ten-minute
averaged pressure distributions, it is first investigated how rep-
resentative such averaged measurements are of the underlying
unsteady aerodynamics. It can be shown, that only for post-
stall angles of attack, generally occurring for rather high wind
speeds, the ten-minute average data loses its fidelity to the time-
resolved aerodynamics.

Following this analysis, the ten-minute statistics are binned
by wind speed and turbulence intensity. The bin average val-
ues are used as input to BEM-based aeroelastic simulations.
The simulated normal and tangential force coefficients are
compared to the values determined from the measured pres-
sure distributions. Furthermore, the simulated angle of attack
and Reynolds number are used as input for RFOIL simula-
tions, which generate pressure distributions that can directly
be compared against measurements. The best match is found
when clean airfoil polars are used in the aeroelastic simula-
tions. Furthermore, it is demonstrated that the use of 3D flow
correction models largely influences the agreement between

simulations and field measurements. For low wind speeds,
employing such a correction leads to higher congruence, while
for higher wind speeds, simulations match the field measure-
ments better without 3D flow correction. Combined with the
experimental lift polar derived from the field measurements,
these findings suggest that 3D flow correction models should
be switched on and off as a function of the amount of flow
separation occurring.

This study closes by comparing measurements and aeroelastic
simulations on a time-resolved scale. On average, the measured
and simulated normal force deviate by 10%. A 13% average devi-
ation is found between the simulated angle of attack and the one
estimated from the measured pressure data. The simulations’
accuracy seems generally unaffected by most operating and en-
vironmental conditions, but better agreement is found for low
turbulence, which more closely resembles the steady nature of
the aeroelastic simulations. Depending on the individual time
series, large differences between simulation and field measure-
ments are found regarding the unsteady normal force over angle
of attack curves in terms of their mean force and angle of attack
level as well as the curves' shape.

In conclusion, an extensive validation campaign has been
performed based on multiple months of field measurements.
Results confirm that BEM-based aeroelastic tools and 2D
viscous-inviscid coupled panel methods like RFOIL are still
viable for the simulation of modern multi-megawatt wind tur-
bines when provided with accurate input. Furthermore, this
study corroborates the value of pressure measurements on
field turbines, both regarding the analysis of blade and airfoil
aerodynamics and for the validation of numerical models on
these scales.

Nomenclature

Latin Letters

a,d Axial and tangential induction factor
Chord

Drag force

Relative deviation

Chord normal and tangential force
Gravitational constant

Lift force

Number of samples per bin

Normal vector

Shear exponent

Pressure

Blade tip radius

Reynolds number

Radial coordinate

Standard error of bin averaged mean
TI Turbulence intensity

t Time

Free stream velocity

1% Velocity

V., V;  Velocity normal and tangential to rotor plane

n

=

S

RT S Sz N gy o

\n N X
«

Vel Relative inflow velocity
x Chordwise coordinate
z Height above ground
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Greek letters

a Angle of attack

B Blade pitch angle

¢ Cone angle

0 Azimuthal angle

A Tip-speed ratio

13 Arbitrary variable
p Density of air

c Standard deviation of the bin data samples
T Tilt angle

¢ Inflow angle

v Yaw angle

Q Rotational speed
10} Angular velocity
Subscripts

2D Two-dimensional
3D Three-dimensional
10 Related to ten-minute average data
bin Bin

cent Centrifugal

cor Corrected

dyn Dynamic

est Estimated

hor Horizontal

hub Hub

inv Inviscid

PS Pressure sensor
rated Rated conditions
ref Reference

sum Sum

TS Related to time-resolved data
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