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A B S T R A C T

As an achievement of innovations resulting from partitioning mechanisms, these mechanisms can contribute to
the more flexible operation of power systems in local communities. The ever-increasing frequency and severity
of unexpected real-time failures have created challenges for partitioned-based power system operators, affecting
each partition’s resiliency. With this in mind, this paper presents an adaptive local operation strategy (ALOS) for
resilient scheduling of the renewable-dominated partitioned-based power systems under normal and islanding
modes in a decentralized manner. The main objective of the developed ALOS lies in reaching an affordable
preparedness level in each partition to deal with unscheduled islanding mode, which can occur subsequent
to real-time failures at common lines between adjacent partitions on transmission level. To this end, a set
of resilience-target constraints is presented to prepare sufficient spinning reserve capacity in each partition
to ensure continuity of supply during islanding mode. The proposed strategy is formulated as a two-stage
stochastic mixed-integer linear program (MILP), and the nested formation algorithm is employed to execute it
in a hierarchical fashion based on the privacy-preserving protocols. Besides, the tri-state compressed air energy
storage (CAES) system is also included in the proposed strategy to mitigate the negative consequences caused
by real-time failures and uncertain sources. Numerical results conducted on the IEEE 30-bus test system reveal
that the proposed ALOS can enhance the resilience of each partition in responding to unscheduled islanding
mode by efficiently utilizing all available capacities on the generation side. Furthermore, the DIgSILENT
PowerFactory is used to identify the worst possible series of events and to evaluate the effectiveness of the
proposed resilience-promoting proactive strategy in dealing with these events.
1. Introduction

1.1. Motivation and aim

The partitioning mechanisms can help power system planners to
accelerate the implementation of decentralization and to reform power
systems development plans [1]. The benefits of decomposing large-
scale power systems into multiple partitions have been extensively
studied from the energy efficiency and flexibility standpoints [2]. These
mechanisms have implications on how the power systems are being
operated. Towards this end, different partitioning mechanisms in in-
teraction with the operational constraints have been developed with
the aim of maximizing the self-sufficiency index in each partition con-
sidering high penetration of renewable energy sources (RESs), e.g., [3,
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4]. Recently, the increasing rates of unexpected events have posed
serious operational challenges for renewable-dominated partitioned
systems [5]. For instance, the European Network of Transmission Sys-
tem Operators for Electricity (ENTSO-E) [6] has reported an unexpected
incident that occurred on 8 January 2021 between two private parti-
tions of ENTSO-E caused these partitions to split into two asynchronous
zones. This event can confirm that there is no guarantee to detect and
prevent real-time failures through the adopted defense plans in each
partition before the malfunction occurs [7].

In response to the mentioned challenge, resilience enhancement
strategies at the pre-disruption phase can mitigate the consequence of
unexpected events in partitioned-based power systems. However, it is
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Nomenclature

A. Indices/Set

i, j∕ Indices/set of electric buses.
l∕ Index/set of the existing partitions.
t∕ Index/set of hourly time slots.
s∕ Index/set of generated scenarios in real-

time decisions.
𝛺𝑙 Set of buses that are located at partition l.

B. Superscripts

ch, dis, si Superscripts for charging, discharging, and
simple cycle modes.

d Superscript for electrical loads.
cl, ncl Superscripts for critical and non-critical

electrical loads.
isl Superscript for unscheduled islanding

mode.
g, k Superscripts for thermal units and tri-state

CAES systems.
v, w Superscripts for photovoltaic parks and

wind farms.

C. Parameters

b, g Susceptance and conductance of the line
connecting buses i and j.

c Number of sides of regular polygons used
to linearize nonlinear AC power flow equa-
tions.

h Number of tangent hyperplanes used to
linearize cosine function via polyhedron
relaxation.

𝑀𝐶𝑒𝑥𝑝, 𝑀𝐶𝑐𝑜 Maximum participation capacity of tri-state
CAES systems in expanding and compress-
ing modes.

PF Load power factor.
𝑅↑, 𝑅↓ Ramp-up and ramp-down limits of thermal

units.
𝑉 𝐶𝑒𝑥𝑝, 𝑉 𝐶𝑐𝑜 Variable operation and maintenance costs

for expanding and compressing modes.
VOLL Value of loss load.
𝛽 Percentage of usable capacity of common

lines between adjacent partitions.
𝜆𝑛𝑔 Natural gas price.
𝜆𝑟𝑒 Penalty price for renewable power curtail-

ment.
𝜓 Heat ratio of tri-state CAES systems.
𝜂 Efficiency coefficient of tri-state CAES sys-

tems.
𝜏, 𝛥𝜏 Fault duration time and permissible adjust-

ing time of thermal units after islanding
state.

not possible to increase the resilience level of partitioned systems with-
out analyzing the behavior of each partition in a decentralized manner
under variable operational conditions, i.e., normal and emergency con-
ditions. Inspired by the issues raised, this paper aims to take a practical
look at the resiliency issues in renewable-dominated partitioned-based
power systems and enhance each partition’s preparedness level to deal
with any real-time failures on the transmission level.
2

𝜙𝑠 Probability of scenarios.
(⋅), (⋅) Symbols for lower and upper limits of

variables.

D. Variables

P, Q Functions for scheduled active and reactive
power in normal or islanding situations.

SE Reservoir capacity of tri-state CAES sys-
tems.

SUC, SDC Start-up and shut-down costs of thermal
units.

V, 𝜃 Functions for voltage magnitude and volt-
age angle of buses.

𝛼 Load shedding of non-critical demands after
islanding state.

𝜁 Binary variable to indicate the status of
thermal units and tri-state CAES systems.

1.2. Comparison to related literature

According to definitions given in the literature, resilience operation
strategies have been proposed to evaluate (1) the preparedness level
of power systems before any disruptive event, (2) the adequacy of
systems to respond to events in an effective manner, and (3) the
ability of systems to recover from such an event [8]. In general, the
main motivation of the most conducted studies has been to achieve an
appropriate level of technical preparedness to deal with the islanded
operation effectively. Therefore, concerning the scope of this paper, the
existing literature can be broadly divided into two groups.

First, some previous studies are concerned with the resilient op-
eration of renewable integrated power systems, such as [9], a robust
optimization-based decision support tool was proposed to improve
the power system resilience against unexpected disasters considering
variable RESs. Authors in [10] developed a two-stage decision-making
framework for resilient scheduling of power systems considering the
pre-contingency condition. In the same work, the energy conversion
facilities were deployed to establish a stable connection between elec-
tricity and gas networks to deal with sequences of contingencies. Au-
thors in [11] presented the resilience-oriented stochastic scheduling
approach for integrated heat and power systems to increase the power
system resiliency in northern Germany. In that work, the positive
effects of RESs and energy conversion facilities were considered for
the continuous supply of critical loads under the risk of both disrup-
tion scenarios and uncertainties. The work reported in [12] used the
proactive mechanism to develop an optimal resilient scheduling scheme
for radial and mesh networks. To improve the computational efficiency
for resilience analysis and enhancement, studies such as [13] presented
a parallel solution approach for strategic power infrastructure defense
systems to withstand real-time failures. Furthermore, an outage man-
agement scheme was introduced in [14] to enhance the resilience of
power systems when high-impact low-probability events occurred at
the point of common coupling (PCC).

Second, some studies applied different resilience-based optimization
problems for the multi-area power systems to adopt efficient defense
plans against disruption events. For example, a real-time control frame-
work was presented in [15] to support the interconnected systems
power balance considering high penetration of wind power. Likewise,
the impacts of establishing a global day-ahead energy management
system for the multi-area power system were evaluated in [16] to
satisfy resiliency requirements during unscheduled islanding operation.
In that work, a centralized control mechanism was employed to reach
the resilience performance of each area under hybrid attacks at com-

mon boundaries. Other studies, e.g., in [17,18], presenting optimal
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resilient scheduling strategies to guarantee the resilient operation of
interconnected bulk systems and/or medium-voltage systems against
real-time failures considering uncertainties of RESs and loads. Addi-
tionally, the mentioned studies were implemented through a day-ahead
centralized operation problem that tried to minimize the total operation
cost in both normal and emergency periods. On the other hand, authors
in [19] took another strategy and developed a layered control system
for resilient management of a set of interconnected systems to restrict
load shedding amounts and decrease the amount of renewable power
curtailment during the emergency period. In another effort, authors
in [20] presented a privacy-preserving strategy for day-ahead optimal
scheduling of the resilient multi-area power system considering feasible
islanding operation mode.

There are several important shortcomings (SHs) in the aforemen-
ioned literature that necessitate further studies. (SH1) The surveyed
tudies in the first group, i.e., [9–14], did not mention how the pre-
ented strategies can be extended for each partition of large-scale
ystems in a decentralized manner. In contrast, herein, our focus is
n the resilient operation of interconnected partitions to mitigate each
artition’s risk of islanded operation separately. (SH2) The presented
tudies in [15–18] were limited to centralized optimization approaches
o adopt an optimal resilient scheduling scheme for multi-area intercon-
ected power systems. Such approaches are more completely at odds
ith privacy-preserving issues at the highest decision-making levels,
hich consist of independent transmission companies (TRANSCOs).
SH3) None of the studies reviewed considered the congestion effects
n the common lines between interconnected power systems in the
resented resilient scheduling schemes. Under these circumstances, the
nterdependence between different interconnected areas in developing
reventive actions to deal with disruption events will be ignored,
hich may lead to infeasible results that are not realizable in practi-

al systems. (SH4) The aforementioned studies did not mention that
ow distributed control algorithms and partitioning concepts can be
ntegrated into resilience-promoting programs designed for renewable-
ominated power systems. (SH5) A majority of the literature failed to
valuate the synergic effects of fast-ramping backup resources, such
s tri-state compressed air energy storage (CAES), in the resilient
peration of the partitioned-based power systems on the transmission
evel.

.3. Technical contributions and paper structure

To tackle the aforementioned research gaps, we are interested in
nswering a series of questions related to the resilient operation of
artitioned-based power systems: (1) How can preventive measures be
ndividually implemented for interconnected partitions to deal with
nexpected events that may occur at any real-time scheduling interval?
2) How to ensure that the used preventive measures are properly
nforced in resilience-oriented strategies while not increasing the prob-
em’s computational burden? (3) How can a decentralized resilient
cheduling scheme adopted for a partition affect the optimal operation
f resources on other partitions? (4) How can the promoted energy
onversion facilities effectively meet the resiliency requirements in
ach partition?

Therefore, to the best of our knowledge, it is fair to say that there
s no prior study for the resilient operation of renewable-dominated
ower systems by relying on the partitioning mechanism and dis-
ributed control architecture on the transmission level. The presented
ethod in this study is fundamentally different from the prior work,

.g., due to the need to address the survivability performance of each
artition in the face of unscheduled islanding mode, which can occur
ubsequent to real-time failures. Moreover, the presented formulations
n this study introduce several new challenges on employing preventive
easures in a decentralized manner for interconnected partitions by

elying on the privacy-preserving issues, real-time session applications,
nd multi-carrier energy conversion facilities, that are not previously
ddressed simultaneously. Accordingly, the major contributions and
3

ttributes of this paper can be expressed as follows: s
1. Adaptive Local Operation Strategy (ALOS) Design: We propose
an ALOS for the real-time scheduling of each formed partition
in the large-scale power systems under normal and islanding
situations considering the high penetration level of RESs. The
proposed ALOS is executed by applying the nested formation
algorithm and considering operational and technical constraints
in each partition in a decentralized manner. Furthermore, the
uncertainties arising from the RESs and demands are realized
through the two-stage stochastic approach in real-time sessions.

2. Local Resilience-based Scheme: We adopt local preventive mea-
sures in the context of the proposed ALOS to increase the re-
silience of each partition to deal with real-time failures that may
be occurring at strategic points, i.e., common lines between ad-
jacent partitions, as well as to withstand uncertain fluctuations.
The preventive measures are embedded by providing a suffi-
cient capacity of spinning reserve obtained from local resources
in each partition to survive all critical loads and achieve the
optimal shedding rate of non-critical loads under unscheduled
islanding mode. For this purpose, the role of tri-state CAES, as
the resilience resource, in timely and effective response to real-
time failures is investigated. All these measures are in line with
the goals set by power system operators to preserve the privacy
of the multi-area interconnected power systems in a hierarchical
fashion.

3. Insightful Analyzes: Comprehensive and insightful case studies
are presented to analyze the impact of the proposed ALOS on
the resilient operation of the partitioned-based power system.
For example, we demonstrate that how the maximum trans-
mission power limit between adjacent partitions can affect the
local scheduling policies of each partition and prevent tech-
nically infeasible solutions in an uncertain environment. From
the standpoint of computational efficiency, since the adopted
strategy satisfies the resiliency requirements locally, so the prob-
lem’s computational burden in real power grids consisting of
several partitions will be acceptable. Moreover, unlike previous
studies, the contingency analysis is implemented by means of the
unique features of the DIgSILENT PowerFactory to evaluate the
accuracy and feasibility of the proposed strategy against a series
of intense events.

he rest of this paper is organized as follows. Section 2 first pro-
ides preliminaries on the ALOS and then lists the assumptions made
o implement this strategy. Next, the mathematical formulas for ac-
urate modeling of the proposed ALOS are presented in Section 3.
ection 4 presents the case studies and simulation results, and finally,
he conclusions of this study are outlined in Section 5.

. Framework description

Let us consider a power system consisting of the set 𝑙 = {1, 2,… .,}
f  interconnected partitions, such as the one in Fig. 1. Each partition
∀𝑙) possesses thermal units, wind farms (WFs), photovoltaic (PV)
arks, tri-state CAES systems, as well as critical and non-critical loads.
ccording to some strong evidence, each partition may experience
nscheduled islanding mode, which could be triggered by real-time
ailures such as cyber–physical attacks at common lines between ad-
acent partitions, cascaded tripping of common lines, etc. Therefore,
t is necessary to enhance the resilience of each partition by taking
reventive measures before islanding occurrence in real-time sessions.
ne of the effective preventive measures is to increase the preparedness
f each partition by preparing a sufficient capacity of spinning reserve
n different locations. Based on the proposed ALOS, each partition
eeks to provide spinning reserve (i.e., obtained from local thermal
nd tri-state CAES units) equivalent to the exchanged power (received
r delivered) with an adjacent partition(s). In addition, the use of tri-

tate CAES units enables each partition to take advantage of existing
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Fig. 1. Schematic illustration of the proposed ALOS in a partitioned system with 𝑙
partitions.

opportunities in gas networks in simple-cycle mode to mitigate the
negative consequences caused by real-time failures. By solving the
proposed ALOS, the outcomes not only guarantee the resilience of
each partition but also mitigates the intermittent nature of RESs and
demands.

The proposed ALOS is executed using the nested formation algo-
rithm in a decentralized manner. The nested formation algorithm has
been used for different purposes in several studies, further details on
this algorithm can be found in [20]. This algorithm must be executed
from the innermost to the outermost partitions according to the order
assigned to each partition. It should be noted that at the partitioned
transmission networks, the use of nested formation algorithm means
the implementation of the optimization problem in a hierarchical man-
ner from the most critical partition (i.e., innermost partition) to the
non-critical partition (i.e., outermost partition). Therefore, it is not
necessary for one partition to be placed inside another partition. As
shown in Fig. 1, firstly, partition 𝑙1 must execute the ALOS in the
form of the nested formation algorithm, and then inform the adjacent
partition(s), i.e., 𝑙2, about the amount of exchanged active and reactive
power (surplus/deficit). The surplus (deficit) active and reactive power
existing in the inner level partition, e.g., 𝑙1, is reflected as a resource
(load) to the outer level partition(s), e.g., 𝑙2, at each time t. In this
regard, to execute this strategy in 𝑙th partition, operation data of
other partitions are not required. Hence, the proposed ALOS provides
a proper platform to meet the privacy-preserving challenges under the
collaborative operation of adjacent partitions.

2.1. Assumptions

The list of assumptions made in this paper for mathematical mod-
eling of the proposed ALOS is as follows.

1. A prerequisite for implementing the ALOS is decomposing the
large-scale power systems into several optimal partitions. For
this purpose, the efficient algorithm presented in [4] is used
to partition the renewable-dominated power system and the
obtained results are considered as input data for the ALOS.
Details of the partitioning mechanism can be found in [4].
4

2. The proposed ALOS aims to ensure the resilience of each parti-
tion under the worst-case realization of incidents. Therefore, it
is assumed that each partition must be switched to the islanding
operation mode during the emergency condition. As an exam-
ple, in Fig. 1, partition 𝑙3 can exchange power with adjacent
partitions, i.e., 𝑙2 and 𝑙4, in normal operation mode. According
to this example, we assume that 𝑙3 will be disconnected from
partitions 𝑙2 and 𝑙4 during an emergency condition at the same
time. In reality, the probability of this scenario is very low, but
with this assumption, the proposed ALOS will be robust to other
emergency conditions, especially when a partition becomes two
new partitions.

3. To implement the nested algorithm, various indicators, e.g., the
size of each partition or the number of critical loads located
in each partition, can be used to sort existing partitions, from
the innermost to the outermost partitions. Herein, it is assumed
that the innermost partition has the smallest size and vice versa,
the outermost partition has the largest size. The sequence of
operation can affect the simulation results in normal operation
mode. But since it is assumed that in the emergency situation
all partitions are operated in islanding mode, therefore, the
sequence of operation will have no effect on the emergency
mode results.

2.2. Scheduling horizons

In this paper, the developed ALOS must simultaneously address
two operation modes, i.e., normal and emergency (unscheduled is-
landing) operation modes. The normal operation scheduling horizon
𝑡 = {1, 2,… .,  } is taken as a real-time scheduling problem, and
divided into  time slots. On the other hand, the emergency operation
scheduling horizon is specified by 𝜏, which covers a short time period,
e.g., 10 min. According to the developed ALOS, the emergency period
can occur at any real-time scheduling interval, i.e., 𝜏 ⊂  , and does not
include a specific time slot.

3. Problem formulation

The mixed-integer linear programming (MILP) formulation of the
developed ALOS is provided in the following sub-sections for the
partitioned-based power systems.

3.1. Objective function

As stated, the proposed ALOS must be sequentially run on each par-
tition to optimize the local resources as well as to determine the optimal
power trade schedule of each partition with the adjacent partitions
in a decentralized manner. In this regard, all partitions seek common
objectives, namely to minimize total operation cost in both normal and
islanding conditions, minimize load shedding rate of non-critical loads
in the islanding operation, and survive all critical loads, considering pri-
vacy provisions. Therefore, the proposed two-stage resilience-oriented

stochastic model that describes the cost-efficient operation of each
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𝑀𝑖𝑛 ∶DV 𝑇𝐶𝑙 =
∑

𝑡∈
∑

𝑖∈𝛺𝑙

⎡

⎢

⎢

⎢

⎢

⎣

⎛

⎜

⎜

⎜

⎜

⎝

𝑆𝑈𝐶𝑔𝑖 [𝑡] + 𝑆𝐷𝐶
𝑔
𝑖 [𝑡]

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(1a)

⎞

⎟

⎟

⎟

⎟

⎠

+
∑

𝑠∈ 𝜙𝑠⋅

⎛

⎜

⎜

⎜

⎜

⎝

𝐹 𝑔(𝑃 𝑔𝑖,𝑠[𝑡])
⏟⏞⏞⏞⏟⏞⏞⏞⏟

(1b)

+ 𝜆𝑛𝑔(𝑃 𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡] ⋅ 𝜓𝑘,𝑑𝑖𝑠 + 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡] ⋅ 𝜓𝑘,𝑠𝑖)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(1𝑐)

+𝑉 𝐶exp(𝑃 𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡] + 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡]) + 𝑉 𝐶𝑐𝑜(𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡] + 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡])
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(1𝑑)

+ 𝜆𝑟𝑒(𝑃𝑤𝑖,𝑠[𝑡] + 𝑃
𝑣
𝑖,𝑠[𝑡])

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(1e)

+ (𝑉 𝑂𝐿𝐿 ⋅ 𝛼𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡] ⋅ 𝑃 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡])
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

(1f)

⎞

⎟

⎟

⎟

⎟

⎠

⎤

⎥

⎥

⎥

⎥

⎦

,∀𝑙

(1)

In line with the first stage decisions, (1a) is related to the costs of
start-up and shut-down of thermal units. The first stage is independent
of the stochastic program and optimizes the thermal unit schedules.
The second stage of the objective function consists of five terms that
consider the uncertainties in power generation from RESs and loads.
(1b) stands for the cost that originates from the operation of thermal
units. (1c) and (1d) denote the operational and maintenance costs of
tri-state CAES systems. 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡] in (1c) and (1d) represents the generated
power in the simple-cycle mode, under which the tri-state CAES system
runs as a gas turbine. The wind and solar curtailment penalties are
given by (1e). Finally, (1f) is related to the non-critical load shedding
cost under islanding conditions. To maximize the resilience level of
each partition, its lost non-critical load should be minimized. In (1e)
and (1f), 𝜆𝑟𝑒 and VOLL must be considered large enough to avoid
any curtailment in normal and islanding conditions. Since the main
objective of the proposed ALOS is to serve as much non-critical load as
possible during unscheduled islanding mode, the amount of curtailed
renewable power in this mode must reach zero. Therefore, only the
non-critical load shedding cost is considered in emergency operation
mode. Moreover, because all existing partitions belong to the same
power system, the cost of power exchange between adjacent partitions
is neglected in the ALOS. The decision variable set of the model is
𝐷𝑉 =

{

𝜁𝑔𝑖 [𝑡], 𝑃
𝑔
𝑖,𝑠[𝑡], 𝑃

𝑘,𝑑𝑖𝑠
𝑖,𝑠 [𝑡], 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡], 𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡], 𝑃𝑤𝑖,𝑠[𝑡], 𝑃

𝑣
𝑖,𝑠[𝑡], 𝛼

𝑑,𝑛𝑐𝑙
𝑖,𝑠 [𝑡]

}

.
Note that the cost function defined in (1) is indexed by l, meaning

that it must be held separately for each partition under different
equality and inequality operational limitations. These limitations are
expressed in the following sub-sections.

3.2. Thermal units operation constraints

All of the operational constraints related to the thermal units,
including the minimum and maximum generation, minimum up and
downtimes limits, and ramp rates of each unit in continuous time
periods, are considered in the ALOS, which can be found in [21].

3.3. CAES operation constraints

The operation of tri-state CAES systems is defined by (2a)–(2d). The
simple-cycle, discharging and charging rates of tri-state CAES systems
are limited as presented in (2a). It should be noted that 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡], 𝑃 𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡],
and 𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡] are the positive variables. Binary variables 𝜁𝑘,𝑠𝑖𝑖,𝑠 [𝑡], 𝜁𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡],
and 𝜁𝑘,𝑐ℎ𝑖,𝑠 [𝑡] guarantee that CAES systems operate in only one operating
mode for any scheduling period, as provided in (2b). The energy stored
in tri-state CAES systems during time slot t can be calculated by (2c).
The set of constraints (2d) imply that the amount of energy stored in
tri-state CAES systems at each time slot should be within the permitted
5

range. Also, the energy that is stored in each tri-state CAES system at f
the end of the scheduling period, i.e.,  , must be equal to the initial
state of charge of the same system.

⎡

⎢

⎢

⎢

⎢

⎣

𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡]

𝑃 𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡]

𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡]

⎤

⎥

⎥

⎥

⎥

⎦

≤

⎡

⎢

⎢

⎢

⎢

⎣

𝑀𝐶𝑘,exp𝑖 ⋅ 𝜁𝑘,𝑠𝑖𝑖,𝑠 [𝑡]

𝑀𝐶𝑘,exp𝑖 ⋅ 𝜁𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡]

𝑀𝐶𝑘,𝑐𝑜𝑖 ⋅ 𝜁𝑘,𝑐ℎ𝑖,𝑠 [𝑡]

⎤

⎥

⎥

⎥

⎥

⎦

,∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (2a)

𝑘,𝑠𝑖
𝑖,𝑠 [𝑡] + 𝜁𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡] + 𝜁𝑘,𝑐ℎ𝑖,𝑠 [𝑡] ≤ 1, ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (2b)

𝐸𝑘𝑖,𝑠[𝑡] = 𝑆𝐸𝑘𝑖,𝑠[𝑡 − 1] + 𝜂𝑘,𝑐ℎ𝑖 𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡] −
𝑃 𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡]

𝜂𝑘,𝑑𝑖𝑠𝑖

,∀𝑡, 𝑠, 𝑖, (2c)

⎧

⎪

⎨

⎪

⎩

𝑆𝐸𝑘𝑖 ≤ 𝑆𝐸𝑘𝑖,𝑠[𝑡] ≤ 𝑆𝐸
𝑘
𝑖 , ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 .

𝑆𝐸𝑘,𝑖𝑛𝑖𝑖,𝑠 = 𝑆𝐸𝑘𝑖,𝑠[ ], ∀𝑠, 𝑖 ∈ 𝛺𝑙 .
(2d)

3.4. Normal operation mode constraints in real-time session

The local operational constraints for each partition l, each scenario
s, and time interval t in the normal situation are described by (3a)–(3c).
Constraints (3a) and (3b) represent the active and reactive supply–
demand power balance at node i, respectively. In these equations, for
each line (𝑖, 𝑗) that connects the internal buses of partition l, let 𝑃𝑖𝑗,𝑠[𝑡]
and𝑄𝑖𝑗,𝑠[𝑡] represent the local line active and reactive power flow under
normal operation mode, respectively. Moreover, (𝑖, 𝑗′) refers to the cut
et lines that connect partition l to adjacent partition(s) 𝑙′. So, 𝑃𝑖𝑗′ ,𝑠[𝑡]

and 𝑄𝑖𝑗′ ,𝑠[𝑡] denote the power flow on common lines between partitions
l and 𝑙′. Assume that the first loop of the nested formation algorithm
is assigned to partition 𝑙 and the next loop assigned to partition 𝑙′. In
these circumstances, when the ALOS is applied to partition 𝑙, 𝑃𝑖𝑗′ ,𝑠[𝑡]
and 𝑄𝑖𝑗′ ,𝑠[𝑡] terms play a variable role. However, when the ALOS is
applied to adjacent partition(s) 𝑙′, the mentioned terms are in the role
of parameters, and their values must be fixed in the obtained amounts
from the partition 𝑙. In addition, constraint (3c) retains the curtailment
rate of each WF and PV park within the forecast values in each scenario.

𝑃 𝑔𝑖,𝑠[𝑡] + 𝑃
𝑘,𝑑𝑖𝑠
𝑖,𝑠 [𝑡] + 𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡] − 𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡] + (𝑃𝑤𝑖,𝑠[𝑡] − 𝑃

𝑤
𝑖,𝑠[𝑡])

+ (𝑃 𝑣𝑖,𝑠[𝑡] − 𝑃
𝑣
𝑖,𝑠[𝑡]) − 𝑃

𝑑,𝑐𝑙
𝑖,𝑠 [𝑡] − 𝑃 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡]

=
∑

𝑗∈𝛺𝑙

𝑃𝑖𝑗,𝑠[𝑡] +
∑

(𝑖,𝑗′)∈
(𝑙↔𝑙′)

𝑃𝑖𝑗′ ,𝑠[𝑡], ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 ,
(3a)

𝑔
𝑖,𝑠[𝑡] − (𝑃𝐹 𝑑,𝑐𝑙𝑖 [𝑡] ⋅ 𝑃 𝑑,𝑐𝑙𝑖,𝑠 [𝑡] + 𝑃𝐹 𝑑,𝑛𝑐𝑙𝑖 [𝑡] ⋅ 𝑃 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡])

=
∑

𝑗∈𝛺𝑙

𝑄𝑖𝑗,𝑠[𝑡]+
∑

(𝑖,𝑗′)∈
(𝑙↔𝑙′)

𝑄𝑖𝑗′ ,𝑠[𝑡],∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (3b)

≤ 𝑃 {⋅}
𝑖,𝑠 [𝑡] ≤ 𝑃 {⋅}

𝑖,𝑠 [𝑡], ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , {⋅} = {𝑤, 𝑣}. (3c)

.4.1. Linearized AC power flow constraints
The power flow inside each partition in the normal condition is

omputed using the AC power flow model. The generalized modeling
f AC power flow for line (𝑖, 𝑗) can be expressed by (4a) and (4b).

𝑖𝑗,𝑠[𝑡] = 𝑔𝑖𝑗 ⋅ 𝑉
2
𝑖,𝑠[𝑡] − 𝑉𝑖,𝑠[𝑡]𝑉𝑗,𝑠[𝑡]

(

𝑔𝑖𝑗 ⋅ cos(𝜃𝑖𝑗,𝑠[𝑡])

+ 𝑏𝑖𝑗 ⋅ sin(𝜃𝑖𝑗,𝑠[𝑡])
)

,∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 , (4a)

𝑖𝑗,𝑠[𝑡] = −𝑏𝑖𝑗 ⋅ 𝑉 2
𝑖,𝑠[𝑡] − 𝑉𝑖,𝑠[𝑡]𝑉𝑗,𝑠[𝑡]

(

𝑔𝑖𝑗 ⋅ sin(𝜃𝑖𝑗,𝑠[𝑡])

− 𝑏𝑖𝑗 ⋅ cos(𝜃𝑖𝑗,𝑠[𝑡])
)

,∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 , (4b)

ere, 𝜃𝑖𝑗,𝑠[𝑡] = 𝜃𝑖,𝑠[𝑡] − 𝜃𝑗,𝑠[𝑡]. To decrease the computational burden
nd reach the convex formulation, the non-linear features of AC power

low are converted into a tractable MILP problem. In this regard,
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non-linearities of (4a) and (4b) are tackled using first-order Taylor
expansion and polyhedral programming relaxation [22]. Constraints
(4c) and (4d) represent the piecewise linearized AC power flow model.

𝑃𝑖𝑗,𝑠[𝑡] ≈ 𝑔𝑖𝑗 (𝑉𝑖,𝑠[𝑡] − 𝑉𝑗,𝑠[𝑡] − c̃os(𝜃𝑖𝑗,𝑠[𝑡]) + 1)

− 𝑏𝑖𝑗𝜃𝑖𝑗,𝑠[𝑡],∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 , (4c)

𝑄𝑖𝑗,𝑠[𝑡] ≈ −𝑏𝑖𝑗 (𝑉𝑖,𝑠[𝑡] − 𝑉𝑗,𝑠[𝑡] − c̃os(𝜃𝑖𝑗,𝑠[𝑡]) + 1)

− 𝑔𝑖𝑗 ⋅ 𝜃𝑖𝑗,𝑠[𝑡],∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 , (4d)

Let c̃os(𝜃𝑖𝑗,𝑠[𝑡]) ∈ (cos(𝜃𝛥), 1) is polyhedral relaxation of cos(𝜃𝑖𝑗,𝑠[𝑡]),
which is defined by (4e) and (4f).

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

c̃os(𝜃𝑖𝑗,𝑠[𝑡]) ≤
⎛

⎜

⎜

⎝

− sin(𝑢𝛾 − �̄�𝛥)(𝜃𝑖𝑗,𝑠[𝑡] − 𝑢𝛾 + �̄�𝛥)+

cos(𝑢𝛾 − �̄�𝛥)

⎞

⎟

⎟

⎠

,

c̃os(𝜃𝑖𝑗,𝑠[𝑡]) ≥ cos(�̄�𝛥),

∀𝑢 ∈ {1, 2,… , ℎ}, 𝑡, 𝑠, (𝑖, 𝑗) ∈ ,

(4e)

𝛾 =
2𝜃𝛥

(ℎ + 1)
; 𝜃𝛥 ∈ (0, 𝜋∕2) (4f)

Here, 𝜃𝛥 ∈ (0, 𝜋∕2) denotes the considered bound on the phase angle
difference. The bus voltage limit and line thermal constraints are
captured in (4g) and (4h).

𝑉 𝑖 ≤ 𝑉𝑖,𝑠[𝑡] ≤ 𝑉 𝑖, ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (4g)

𝑃 2
𝑖𝑗,𝑠[𝑡] +𝑄

2
𝑖𝑗,𝑠[𝑡] ≤

|

|

|

𝑆𝑖𝑗,𝑠
|

|

|

2
, ∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 . (4h)

The non-linear form of (4h) is linearized using the polygonal lin-
earization method, which is represented by (5a)–(5c) [23].
[

sin
(

2𝜋𝑛
𝑐

)

− sin
(

2𝜋(𝑛−1)
𝑐

)]

𝑃𝑖𝑗,𝑠[𝑡]−
[

cos
(

2𝜋𝑛
𝑐

)

− cos
(

2𝜋(𝑛−1)
𝑐

)]

𝑄𝑖𝑗,𝑠[𝑡]−
|

|

|

𝑆 𝑖𝑗
|

|

|

sin
(

2𝜋
𝑐

)

≤ 0, ∀𝑛 ∈ {1, 2,… , 𝑐}, 𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 ,

(5a)

− |

|

|

𝑆𝑖𝑗
|

|

|

≤ 𝑃𝑖𝑗,𝑠[𝑡] ≤
|

|

|

𝑆 𝑖𝑗
|

|

|

, ∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 , (5b)

− |

|

|

𝑆𝑖𝑗
|

|

|

≤ 𝑄𝑖𝑗,𝑠[𝑡] ≤
|

|

|

𝑆𝑖𝑗
|

|

|

, ∀𝑡, 𝑠, (𝑖, 𝑗) ∈ 𝛺𝑙 . (5c)

3.4.2. AC power flow between partitions
The linearized AC power flow model, i.e., (4c) and (4d), must

also be considered for each common line between partition 𝑙 and
adjacent partition(s) 𝑙′. As shown in Fig. 2, from the perspective of
partition 𝑙, the adjacent partition(s) 𝑙′ is considered as an external grid,
i.e., 𝑉𝑗′ ,𝑠[𝑡] = 1 and 𝜃𝑗′ ,𝑠[𝑡] = 0. Therefore, (4c) and (4d) should be
modified based on these values to calculate 𝑃𝑖𝑗′ ,𝑠[𝑡] and 𝑄𝑖𝑗′ ,𝑠[𝑡]. Given
this hypothesis, when implementing the ALOS in adjacent partition(s)
𝑙′, some grid code requirements at the PCC may be violated and new
technical challenges may arise for adjacent partition(s). To prevent
such challenges, the amount of power flow between adjacent partitions
(𝑙 ↔ 𝑙′) should be bounded by a control coefficient, i.e., 0 < 𝛽 ≤ 1,
as given in (6). With increasing the amount of 𝛽, partition 𝑙 will have
more degree of freedom for decision making, which may prevent some
technical constraints in adjacent partition(s) 𝑙′ from being satisfied.

𝑃 2
𝑖𝑗′ ,𝑠[𝑡] +𝑄

2
𝑖𝑗′ ,𝑠[𝑡] ≤

|

|

|

𝛽 ⋅ 𝑆 𝑖𝑗′
|

|

|

2
, ∀𝑡, 𝑠, (𝑖, 𝑗′) ∈ (𝑙 ↔ 𝑙′). (6)
6

Fig. 2. Simplified representation of 𝑙′ partition as seen from partition 𝑙 side.

3.5. Islanding mode constraints in real-time session

Following the real-time failures at common lines between adjacent
partitions, e.g., 𝑙 and 𝑙′, each partition must operate in the islanding
mode of operation using the developed ALOS. To this end, the following
resilience-target constraints must be met at any time to reach the
desired level of preparedness in each partition during unscheduled
islanding. Although these constraints must be locally satisfied, their
effects will be indirectly reflected in the amount of exchanged power
between adjacent partitions. Constraints (7a) and (7b) express the
supply–demand power balance at each bus of partition 𝑙 during the
unscheduled islanding operation mode. It can be observed from these
constraints that all terms are similar to their normal operation mode
counterpart constraints, except for the amount of non-critical loads
and exchanged power between adjacent partitions. The load shedding
amount of non-critical loads is determined by 𝛼𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡], which the upper
and lower bounds of this variable are enforced by (7c). Note that
constraints (4c), (4d), and (4h) must also be satisfied for the active and
reactive power flow during the islanding mode, i.e., 𝑃 𝑖𝑠𝑙𝑖𝑗,𝑠[𝑡] and 𝑄𝑖𝑠𝑙𝑖𝑗,𝑠[𝑡].
In reality, the power system can go beyond normal operation limits
during islanding mode. In this regard, the bus voltage limit can be as
much as 𝛥𝑉 𝑖𝑠𝑙

𝑖 , about 0.05 p.u., different from the normal mode, which
is expressed by (7d).

The commitment state of thermal units cannot be immediately
changed in islanding mode, so these units are forced to remain in the
same normal operation mode when a failure occurs. However, it is
necessary that the output power of thermal units in islanding mode,
i.e., 𝑃 𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡], be quickly adjusted based on their maximum up/down
ramping rate to mitigate the power mismatch. The allowable time to
adjust the output power of thermal units, i.e., 𝛥𝜏, can be determined
according to the degree of importance of each partition. The set of
constraints (7e) take care of these issues. 𝛥𝜏 can be changed depending
on the dynamic structure of different thermal units. In addition, (7f)
and (7g) represent the allowable generation capacity of thermal units
in islanding mode.

Unlike thermal units, tri-state CAES systems can be switched from
charging to generating status, i.e., discharging and simple-cycle modes,
and vice versa immediately after an incident. The set of constraints
(7h) limit the power stored/released in/from tri-state CAES systems in
islanding mode. Constraint (7i) demonstrates that each CAES system
must maintain the reservoir level within the allowable range until
failures are cleared. According to (7i), the power output/input of each
CAES system is directly related to the fault duration time, i.e., 𝜏. In
other words, 𝜏 is the predicted time by the system operator to clear the
fault and recover the normal operation.

The supply rate of non-critical loads is one of the ideal indices to
evaluate the resilience level under emergency conditions. In this paper,
the resiliency index for each partition (𝑅𝐼𝑙) is calculated by (7j). The
closer the value of 𝑅𝐼𝑙 to one, the stronger the resilience level of each

partition.
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𝑃 𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] + 𝑃 𝑘,𝑖𝑠𝑙𝑖,𝑠 [𝑡] + 𝑃𝑤𝑖,𝑠[𝑡] + 𝑃
𝑣
𝑖,𝑠[𝑡] − 𝑃

𝑑,𝑐𝑙
𝑖,𝑠 [𝑡] − (1 − 𝛼𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡])𝑃 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡]

=
∑

𝑗∈𝛺𝑙

𝑃 𝑖𝑠𝑙𝑖𝑗,𝑠[𝑡], ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (7a)

𝑄𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] − (𝑃𝐹 𝑑,𝑛𝑐𝑙𝑖 [𝑡](1 − 𝛼𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡])𝑃 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡]) − (𝑃𝐹 𝑑,𝑐𝑙𝑖 [𝑡] ⋅ 𝑃 𝑑,𝑐𝑙𝑖,𝑠 [𝑡])

=
∑

𝑗∈𝛺𝑙

𝑄𝑖𝑠𝑙𝑖𝑗,𝑠[𝑡],∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (7b)

≤ 𝛼𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡] ≤ 1, ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (7c)

𝑉𝑖 − 𝛥𝑉 𝑖𝑠𝑙
𝑖 ≤ 𝑉 𝑖𝑠𝑙

𝑖,𝑠 [𝑡] ≤ 𝑉𝑖 + 𝛥𝑉 𝑖𝑠𝑙
𝑖 , ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (7d)

{

𝑃 𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≥ 𝑃 𝑔𝑖,𝑠[𝑡] − (𝜁𝑔𝑖 [𝑡] ⋅ 𝑅
𝑔↓
𝑖 ⋅ 𝛥𝜏), ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 ,

𝑃 𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≤ 𝑃 𝑔𝑖,𝑠[𝑡] + (𝜁𝑔𝑖 [𝑡] ⋅ 𝑅
𝑔↑
𝑖 ⋅ 𝛥𝜏), ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 ,

(7e)

𝑃 𝑔𝑖 ⋅ 𝜁
𝑔
𝑖 [𝑡] ≤ 𝑃 𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≤ 𝑃

𝑔
𝑖 ⋅ 𝜁

𝑔
𝑖 [𝑡], ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (7f)

⎧

⎪

⎨

⎪

⎩

𝑄𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≥ −𝑄𝑔𝑖,𝑠[𝑡] +𝑄
𝑔
𝑖
⋅ 𝜁𝑔𝑖 [𝑡], ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 ,

𝑄𝑔,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≤ 𝑄
𝑔
𝑖 ⋅ 𝜁

𝑔
𝑖 [𝑡] −𝑄

𝑔
𝑖,𝑠[𝑡], ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 ,

(7g)

⎧

⎪

⎨

⎪

⎩

𝑃 𝑘,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≤𝑀𝐶𝑘,exp𝑖 −
(

𝑃 𝑘,𝑠𝑖𝑖,𝑠 [𝑡] + 𝑃 𝑘,𝑑𝑖𝑠𝑖,𝑠 [𝑡]
)

,

𝑃 𝑘,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≥ 𝑃 𝑘,𝑐ℎ𝑖,𝑠 [𝑡] −𝑀𝐶𝑘,𝑐𝑜𝑖 ,∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 ,
(7h)

𝑃 𝑘,𝑖𝑠𝑙𝑖,𝑠 [𝑡] ≤ (
𝑆𝐸𝑘𝑖,𝑠[𝑡] − 𝑆𝐸

𝑘
𝑖

𝜏
)𝜂𝑘,𝑑𝑖𝑠𝑖 , ∀𝑡, 𝑠, 𝑖 ∈ 𝛺𝑙 , (7i)

𝑅𝐼𝑙,𝑠 = 1 −
∑

𝑡∈

∑

𝑖∈𝛺𝑙

𝛼𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡], ∀𝑙, 𝑠. (7j)

3.6. Solution algorithm

The required input information and the solution procedure for
applying the developed ALOS in partition 𝑙 using the nested formation
algorithm are described in detail in pseudocode 1.

4. Case studies

In this section, the proposed ALOS was implemented on the IEEE 30-
bus test system. The obtained simulation results were summarized and
discussed in sub- Section 4.2, in which the scheduling horizon for the
normal operation mode was considered 24 h with one-hour granularity.

4.1. Simulation setup

The test system has been divided into three optimal partitions,
i.e.,  = 3, using the presented mechanism in [4]. The topology of
each partition is shown in Fig. 3. According to the third assumption
of the ALOS (see 2.1), the first loop of the nested formation algorithm
was dedicated to 𝑙3, the second loop to 𝑙2, and the last loop to 𝑙1.
The detailed information of thermal units, lines, load power factor,
and load distribution rate can be obtained from PowerFactory’s library.
The ramp rates of thermal units were assumed to be 5 MW/min. The
maximum transmission capacity of each line was increased by 25%
compared to the base values. Parameter 𝛽 was assumed to be 60%. The
lower and upper voltage limits at each bus in normal operation mode
were set to 0.95 p.u. and 1.05 p.u., respectively. The peak demand
of the test system was considered to be 290 MW. Also, the critical
demands were considered to be 15% of the total demand at each
7

bus. The maximum capacity of WFs placed at buses (partition) 1(𝑙1), t
Algorithm 1 Pseudo-code of the developed ALOS
Inputs:
Determine the boundaries of each partition using the presented
algorithm in [4];
Specify the physical structure of each partition and technical
specifications of different equipment;
𝑃 𝑑,𝑐𝑙𝑖,𝑠 [𝑡], 𝑃 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡], 𝑃𝐹 𝑑,𝑐𝑙𝑖,𝑠 [𝑡], 𝑃𝐹 𝑑,𝑛𝑐𝑙𝑖,𝑠 [𝑡], 𝑃𝑤𝑖,𝑠[𝑡], 𝑃

𝑣
𝑖,𝑠[𝑡], 𝜆

𝑛𝑔 , 𝜆𝑟𝑒, 𝑉 𝑂𝐿𝐿 ;
∈ 𝛺𝑙, 𝑡 ∈  , 𝑠 ∈ .
esult:
ptimal scheduling of available units in each partition;
𝐶∗
𝑙 , 𝑅𝐼

∗
𝑙,𝑠, 𝑃

∗
𝑖𝑗′ ,𝑠[𝑡], 𝑄

∗
𝑖𝑗′ ,𝑠[𝑡], 𝑃

∗
𝑖𝑗,𝑠[𝑡], 𝑄

∗
𝑖𝑗,𝑠[𝑡], 𝑉

∗
𝑖,𝑠[𝑡].

lgorithm:
or 𝑙𝑡ℎ partition and 𝑡 ∈  , 𝑠 ∈  do
H Step 1) Generate different scenarios to realize the behavior of
ESs and consumers in real-time decisions;
H Step 2) Set 𝑉𝑗′ ,𝑠[𝑡] and 𝜃𝑗′ ,𝑠[𝑡] at the PCC between partitions 𝑙 and

′ to 1 and 0, respectively;
H Step 3) Minimize 𝑇𝐶𝑙, i.e., (1), s.t. (2a)–(7i);
H Step 4) Enhance the resiliency index in 𝑙𝑡ℎ partition during

slanding mode in real-time decisions by using (7a)–(7i).
f ALOS in 𝑙𝑡ℎ partition is feasible then
H Go to the (𝑙 − 1)𝑡ℎ partition;
H repeat Steps 1–4 for the ALOS in (𝑙 − 1)𝑡ℎ partition;
H given that 𝑃 ∗

(𝑙↔𝑙−1) & 𝑄∗
(𝑙↔𝑙−1) must be defined as input parameters

or ALOS in (𝑙 − 1)𝑡ℎ partition;
lse
H ALOS in 𝑙𝑡ℎ partition is infeasible!
epeat this process until 𝑙 = 1.

13(𝑙3), 14(𝑙3), and 16(𝑙2) were equal to 25, 30, 5, 15 MW, respectively.
The rated capacity of PV parks located on buses (partition) 7(𝑙1),
2(𝑙2), and 27(𝑙3) were also set to 4, 4, and 6 MW, respectively. To
valuate the effects of tri-state CAES systems on the proposed strategy,
our tri-state CAES systems with the capacity of 60 MWh were added
o buses (partition) 15(𝑙3), 16(𝑙2), 24(𝑙3), and 28(𝑙1). The dynamic
haracteristics of tri-state CAES systems were borrowed from [24].
he operational and maintenance costs of tri-state CAES systems were
ssumed to be 3.25 $/MW. Also, the natural gas wholesale price was
et as 0.11 $/kg [25]. The penalty factors for load and renewable
ower curtailment, i.e., 𝑉 𝑂𝐿𝐿 and 𝜆𝑟𝑒, were considered to be 200
/MW and 20 $/MW, respectively [25]. The fault duration time, i.e., 𝜏,
nd the allowable adjustment time of thermal units after unscheduled
slanding mode, i.e., 𝛥𝜏, were set to 10 and 2 min, respectively. The
ncertainties of wind power, PV power, and electrical loads were
andled using Monte-Carlo simulation (MCS) in real-time operational
ecisions. To this end, one-hundred scenarios were generated by MCS
nd then reduced to ten scenarios using the GAMS/SCENRED toolbox.
he reduced scenarios are shown in Fig. 4, in which the blue lines
enote the expected values of the reduced scenarios. In this figure,
he shaded portion shows any changes associated with the reduced
cenarios relative to the expected values.

Three cases were studied to corroborate the feasibility and effective-
ess of the proposed ALOS as follows:

• Case 1: Applying the ALOS to the test system only under normal
condition;

• Case 2: Applying the ALOS with considering both normal and
islanding conditions. In this case study, the resilience-target con-
straints, i.e.,(7a)–(7i), were ignored in the framework of the
ALOS;

• Case 3: Similar to Case 2, but the resilience-target constraints were
embedded in the ALOS (our proposed strategy).

hese cases are important because, firstly, the behavior of each par-

ition can be analyzed under normal operation mode, and then the
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Fig. 3. One-line diagram of the partitioned IEEE 30-bus test system.

Fig. 4. Scenarios of (a) wind power; (b) PV power; and (c) electrical load.

impacts of the adopted resilient-oriented strategy on maintaining the
survival of each partition under stressful condition, i.e., islanding oper-
ation, can be investigated. The differences between cases 2 and 3 would
highlight the importance of considering the resiliency constraints.

All case studies were codified as a MILP problem and solved using
the CPLEX solver under GAMS environment [26], on a laptop with
Intel i7-4500U 1.8 GHz and 6 GB of RAM. The computation times
in all studies were less than 240 s, while the mip gap was 0.5%.
Computational time is a very important issue in real-time studies. So,
to evaluate the computational complexity of the proposed ALOS, the
optimization problem was resolved on a computer with AMD Ryzen i9-
5000 and 24 GB of RAM using cloud computing services. In this case, the
computation time was reduced to less than 10 s. It can be concluded
that the proposed ALOS is developed with the least level of complexity
and can be an ideal option for power system operators to evaluate
resiliency-enabling algorithms.

4.2. Results and discussion

To evaluate the performance of the ALOS under the introduced
cases, the expected values have been selected as an illustrative scenario,
and the simulation results are presented based on them in the next
sub-section.
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4.2.1. Real-time operation results
Results of implementing ALOS in each partition for each case study

are provided in Table 1. As evident from Table 1, in case 1, the
proposed strategy was applied to partitions 3, 2, and 1 using the nested
formation algorithm, respectively, and all critical and non-critical loads
were met using local resources as well as power exchange between
adjacent partitions. However, in case 2, when the real-time failures
occurred in the common lines between adjacent partitions, the ALOS
failed to satisfy the local operational constraints in partition 3. Hence,
the optimization results were not feasible in the islanding mode in
this partition without considering the resilience-target constraints. As
stated in Pseudo-code 1, because the ALOS was infeasible in partition
3, the nested formation algorithm was stopped, and the ALOS was not
implemented in partitions 2 and 1. In contrast, once the presented
resilience-target constraints were embedded in the ALOS (case 3), the
ALOS had reached an acceptable preparedness level to respond to real-
time failures and keep all three partitions’ normal performance during
stressful conditions. Based on Table 1, if the unscheduled islanding
mode occurs, the ALOS will be forced to shed 30.566 MWh of non-
critical loads in partition 3 to satisfy local operational constraints under
case 3. However, other partitions will cover all non-critical loads,
i.e., 𝑅𝐼1 = 1 and 𝑅𝐼2 = 1, in addition to critical loads by relying
on their local resources. In other words, the local generation units in
partitions 1 and 2 would provide sufficient spinning reserve to cover
the critical and non-critical loads located in these partitions when the
islanding operation occurs in any period of 24-hour schedule. But, the
local generation units in partition 3 have not been able to provide the
required spinning reserve to cover the non-critical loads located in this
partition to deal with the islanding operation occurring in real-time
sessions. Comparison of results in Table 1 clearly indicates that ignoring
resilience-target constraints in the ALOS leads to technically infeasible
outcomes during islanding mode in the innermost partition.

From an economic point of view, the total operating costs of parti-
tions 3 and 2 were increased from $1,024.941 and $791.5 under case
1 to $7,480.228 and $1,168.717 under case 3, respectively. Therefore,
it can be concluded that although the resilience-target constraints
guarantee the resilient operation of each partition during unscheduled
islanding states, but have led to significant increases in the total opera-
tion cost of innermost partitions, i.e., 𝑙3 and 𝑙2. It is worth mentioning
that the cost of load shedding will be imposed on partition 3 only
under the worst-case realization of incidents. Otherwise, this amount,
i.e., $6,113.242, will not be part of the daily operating costs of partition
3. On the other hand, comparing case 3 to case 1, it was found that
the total operation cost was decreased significantly in the outermost
partition, i.e., 𝑙1.

Based on the presented resilience-target constraints, the ALOS re-
sults were revised in case 3 by changing the commitment status of
thermal units and tri-state CAES systems compared to case 1. The
resulting changes from the thermal units’ commitment status in case
3 compared to case 1 are shown in Fig. 5. As one would expect, the
total running hour of thermal units in case 3 is more than in case
1. For instance, unit G6 was turned on in case 3 since the beginning
of the scheduling period and has had more involvement in the local
operation of partition 3 than in case 1, which resulted in a 327.295 USD
increment in the operation cost. This happens because by applying the
resilience-target constraints, each partition was more risk-averse and
prepared more spinning reserve capacity to mitigate the adverse effects
of islanding mode as well as to accommodate the uncertainties.

To assess the preparedness level of each partition to handle the
islanding mode, in case 3, the prepared spinning reserves in each
partition by thermal units and tri-state CAES systems were calculated
and compared with the active power exchanged between adjacent
partitions in normal mode, as shown in Fig. 6. In this figure, positive
amounts indicate the power exports from partition 𝑙 into the adjacent
partitions. The negative amounts correspond to power imports from
adjacent partitions into partition 𝑙. It can be inferred from Fig. 6
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Table 1
Expected operation costs and resiliency index (RI) evaluation report.

Partitions Case no. Operation cost of
thermal units ($)

Operation cost of
CAES systems ($)

Cost of renewable
power curtailment ($)

Cost of load
shedding ($)

𝑅𝐼𝑙 (%) Total operation
cost ($)

𝑙3
Case 1 843.947 178.131 2.863 - - 1,024.941
Case 2 INF
Case 3 1171.242 192.881 2.863 6,113.242 96.94 7,480.228

𝑙2
Case 1 780 0 11.5 - - 791.5
Case 2 NS
Case 3 880.783 77.5 210.434 0 100 1,168.717

𝑙1
Case 1 9,461.987 124.198 0 - - 9,586.185
Case 2 NS
Case 3 9,252.68 3.25 10.094 0 100 9,266.024

Note: INF-ALOS was infeasible; NS-ALOS was not solved
Fig. 5. Thermal units schedule in (a) case 1; and (b) case 3.

Fig. 6. Comparing total spinning reserve in (a) 𝑙1; (b) 𝑙2; and (c) 𝑙3 with exchanged
power between (a) 𝑙1 ↔ (𝑙2, 𝑙3); (b) 𝑙2 ↔ (𝑙1, 𝑙3); and (c) 𝑙3 ↔ (𝑙1, 𝑙2).

that the deployed reserves in partitions 1 and 2 were sufficient and
deliverable to cover all critical and non-critical loads locally during
the unscheduled islanding mode, which was also expressed in Table 1.
However, the spinning reserve provided in partition 3 was 30.566 MWh
less than the exchanged power with adjacent partitions during the
scheduling period, which will cause to shed non-critical loads during
islanding mode.
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Fig. 7. Optimal mix of sources to meet demands of 𝑙3 in (a) case 1 and (b) case 3.

For more detailed analysis, Fig. 7 shows the sources used to meet
the total demands of partition 3 in cases 1 and 3. As observed, when
the ALOS was applied to partition 3 in line with the resilience-target
constraints (case 3), the share of local resources, i.e., unit G6, CAES 1,
and CAES 3, in the supplying of demands is increased by about 8%.
However, this amount is not enough to fully cover the demands of
partition 3 under islanding operation mode.

4.2.2. Sensitivity analysis
At first, a sensitivity analysis on the curtailment rate of RESs and

𝑅𝐼𝑙 was performed for different amounts of the maximum partici-
pation capacity of tri-state CAES systems in expanding, i.e., 𝑀𝐶𝑒𝑥𝑝,
and compressing, i.e., 𝑀𝐶𝑐𝑜, modes with considering resilience-target
constraints (case 3) in Table 2. This analysis would help to address
one of the main challenges of this study in relation to the opportuni-
ties created by multi-carrier energy conversion facilities for real-time
emergency control of power systems. To do this, 𝑀𝐶𝑒𝑥𝑝 and 𝑀𝐶𝑐𝑜

were increased/decreased by 10 MW compared to the base values,
which in the previous analysis were 20 MW. From Table 2, it can be
seen that the curtailment rate of RESs in all partitions is decreased by
increasing the values of 𝑀𝐶𝑒𝑥𝑝 and 𝑀𝐶𝑐𝑜. In addition, with increasing
the amounts of 𝑀𝐶𝑒𝑥𝑝 and 𝑀𝐶𝑐𝑜, 𝑅𝐼3 is increased by up to 99.75%
compared to the base case, which will reduce the cost of load shedding
in the islanding mode. Therefore, increasing the reservoir capacity of
CAES systems can enhance the survivability of the innermost partitions.
However, it may result in an increment in the total operation cost of
CAES systems. Hence the system operators must consider the optimal
trade-off between economic issues and resiliency level.

In next step, the effect of parameter 𝛽 on the implementation of the
ALOS in each partition was analyzed, the results of which are presented
in Table 3. To execute this sensitivity analysis, 𝛽 was increased from 0.5
to 0.7 applying four equal steps. According to the obtained results and
efficient frontiers, with increasing the value of 𝛽, the curtailment rate of
RESs was decreased dramatically in innermost partitions as well as 𝑅𝐼3
was increased from 96.05% to 97.1%. However, when 𝛽 was set to 0.7,
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Table 2
Sensitivity of the ALOS to 𝑀𝐶𝑒𝑥𝑝 and 𝑀𝐶𝑐𝑜 in case 3.
Partitions 𝑀𝐶𝑒𝑥𝑝 −𝑀𝐶𝑐𝑜 (MW)

10 20 (Base values) 30

𝑙3
𝑅𝐼3 (%) 93.81 96.94 99.75
Curtailment rate of RESs (MWh) 0.143 0.143 0

𝑙2
𝑅𝐼2 (%) 100 100 100
Curtailment rate of RESs (MWh) 20.123 10.521 9.31

𝑙1
𝑅𝐼1 (%) 100 100 100
Curtailment rate of RESs (MWh) 0.504 0.504 0
Table 3
Sensitivity of the ALOS to 𝛽 in case 3.

Partitions 𝛽

0.5 0.55 0.6 0.65 0.7

𝑙3
RI (%) 96.05 96.66 96.94 97.03 97.1
Curtailment rate of RESs (MWh) 5.05 0.143 0.143 0.143 0

𝑙2
RI (%) 100 100 100 100 INFCurtailment rate of RESs (MWh) 24.79 16.55 10.521 7.687

𝑙1
RI (%) 100 100 100 100 NSCurtailment rate of RESs (MWh) 0.504 0.504 0.504 0.504

Note: INF-ALOS in 𝑙2 was infeasible; NS-ALOS in 𝑙1 was not solved.
the ALOS was infeasible in partition 2 during normal operation. In this
case, increasing the dependence of the adjunct partitions to each other,
i.e. increasing 𝛽, can lead to increased internal network congestions
on outermost partitions. This means that although increasing 𝛽 can
ave positive effects on the innermost partition, it may cause the
rid codes to be violated on outermost partitions in normal operation
ode. Therefore, it can be concluded that the feasibility of the adopted
ecentralized scheme and the survivability level of innermost partitions
s negatively correlated. Thus, the proposed ALOS can make more
onservative decisions to moderate this adverse effect in line with the
esilience requirements.

Furthermore, to investigate the impact of the duration time of the
slanding operation, i.e., 𝜏, on the total amount of load shedding,
ensitivity analysis was performed. For comparison, 𝜏 was set from
0 min to 135 min in case 3. The total load shedding of all partitions
nder different values of 𝜏 is shown in Fig. 8. As it is obvious, if the
artitioned-based test system operates in islanding mode for 𝜏 = 75
inutes (fault clearing time), the total amount of load shedding is equal

o 30.566 MWh. According to the obtained results in the previous sub-
ection, it is clear that this amount is related to partition 3. If the fault
learing time is longer than 80 min, the total amount of load shedding
ncreases linearly. Based on Fig. 8, the islanding operation is feasible
nly up to 𝜏 = 135 minutes, after which the optimization problem will
e infeasible. In other words, local resources are only able to supply
oads located on each partition for up to 135 min, after which the
echnical and operational constraints are violated.

.2.3. Accuracy and feasibility of the proposed ALOS
In this sub-section, the contingency analysis was performed by

eans of DIgSILENT PowerFactory [27] to demonstrate that each
artition can survive when exposed to severe disorders under the
roposed ALOS. To this end, at first, the impact of different elements
n increasing line loading rate was evaluated by considering multiple
ault scenarios based on the n-2 contingencies. The outcomes of the con-
ingency analysis showed that if thermal unit G04, which is connected
o bus 8, is out of service, the maximum loading rate will be imposed
n transmission lines. Hence, to simulate the worst possible series of
vents, it is assumed that the unscheduled outage of G04 occurs during
he scheduling horizon along with the islanding conditions. Table 4
emonstrates the 𝑅𝐼𝑙 in case 3 when the defined disturbances occurred
uring the real-time session. According to the simulation result, it can
e seen that the resiliency index for each partition does not change even
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n the case of G04 outage during the islanding operation. Therefore,
Fig. 8. Sensitivity of total amount of load shedding to 𝜏 in case 3.

Table 4
Resiliency index (RI) evaluation under the worst possible series of events in case 3.

RI (%) in:

Only islanding mode G04 outage condition at the
same time as islanding mode

𝑙3 96.94 96.94
𝑙2 100 100
𝑙1 100 100

if the defined disturbances occur in real-time, partitions 1 and 2 will

be able to handle all local demands without violating the operational

constraints. In contrast, 3.06% of non-critical loads on partition 3

will not be met due to the power flow limits. This means that using

the proposed strategy, taking advantage of the technical opportunities

created by the resiliency constraints, makes it feasible for partitioned-

based power system operators to deal with an even larger number of

stressful scenarios.
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5. Conclusions and future work

This paper took the first steps for the decentralized resilient opera-
tion of partitioned-based power systems in the presence of renewable
energy sources (RESs) by developing the real-time adaptive local oper-
ation strategy (ALOS). The overarching purpose of the proposed ALOS
was to operate each partition locally in order from the innermost to
the outermost partitions to optimize the local generation resources,
i.e., thermal units and tri-state compressed air energy storage (CAES)
systems. In addition, the proposed ALOS was sought to take preventive
measures for each partition to mitigate the power mismatch in the
unscheduled islanding situation, which may be occurring after real-time
failures in the common lines between adjacent partitions. The frame-
work was modeled as a two-stage stochastic problem to handle the
uncertainties arising from demands and RESs and was solved using the
nested formation algorithm. The feasibility of the proposed approach
was validated by numerical experiments on the IEEE 30-bus test system.
The main conclusions could be drawn as:

• The joint exploitation of the proposed ALOS and set of resilience-
target constraints enhanced the preparedness of each partition by
increasing the spinning reserve obtained from local resources to
survive critical loads and maximize the supply rate of non-critical
loads as soon as the islanding mode appears in real-time decisions.

• Compared to traditional resilience-oriented operations, the pro-
posed ALOS was capable to derive appropriate local solutions
separately for each partition, which could increase computa-
tional accuracy and preserve privacy-preserving requirements in
partitioned-based power systems.

• Numerical results showed that the proposed ALOS in coordination
with resiliency constraints would supply almost 100% of total
critical and non-critical demands during islanding mode, while
capturing different sources of uncertainty.

• The use of tri-state CAES systems, in addition to reducing the
renewable power curtailment by up to 55%, also played an un-
deniable role in enhancing the resiliency of each partition.

• The outcomes of this study can help partitioned-based power sys-
tem operators to understand the local operation of each partition
and adopt efficient defense plans for each partition.

The scope of the presented strategy did not include the transient
tability analysis during the islanding operation. Hence, the authors’
uture research endeavor will concentrate on deriving a small-signal
odel to analyze the stability of each partition as well as the overall

ystem once an unexpected event happens at common lines between
djacent partitions.
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