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Abstract

As the frequency and intensity of natural disasters increase, there is growing recognition of the need to ad-
dress climate change and limit the increase in global average temperature. The shipping industry, which
contributes 2.9% to global anthropogenic greenhouse gas emissions, plays a significant role by releasing sub-
stantial amounts of CO,, other harmful gases, and fine particles, negatively impacting climate change and
the health of those near ports or waterways. As part of a wider initiative to reduce those effects, the Interna-
tional Maritime Organization has set the goal for the shipping industry to achieve net zero emissions by 2050.
In order to accomplish this, accurate and comprehensive information on emissions is crucial.

Various methods have been developed to estimate emissions in the shipping industry. Top-down methods
are applied using large-scale data to estimate emissions over a wide area. This approach provides a com-
prehensive overview but lacks the specific details required for local interventions. In contrast, bottom-up
methods are applied and start with detailed data at the source and aggregate information to estimate the to-
tal emissions. Bottom-up methods offer more precise insights, however, more extensive data and complex
modeling is required. To obtain more precise understandings, the modern bottom-up models use Automatic
Identification System as input, a globally used system for tracking vessels. AIS data consists, among others,
of time-dependent variables such as speed, location, and ship identification number. The data is used to
assign an operational mode to the ship (sailing, maneuvering, anchoring, berthing). Based on this mode, it is
determined if the main engines of the ship are on. If they are, the engine power is calculated from the resis-
tance force acting on the moving ship. It is possible to convert engine power to fuel consumption and later to
emissions with Specific Fuel Oil Consumption and emission factors.

Currently used emission models calculate engine power with the use of empirical formulas. So far, these
models have mostly been validated by comparing them either to a noon report, or to another model. As a
result, it gives no insight into the capability of a model to predict with a high spatial resolution, which is im-
portant in port areas and inland waterways.

There is little room for improvement in current semi-empirical bottom-up methods. However, in recent
years, machine learning has shown the capability of replacing and often outperforming empirical models
in other fields of research. This is due to the ability to model nonlinear behavior, find relations that humans
can not, and work in higher dimensions. As a ship’s engine power is reliant on a multitude of factors, machine
learning might be the solution towards more accurate predictions.

This research aims to assess the capability of machine learning models to predict a ship’s engine power with
a high spatial resolution, with a focus on LSTM models. To do so, onboard sensor data from two ships was
used; one sea-going container vessel and one inland tanker. The measured data was used to validate the
semi-empirical method. Afterwards, the machine learning model was trained against the same sensor data.
The predictions of the semi-empirical and machine learning models were then compared to one another.

Comparisons showed that the error for total energy used for the container vessel went from +62.87% to -0.82%
when using a Bi-LSTM model with speed, acceleration, draught and depth as input. For the assessment of the
spatiotemporal predictions, the MAE and RMSE were used. Based on these performance indicators, a normal
LSTM network with speed, acceleration, draught and depth as input performed best. The MAE compared to
the reference went down from 9542 to 2863, or about 7% of the maximum engine power.

The second case study highlighted the challenges that come with engine power prediction in inland water-
ways. Firstly, the fact that the speed over ground is used has a bigger influence in this case, as the ship will
always sail with or against the current. Secondly, the influence of the blockage factor can not be ignored with-
out having higher losses. In addition to these two shortcomings, the model was trained on a diesel-electric
ship. This ship has a much more constant power profile than ships with a more classical propulsion run on
fossil fuels. This likely made the model more robust to changes. The combination of these three aspects
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xiv 0. Abstract

caused less accurate predictions. Although there was more data available, errors were higher than for the
case study. The best performing models showed a +3.41% error on total energy use and an MAE of 205.65, or
about 12.8% of the maximum engine power.

This research has contributed new insights to the field of maritime emission modeling. The potential of ma-
chine learning models has been shown in comparison to an existing semi-empirical model. In addition, this
model has now been validated using measurement data for a seagoing container vessel. Finally, shortcom-
ings of the method using machine learning were exposed and a solution is proposed for a more complete,
generalizable model.



Introduction

1.1. Research context

In recent years, awareness of climate change has significantly increased. People are realizing the urgent need
for action to prevent the global average temperature from increasing by more than 1.5°C, as outlined in the
Paris Agreement United Nations Framework Convention on Climate Change, 2015. The shipping sector con-
tributes over 2.9% to global Greenhouse Gasses (GHG) emissions and is critical in reducing fuel consumption
(International Energy Agency, 2022). Large ships emit substantial amounts of CO2, other harmful gases, and
fine particles as they enter and leave ports, impacting climate change and the people living and working near
ports. Consequently, the International Maritime Organization (IMO) member states have set the goal for
the maritime shipping industry to achieve net zero emissions by 2050 (International Maritime Organization,
2023). In order to meet this goal, E-fuels and alternative fuels are currently being developed. However, signif-
icant time and effort will be required for these changes to be implemented on a large scale. Therefore, there
is a pressing need to minimize the use of currently employed fuels.

To reduce the emission of harmful gases, it is necessary to have a better understanding of their causes. Ac-
curate emission data can be used to implement countermeasures like Carbon Capture, Utilization and Stor-
age (CCUS), which involves capturing and storing Carbon Dioxide (CO2), often underground. This approach
can help achieve net-zero emissions without requiring zero emissions. A clearer understanding of emissions
can also help track emission changes over time, assess the effectiveness of emission-reduction strategies, and
determine the optimal timing and location for using alternative energy sources. Additionally, it can identify
areas where the most significant emission reductions can be achieved, such as shore power or electric tugs.

1.2. Research problem

Several emission calculation methods have been developed over the years, which can be divided into two
main groups: top-down and bottom-up. In the top-down approach, total emissions are calculated directly
without considering vessel characteristics. Emissions are calculated from total worldwide fuel sales (Interna-
tional Maritime Organization, 2020b). Because vessel characteristics are not considered, the emissions per
type of vessel are hard to distinguish. Furthermore, the method calculates no spatial information from total
fuel sales numbers. For CO2, this might not be of high importance, but for more locally harmful emissions,
such as Nitrogen Oxides (NOx) or Particulate Matter (10 micrometers or smaller) (PM10), such information
can be invaluable to the health of citizens (International Maritime Organization, 2023).

In the bottom-up approach, the energy use per vessel is calculated first, which makes it possible to calculate
fuel use and emissions. Holtrop and Mennen, 1982, introduced formulas to calculate energy use from fric-
tion acting on a ship, which is still used nowadays to calculate engine power. The method used is based on
the principle that, at constant speeds, the ME power is proportionate to the resistance. In recent years, the
mandatory Automatic Identification System (AIS) on vessels has been used to implement the method to esti-
mate emissions. Since 2004, AIS transponders are mandatory for all ships of 300 gross tonnage and upwards
engaged on international voyages, cargo ships of 500 gross tonnage and upwards not engaged on interna-
tional voyages, and all passenger ships irrespective of size (International Maritime Organization, 2020a). The
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fact that AIS data are readily available makes it possible to obtain a complete overview of all larger vessels in
international waters and approximate their engine loads over time. Van Den Berg, 2022, proposed a model
based on AIS that calculates emissions specifically in the port area. The model uses a distinction between
multiple operational modes, as suggested by International Maritime Organization, 2020b. When a ship is
assumed to be sailing or maneuvering, friction formulas are used to calculate the Main Engine (ME) power.
When anchoring or berthing, the ME is assumed to be off. In addition, this model calculates Auxiliary En-
gine (AE) power based on the operational mode, the type of ship, and the size of the ship, which leads to
a complete and detailed overview of the amount and cause of emissions. While the model shows promise
in this regard, it has so far only been tested in a port environment and was validated against other models,
but not against measurements. As a result, the accuracy of the model is not known. Lastly, the distinction
between operational modes, as given by the IMO, is meant as a general guide to determine the operational
mode for all ship types. As various ship types have their own characteristic behavior, this distinction might
be improved for some ship types. For example, a ship is berthing when it is on- or offloading. For a container
vessel this happens only in the port, but a tanker could also load at a jetty outside the port. Since the sizes of
ships differs, the speed at which they are maneuvering is hard to generalize.

As bottom-up methods were developed and improved, Machine Learning (ML) gained in popularity due to
advancements in computer science and increased computing power. Pedersen, 2009, showed that it is pos-
sible to predict the mean propulsion power during a period of 10 minutes with a relative error of less than
2.7%. This is done in the research using a single hidden layer Neural Network (NN) and uses ship speed,
relative wind speed and direction, air temperature, and seawater temperature. Ahlgren and Thern, 2018, pro-
posed a new method to use automated ML to predict a cruise ship’s Fuel Oil Consumption (FOC), showing a
significant decrease in error from linear regression. The ML models use sensor data as input, so to calculate
total emissions with the bottom-up method, sensor data is needed from all vessels considered. As AIS is more
widely available than the sensor data used in the studies above, a model that uses AIS as the input could be
used for more ships. This has not been done yet, and would give a better idea of the ship’s location when it
emits GHGs. In Chen et al., 2022, a shallow neural network was shown to have a mean average percentage
error (MAPE) of over 23%. Nevertheless, more potential was expected with the right training and configura-
tion. ML in combination with AIS was considered before in Murray and Perera, 2021, where AIS is used to
train a ship behavior prediction model for collision avoidance. Additionally, ML can speed up calculations.
For example, mapping ships’ emissions worldwide can require significant computing power, but using an
LSTM can be much quicker than numerical simulation. When replacing a traditional numerical oil reservoir
simulation with an LSTM model, CPU time goes down by 89.57% (Huang et al., 2022).

To summarize, there is a growing need for better FOC prediction or emission estimates. While methods have
been developed to do so, they have trouble capturing the nonlinear relations between speed, vessel charac-
teristics, and engine power. ML has proved useful in this regard, although it has its own limitations. A lack of
data would make it hard to train an accurate model. Additionally, ML has only been used to model ME power
so far, neglecting AE altogether. A combination of an operational mode based bottom-up model and ML for
the sailing mode could tackle all shortcomings mentioned above. Additionally, developed bottom-up models
have often been compared to other models or to noon reports, leaving a gap in knowledge about their spatial
accuracy.

1.3. Research objectives

The goal of this research is to investigate if it is useful to use a combination of an operational mode-based
bottom-up model and ML, while finding the optimal input variables. The focus is on nonlinear parts that are
hard to model with empirical methods. This should lead to more accurate predictions of engine power, and
therefore emissions, during sailing. Figure 1.1 shows that the most time is spent sailing, making it the most
important mode to improve accuracy for. By combining the ML with the operational mode-based bottom-up
model, no new method has to be devised to predict other modes. Additionally, this keeps the possibility of
modeling AE power and emissions. Since the focus is only on the sailing part of each trip, it is important to
assign the right operational modes. Therefore, the current method developed by the IMO will be assessed.
Lastly, since high frequency sensor data is available, a current state-of-the-art emission model can be vali-
dated in its spatiotemporal accuracy.
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Figure 1.1: Time spent in each mode

1.4. Research scope

In this research, the focus will be on the energy use of sea-going container vessels and inland liquid bulk
vessels. It is possible to apply the same theory to more types of vessels, such as passenger vessels (cruise
ships). However, because these types of ships might have significantly different fuel usage patterns, other
sorts of vessels than the seagoing container and inland tanker ship will not be part of this study. As a direct
consequence, the goal is to provide a more accurate estimate of the energy use of these ships. Since the
available data are, for now, limited to two ships, variables such as size and weight are not taken into account.
However, the models will be set up in such a way that these static variables can be easily added in future.
The variables that could be used to make a generalizable model are addressed as well. In addition to the
measured data, AIS, and bathymetry, no other data sources are used. Lastly, while decreased computation
times are a compelling reason to investigate ML models, the decrease in computational effort is not assessed
in this research.

1.5. Research questions
From the research gap found, the following research question can be formulated:

How can supervised machine learning models, trained on on-board sensor data and applied to AIS data,
enhance the prediction of a ship’s main engine power?
To answer this research question, the following subquestions should first be asked:

1. What are current state-of-the art emission models that could be compared to a new proposed ML
method?

2. How are operational modes assigned, and how could this be improved?

3. Which machine learning algorithms could be suitable for predicting a ship’s ME power using AIS as
input?

4. How do ML models, trained on measurement data, perform against an existing state-of-the-art emis-
sion model?

5. Which variables are important when estimating ME power from AIS using ML models?

6. What is needed to make an ML model that predicts ME power using AIS generalizable?
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1.6. Outline

This research will address the subquestions before delving into the main research question. In Chapter 2,
a background of emission modeling will be provided, identifying the strengths and weaknesses of existing
models. This will help in choosing a state-of-the-art emission model to compare with the ML models. Chap-
ter 3 will utilize literature to find one or more suitable ML algorithms. This will involve identifying the type
of problem that needs to be solved and finding model requirements along the way. The discussed models
will then be compared with respect to the set requirements and suitable models will be chosen. Chapter 4
will outline the steps needed to compare the IMO/HM model with the ML models. An overview of the cases
will be given and specific choices for each case will be explained. Subsequently, Chapter 5 will discuss the
results for both cases. This will be followed by Chapter 6 which will include a discussion of limitations and
recommendations for future research. Finally, Chapter 7 will summarize the findings by answering each sub-
question, after which the main research question will be addressed.



Maritime emission modeling

Several methods were developed to estimate shipping emissions, each with specific goals, strengths, and
weaknesses. This chapter will provide background information on some of these models, answering the sub-
question: What are current state-of-the art emission models that could be compared to a new proposed
ML method? By presenting the strengths and weaknesses of the considered models, a suitable one can be
chosen to be compared to the ML models. While emission models are considered, onboard sensors do not
measure emissions. They do however measure engine power. As there is a clear consensus about the calcula-
tion from engine power to emissions, all models will be explained up to the engine power, which is what will
eventually be compared to the sensor data. The focus will be on bottom-up models only. Top-down do have a
place in emission modeling, however, they do not provide spatiotemporal information about emissions. This
makes them unsuitable for local emission studies. Additionally, bottom-up models predict more emissions
in general, suggesting that the top-down approach might give an incomplete image. A possible cause for this
is lacking fuel sales data International Maritime Organization, 2020b. As AIS is mandatory in all ships with a
Gross Tonnage (GT) of over 300 tons, it is quite complete.

2.1. Research history

2.1.1. STEAM

Using the a simplification of the principles for ship resistance, Jalkanen et al., 2009, introduced the Ship Traffic
Emission Assessment Model (STEAM), which utilizes AIS data to estimate emissions in the Baltic Sea. The
model’s core lies in the ability to estimate a ship’s instantaneous power, P, as a function of its velocity, V. To
achieve this, they simplify the complex relationship between power and velocity, given by:

1 1
Piransient = (CE+Cr+Cxp + CAA)(E * V3% S)E_ (2.1)
0

where:
¢ Cr is the frictional resistance
¢ Cp is the residual resistance
e C, is the appendage resistance
e Caga is the air resistance
¢ V Is the speed of the ship
¢ Sis the wetted surface of the ship

* ¢ is the propulsive coefficient
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The authors simplify this equation by assuming that the resistance coefficients (Cr, Cgr, Ca, Caa), wetted
surface (S), and propulsive coefficient (¢p) are constant for a given ship. This simplification allows them to
express the instantaneous power as:

3
k * Vtransient 2.2)

0.5143

Ptransient =

Where k is a ship-specific constant calculated as:

€p * Pinstalled

k=0.5143 « (2.3)

(Vdesign + Vsafety)3
Where:

* ¢p is the main engine load at maximum continuous rating (assumed to be 0.8)
* Piustalled 1s the total installed power of the main engines (kW)
* Viesign is the design speed of the vessel (m/s)

* Viafery is a safety margin added to the design speed (m/s)

This simplified equation allows for a more practical implementation of the model using readily available data.
However, it is important to note that the assumption of constant resistance coefficients may introduce some
inaccuracies, especially since frictional resistance is known to vary with velocity. According to their research,
however, the difference is likely to be limited.

In addition to the main engine power, STEAM also estimates AE power based on ship type and operational
mode (e.g., cruising, maneuvering, hotelling). Passenger ships are assumed to use 4000 kW of auxiliary engine
power in any operational mode. For other ship types, 750 kW of AE power is used during sailing, whereas 1250
kW is used during maneuvering and 1000 kW when berthed. Note that no distinction is made in sizes, only
per ship type. A maximum 20% of the installed ME power is assumed for AE output. Furthermore, the model
incorporates the effect of waves on fuel consumption and emissions, using data from the WAve Model (WAM)
and empirical relationships to adjust the power requirements accordingly.

The STEAM model is validated by comparing its predicted fuel consumption with actual values reported by
shipowners. The results of the model were in line with the actual reported usage, particularly for passenger
vessels, with an accuracy of 6%. This validation process emphasizes the model’s capacity to provide reliable
emissions estimates, which are crucial for formulating effective emission reduction strategies in the maritime
industry.

While STEAM represents a significant advancement in emissions modeling, it has some limitations. The
model does not account for particulate matter (PM) emissions due to insufficient data on fuel types and ash
content. Additionally, the model’s accuracy can be affected by outdated or inaccurate technical data for some
ships, as well as gaps in AIS data. Furthermore, all vessels are handled as single-propeller ships. Despite these
limitations, STEAM provides a valuable framework for estimating ship emissions and has paved the way for
further research.

2.1.2. MoSES

The modular ship emission modeling system (MoSES) was created to calculate ship emissions with high
spatial and temporal resolution, as proposed in Schwarzkopf et al., 2021. First, it gathers AIS signals for a
specific area using a bounding box to capture the ship locations. Each signal contains a unique Maritime
Mobile Service Identity Number (MMSI) number, which is used to gather trip data for each ship and extract
ship characteristics from the IHS Markit database, where important characteristics for almost all large vessels
are stored. Examples are Deadweight Tonnage (DWT), GT, length, width, ship type, fuel type, engine age, and
engine type, among others. The AIS and ship data are combined using the MMSI, which is included in the
AIS signal. When the GT is unknown, a method is suggested to estimate it using the ship type and the length
or draught (Equation 2.4). The GT can then be used to estimate the main engine’s maximum power, again
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relying on the ship type (Equation 2.5). The service speed S, is a function of the main power. Vessel speed
obtained from AIS finally determines the engine load (Equation 2.8), which defines energy consumption. Fi-

nally, the energy consumption is converted to emissions using emission factors.

GT(x) = a-x? with x=Lor D
Ppain(GT) = a-VGT
RPMynain(Ppain) OF Sser (Pain) = a+ (b= a) - e~ Fmain
Paux(Pmain) = a- Prain

S 3
el
Sser

E=AT-(ELmain" Pmain + ELaux - Paux)
Where:
e GT(x): Gross tonnage of the vessel
¢ x: Either the length ((L)) or the deadweight tonnage ((D)) of the vessel
¢ a: An empirically found coefficient
* b: An empirically found coefficient

* Puain(GT): Power of the main engine

(2.4)

(2.5)

(2.6)

(2.7)

(2.8)

(2.9)

* RPMyain(Pmain) OF (Sser (Pmain)): Revolutions per minute of the main engine or service speed of the

vessel
* g, (b): Minimum and maximum RPM or speed
¢ c: A coefficient
* Ppain: Power of main engines
¢ P,ux: Power of the auxiliary engines
e EL: Engine load
¢ S: Current speed of the vessel
¢ Sser: Service speed of the vessel
¢ E: Total energy consumed

e AT: Time interval

Several steps in the process above introduce uncertainties that may compound one another. Characteristics
like GT, ME power, and service speed are all estimates based on empirical functions. ME power is a result of
the ratio between the actual speed and the service speed. No distinction seems to be made between engine
age or hull shape. One of these assumptions on its own is not likely to lead to large errors, but together, they
might. In addition, the relation between vessel speed and engine power is assumed to be of the third power,

which is a simplification of reality.
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2.1.3. IMO/HM Model

The two previously mentioned models assume a correlation between power and velocity through a third order
power, in contrast to the comprehensive resistance calculation by Holtrop & Mennen. Based on this method,
Segers, 2021, proposed a model to calculate emissions in inland waterways, in which shallow water effects
are considered. This was later expanded on in Van Den Berg, 2022, by including a distinction in operational
modes, as suggested by the IMO in International Maritime Organization, 2020b. Lastly, whereas the MoSES
model uses formulas obtained from regressions to fill in unknown ship variables, this model uses a probabil-
ity distribution for the ship parameters, based on the ship type. This should lead to more reliable estimates,
when looking at a large enough data set. From now on, this model will be named the IMO/HM model.

Holtrop and Mennen, 1982, presented a statistical method for predicting the power requirements of a ship
during the initial design stages. The method is based on regression analysis of model experiments and full-
scale trial data. The authors provide a set of empirical formulas to estimate the various components of ship
resistance, including frictional resistance, form factor, appendage resistance, wave resistance, and additional
resistance due to a bulbous bow or transom stern.

The total resistance of a ship is given by:

RT=Rp(l+k)+RApp+Rw+RB+RTR+RA (2.10)
Where:

¢ Ry is the total resistance

* Rp is the frictional resistance (calculated using the ITTC-1957 formula)
¢ (1+k) is the form factor

* Rapp is the appendage resistance

* Ry is the wave making resistance

¢ Rp is the additional pressure resistance of the bulbous bow

* Rrr is the additional pressure resistance due to the transom stern

* R, is the model-ship correlation resistance (accounts for roughness and air resistance)

In addition to the resistance formulas, the authors provide formulas for estimating the propulsion factors
(wake fraction, thrust deduction, relative rotative efficiency) and propeller efficiency. These factors are es-
sential for calculating the required propulsive power of the ship.

The authors acknowledge that the method may not be accurate for unconventional hull forms or extreme
combinations of parameters. However, it provides a useful tool for estimating the power requirements of a
ship during the initial design stages, when detailed information about the hull form and appendages may not
be available.

The proposed method is based on a combination of the resistance method and IMO guidelines from recurring
IMO studies aimed towards emission modeling. These studies aim to increase understanding of worldwide
emissions in the shipping sector and the progress of these emissions throughout the years. According to the
IMO, the ME and AE fuel consumption profiles differ based on the operational modes. The IMO/HM method
uses AIS to identify the right operational mode. If the ship is considered to be in anchoring or berthing mode,
the ME is considered to be switched off, and ME emissions should, therefore, be zero. If the assigned mode is
maneuvering or sailing, the method of Holtrop and Mennen, 1982, is used.

When deciding on an operational mode, the distance to the destination or starting point, along with the
speed, plays a significant role. If a ship is not in motion it is either berthed in a port or anchored at sea.
Additionally, ships are considered to be maneuvering when moving near a port, as they need to slow down
when entering and speed up when leaving. Tugs are often used to assist with these maneuvers. When at sea,
and above a certain speed, ships are assumed to be sailing. The decision matrix, as given in International
Maritime Organization, 2020b, is presented in Table 2.1. In Chapter 5, the performance of this matrix will be
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Operational mode

“Berthing”™ “Manoeuvring”

ME: Power estimate

ME: engines are off based on resistance

AE: Power estimate AE: Power estimate
based on values IMO4 based on values IMO4

Figure 2.1: Flowchart of method developed in Van Den Berg, 2022

evaluated. If needed, adjustments can be made.

Distance to destination
Speed over ground <1nm 1-5nm >5nm
< 0.5knots Berthing Anchoring / Berthing* | Anchoring
0.5 — 3knots Anchoring Anchoring Anchoring
3 -5knots maneuvering Maneuvering Sailing
> 5knots maneuvering Sailing Sailing

Table 2.1: Decision matrix to assign operational mode (International Maritime Organization, 2020b)

When the assigned mode is 'berthing’ or 'anchoring,” the ME is assumed to be off. The engine power is es-
timated based on the resistance for’ sailing’ or’ maneuvering.” Resistance acting on the ship is calculated as
in Equation 2.10. The mode selection is based on speed and was expanded on by incorporating the geodesic
distance to the destination of the vessel. The formulae are provided below:

|lat; — lats|
0y=12430— 2.11
Y 180 ( )

0x =24901

|long1—long2| Cos(lat1+lat2) (2.12)

360 2
d=1/0x?+0y? (2.13)
where:
* 0= distance in y-direction [km]

¢ 0, =distance in x-direction [km]

lat =1atitude of points [degrees]
¢ [on =longitude of points [degrees]
* d =total distance between points [km]

The ITTC57 method for determining the dimensionless friction coefficient is commonly used but neglects
the impact of restricted waterways, particularly shallow water effects in ports. To address this, Zeng et al.,
2018, proposed a modification that accounts for shallow water by adjusting the frictional resistance coeffi-
cient. The original ITTC57 correlation line for friction resistance is:
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Cf0=0.075(logRe —2)* (2.14)

Where Re is the Reynolds number, calculated as:

Re=Vy=Llv (2.15)

With L being the ship length and v the kinematic viscosity (assumed to be 1026 m2/s).

Zeng et al. (2018) introduced separate coefficients for deep water (D/L > 1) and shallow water (D/L < 1) based
on regression analysis of Computational Fluid Dynamics calculations. The deep water coefficient is:

Cf,dee'p:0.08169(logRe—1.717)2 (2.16)

The final modified coefficient for shallow water incorporates the proposed coefficient, the Katsui line coeffi-
cient for a flat plate in unrestricted conditions, and factors accounting for the non-horizontal wetted surface
area and corrected velocity under the ship’s bottom:

Cf,shallow = CfO + (Cf,proposed - Cf,Katsui) * SB/S * (VI/VO)2 2.17)
Where:
Ct,proposed = 0.08169(logRe — 1.717)% + 1+ 0.003998(logRe—4.393) = (D/L)"1.083] (2.18)
Crkatsui = 0.0066577(logRe —4.3762)¢ (2.19)
a=0.042612]logRe+0.56725 (2.20)

e SB=L"*B =area of the flat bottom
¢ 11 = corrected velocity under the ship’s bottom

e D =h-T =water depth minus draft

The corrected velocity V1 is determined by:

Vi =0.4277 % Vg * expl(h/ T) — 0.07634] for h/T <4 2.21)
Vi =V forh/T>4 (2.22)

This modification by Zeng et al., 2018, allows for a more accurate estimation of frictional resistance in shallow
water conditions, which is crucial for understanding vessel behavior and emissions in port areas.

With the resistance calculated, this can be converted to the power delivered to the screw. At a constant speed,
the delivered power equals the velocity times the resistance force.

Pe = V() . R[Ot (223)
where:
¢ P, = effective power [kW]
¢ Vp =vessel speed [m/s]

* Ryor = ship’s total resistance [kN]
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Efficiency losses have to be accounted for to calculate the delivered power from screw power. Losses that
must be considered are open-water, relative rotational, and hull efficiency. The open water efficiency can
be explained as the ratio of thrust power to the power absorbed by the propeller operating without a hull
attached, and the hull efficiency as the ratio of thrust power to effective power (Wartsila, 2024b, Wartsila,
2024a). The relative rotational efficiency accounts for the differences in the torque absorption characteristics
of a propeller when operating in mixed wake and open water flows (Carlton, 2007).

P

Py=
NoMrMh

(3.6)
With:

¢ P, =delivered power [KW]

¢ P, =effective power [kW]

* 1, = open water efficiency of propeller [-]

* 7, =relative rotative efficiency [-]

e 1y, =hull efficiency [-]

Lastly, the engine power is computed. This will eventually be evaluated against the sensor data to validate
the model’s accuracy. The engine power is always larger than the delivered power, as there are some losses
between the engine and the propeller, which occur mainly due to gearing.
_Pa

Ng

Py (3.7)

With:

¢ Pj, =brake power [kW]

¢ P, =delivered power [kKW]
* 1)¢ = gearing efficiency [-]

In this research, the brake power will be used as the final output. The HM/IMO model is also capable of
determining AE energy use, calculating FOC and emissions, and visualizing the spatial distribution of these
emissions. As the available sensors do not measure the emissions, this can not be validated. However, the
sensor data can be used to validate the model’s performance regarding power output. When the output is
accurate, there is a good chance that the emission estimate will also be predicted reasonably well.

2.2. Model choice

This chapter aims to answer the subquestion: What are current state-of-the art emission models that could
be compared to a new proposed ML method? An overview of some relevant methods and models for mar-
itime emission estimation is provided. The models STEAM and MoSES calculate ME power as a function of
the speed, using a third power relationship. Both models assume resistance coefficients to be static. This is
a simplification of reality. The method Holtrop Mennen does not simplify the friction coefficients. It calcu-
lates six different types of friction separately, adjusting for shallow water conditions, hull shape, and speed.
All formulas are based on extensive empirical testing over 40 years. Factors like draught and changing en-
vironmental conditions can be taken into account. Lastly, missing ship variables are assigned according to
their probabilities, leading to more reliable outcomes in large-scale emission estimates. For those reasons,
the IMO/HM model is chosen to be used as a reference in this research.






Machine Learning Models

In Chapter 2, the models were described that can be used to predict ME power. In this chapter the topic
regarding suitable ML models will be further investigated. An answer will be provided to the research sub-
question: "Which machine learning algorithms could be suitable for predicting a ship’s ME power using
AIS as input?" To answer this question, the requirements are found that make a model suitable. From these
requirements, a choice is made for which models to asses.

This research addresses a multivariate time series issue, with as goal to forecast a ship’s energy usage based
on various inputs that change over time and may affect ME power. These variables can have a linear or
non-linear relationship with ME power and can influence one another. Since the study involves time series
data, employing a model that accounts for its sequential nature, a characteristic known as sequential bias
is advantageous. Since ME power at a particular time step depends on both the current values of the input
variables and their previous values, it is beneficial to remember previous inputs.

The most suitable models for this type of problem are RNN, and more specifically, LSTM networks and
Bidirectional Long Short-Term Memory Network (Bi-LSTM) networks. These models are designed to han-
dle sequential data and can capture long-term dependencies between the input variables and the output
variable (Tardini and Suharjito, 2024).

3.1. Multi-Layer perceptron

The MLP is a fundamental type of artificial neural network that consists of multiple layers of interconnected
nodes, or neurons (Karande, 2019). A schematic of such a model can be seen in Figure 3.1. It is a Feed-
forward Neural Network (FNN), meaning that information flows from the input layer through one or more
hidden layers to the output layer. MLPs are widely used for various tasks, including classification, regression,
and pattern recognition.

An MLP consists of perceptrons. The perceptron is a simple computation unit that takes a weighted sum
of its inputs, adds a bias term, and passes this value through an activation function. Activation functions
introduce non-linearity, which allows the network to model complex relationships in the data. Common ac-
tivation functions include the sigmoid, hyperbolic tangent, and Rectified Linear Unit (ReLU) functions.

The input layer of the MLP receives the raw data, which is then processed by the hidden layers. Each hidden
layer consists of multiple perceptrons that transform the input data into a higher-level representation. The
final hidden layer’s output is then passed to the output layer, which produces the final prediction or classifi-
cation. The model can be represented mathematically as:

Vi = f(Wyx; +b) (3.1

where:
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Figure 3.1: Schematic of an MLP, source: https://towardsdatascience.com

¢ y;is the output at time step ¢
* x; is the input at time step ¢
e W, is the weight matrix

* bis the bias vector

* f isthe activation function

Training an MLP involves an iterative process where the model learns to adjust its internal parameters (weights
and biases) to minimize the error between its predictions and the actual target values. This process involves
the following key concepts:

* Epoch: An epoch represents one complete pass of the entire training dataset through the network.
During each epoch, the model updates its parameters based on the error it observes.

 Stochastic Gradient Descent (SGD): SGD is a widely used optimization algorithm for training neural
networks. It updates the model parameters in the direction of steepest descent of the loss function,
which is a measure of the model’s error. This is done by computing the gradient of the loss function
with respect to the parameters, and then taking a small step in the opposite direction of the gradient.
The stochastic part refers to the fact that the gradient is estimated using a random subset (mini-batch)
of the training data at each iteration, rather than the entire dataset.

* Learning Rate: The learning rate is a hyperparameter that controls the step size taken during each
update of the model parameters by SGD. A larger learning rate may lead to faster convergence but also
risks overshooting the optimal solution, while a smaller learning rate may lead to slower convergence
but a more stable and accurate solution.

Various MLP models have been successfully applied to diverse time-series prediction issues, such as fore-
casting stock prices, predicting energy consumption, and modeling weather patterns. The ability to learn
complex non-linear relationships in the data makes them a valuable tool for capturing the underlying dy-
namics of time-series data. However, MLP models have limitations when dealing with sequential data, where
the order of the data points is important. As a result, the MLP will not model the temporal dependencies in
the data, which can lead to sub-optimal performance in tasks where the past values of the input variables
are crucial for predicting the future values of the output variable. Another significant disadvantage in this
use-case is that they do not allow for inputs of variable lengths.
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3.2. Recurrent neural networks

RNNs are a class of artificial neural networks designed to process sequential data, where the order of the data
points is crucial for understanding the underlying patterns. Unlike traditional feed-forward neural networks,
RNNs have connections that loop back on themselves, allowing information to persist across time steps. This
enables them to model temporal dependencies and capture the dynamics of sequential data, which makes
them well-suited for tasks such as natural language processing, speech recognition, and time series forecast-
ing. In sequences that are known beforehand, these models can also be implemented in two directions, so
every time step is influenced by the previous (and future) time steps.

Figure 3.2: Schematic of an RNN, source: https://medium.com

The basic structure of an RNN consists of a hidden state, which acts as a memory that stores information
from previous time steps, and an input layer, which receives the current input. A combination of the previous
hidden state and the current input is used to input the hidden state, after which the output for the current
time step is generated. This process can be represented as follows:

he = f(Wypxs + Whphe-1 + bp) (3.2)

Ve =8&Wpyhy + by) (3.3)

where:
¢ h;isthe hidden state at time step ¢
¢ x;is the input at time step ¢
* y;is the output at time step ¢
* Wyn, Whp, and Wy, are weight matrices
* bp and by are bias vectors
¢ f and g are activation functions

The activation functions f and g are typically non-linear functions, such as the sigmoid or hyperbolic tangent
function, which allow the RNN to model complex relationships in the data.

One of the key challenges in training the RNN model is the vanishing gradient problem, where the gradients
of the loss function with respect to the weights become very small as they are propagated back through time.
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As such, it is difficult for the RNN to learn long-range dependencies in the data. To address the issue, various
modifications to the basic RNN architecture have been proposed, such as the LSTM and the GRU.

LSTM and GRU models introduce additional gates that control the flow of information through the network,
allowing them to capture long-term dependencies better. These gates include an input gate, a forget gate,
and an output gate. The input gate determines how much new information should be added to the memory,
the forget gate determines how much old information should be forgotten, and the output gate determines
how much of the memory should be used to generate the output.

In conclusion, RNN models are a powerful tool for modeling sequential data, and their ability to capture
temporal dependencies makes them well-suited for a wide range of applications. However, they can be chal-
lenging to train due to the vanishing or exploding gradient problem. This problem especially arises with
longer sequences. Therefore, RNN models seem to be unsuitable for the requirements set in the beginning of
this chapter.

3.3. Long Short-term Memory network

LSTM networks are an RNN type designed to address traditional limitations in handling long-term dependen-
cies. While RNNs excel at processing sequential data, they often struggle to retain information from earlier
samples due to the vanishing or exploding gradient problem. LSTMs overcome this issue by incorporating a
memory cell and gating mechanisms that regulate the flow of information.
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Figure 3.3: Schematic of an LSTM unit (source: https://medium.com)

The core components of an LSTM unit, as seen in Figure 3.3, include:

Cell State: The cell state acts as a conveyor belt, carrying information across time steps with only minor linear
interactions, which allows the LSTM to preserve long-term dependencies.

Forget Gate: The Forget gate decides what information to discard from the cell state. To do so, it takes the
previous hidden state and current input and outputs a number between zero and one for each element in the
cell state. A one indicates all information should be kept, while a zero indicates that everything prior can be
forgotten.

Input Gate: The Input Gate determines what new information to store in the cell state and consists of two
parts: a sigmoid layer that decides which values to update and a tanh layer that creates a vector of new can-
didate values that could be added to the state.

Output Gate: The output Gate decides what to output based on the cell state and current input. It uses a
sigmoid layer to filter the cell state and a tanh layer to create a scaled version, which is then multiplied by the
sigmoid layer’s output to produce the final output.
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The mathematical representation of these operations is as follows:

fr=0Wy-[h-1, X1+ by) 3.4)
ir=0(W;-[h—1, %] +b) (3.5)
C; = tanh(W, - [h;—1, x(] + b) (3.6)
Ci=f;+Cr1+ir%Cy 3.7)

01 =0 W, [h-1, %] + by) (3.8)
hy = o, * tanh(Cy) (3.9)

Where:

¢ f;is the forget gate’s activation vector

e i is the input gate’s activation vector

« C, is the candidate values vector

e C;isthe cell state

* 0; is the output gate’s activation vector

¢ h;is the hidden state

¢ x; is the input vector at time (t)

* Wy, W;, We, and W, are weight matrices
* by, b, bc, and b, are bias vectors

¢ ¢ is the sigmoid function

e tanh is the hyperbolic tangent function

LSTM models have been used successfully in rainfall-runoff modeling (Xiang et al., 2020), oil well modeling
(Huang et al., 2022), and solar radiation prediction (Salkuti et al., 2022). Especially when creating a rainfall-
runoff model, LSTMs proved useful. The problem is comparable to ship engine modeling, where you have a
complex nonlinear time series problem. Runoff is determined by the rainfall in an area, as well as topography,
basin size, and other rivers in the vicinity. In addition, there is a delay between the rainfall and the runoff,
just like there is a delay between a rise in engine power and a higher vessel speed. In this context, LSTM
models are particularly useful for modeling the energy consumption of vessels, as they can account for long-
term dependencies in AIS data, such as the impact of past speed and acceleration on current ME power.
By incorporating LSTMs, the model can learn more complex patterns and relationships in the data, leading
to more accurate predictions of vessel energy consumption. As the goal is to work with historical AIS data,
the total sequences are already known, unlike in, for example, financial modeling where the stock price for
tomorrow is predicted. Knowing the entire sequence opens the door for using Bi-LSTMs. It is called bi-
directional because it looks at the sequence from the start and end. The same principle is used in language
models to increase textual understanding. Bi-LSTMs and LSTMs with multiple layers and sizes of layers can
be considered to find the best-performing configuration.
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3.4. Gated recurrent units

Another type of RNN designed to address the vanishing gradient problem is the GRU, as proposed by Cho
et al,, 2014. GRU models simplify the LSTM architecture by combining the forget and input gates into a sin-
gle update gate and merging the cell and hidden states. The aforementioned reduction in complexity makes
GRUs faster to train and computationally less expensive than LSTMs while still maintaining the ability to cap-
ture long-term dependencies.
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Figure 3.4: Schematic of a GRU unit, source: https://medium.com
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The critical components of a GRU unit, as seen in Figure 3.4, include:
Update Gate: Determines how much of the past information to keep and how much new information to add.
Reset Gate: Controls how much past information to forget before incorporating new information.

Hidden State: The internal representation of the sequence at each time step, updated based on the current
input and the gates. The mathematical representation of these operations is as follows:

2t =0 Wz [he-1,X:] + bg) (3.10)
re=0Wp - [hy-1, X1 + by) (3.11)
he=tanh(W -[ry * hy_q, x;] + b) (3.12)
he=(0—z)*xhy1+z,%hy (3.13)

where:
¢ z:is the update gate’s activation vector
* r;is the reset gate’s activation vector
e R, is the candidate hidden state

¢ h;is the hidden state
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* x; is the input vector at time ¢

e W,, W,, and W are weight matrices

b;, b;, and b are bias vectors
¢ ¢ is the sigmoid function
* tanh is the hyperbolic tangent function

GRUs have been successfully applied to various sequence modeling tasks, including machine translation,
speech recognition, and time series prediction. The simplified architecture and computational efficiency of
the model make it an attractive alternative to LSTM models, especially when dealing with large datasets or
limited computational resources. When compared to LSTM, there has been no conclusive answer to which
one performs better in general (Chung et al., 2014).

3.5. Choice for Machine Learning algorithms

In the context of multivariate time series characterized by non-linear relationships, traditional linear regres-
sion methods are not optimally applicable. The variable length of these time series renders them unsuitable
for MLPs. RNNs present a suitable alternative, albeit encountering challenges when managing sequences
exceeding 1000 time steps due to the potential for vanishing or exploding gradients. Consequently, the re-
maining viable options are limited to LSTM or GRU models. Generally, LSTMs perform better with complex
sequences, while GRUs provide faster training. The current project will focus on using (Bi-)LSTMs to examine
the ability of machine learning in power prediction.






Materials and Methods

A state-of-the-art emission model has been found and potentially suitable ML models to replace this method
have been identified. This chapter outlines the methodology for answering the research question: "How do
ML models, trained on measurement data, perform against an existing state-of-the-art emission model?"
Two case studies are conducted: one involving a sea-going container vessel in the North Sea and another
following an inland tanker vessel, of which the important information and differences are enumerated. The
importance of data pre-processing is underlined, including outlier removal, speed and distance calculation,
acceleration calculation, data synchronization, and trip creation. This chapter also discusses the implemen-
tation of the IMO/HM model for estimating engine power and the use of machine learning models, par-
ticularly (Bi-)LSTM models, for predicting engine power based on various input variables. Additionally, it
addresses hyperparameter tuning using Hyperopt and the evaluation of model performance using metrics
like Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and total percentage error.

4.1. Materials

The diverse datasets used in this research were processed and analyzed using the Python programming lan-
guage. Python’s flexibility, extensive libraries, and strong community support made it an ideal choice for
handling the complexities of the data and implementing the machine learning models. The following key
Python packages were used in this process:

* Pandas: This data analysis library was used extensively for handling and manipulating the AIS and
sensor data, which was primarily in tabular format. Pandas facilitated tasks such as data cleaning, pre-
processing, outlier removal, interpolation of missing values, and visualization, enabling efficient explo-
ration and understanding of the data and its associated attributes. The ability to work with DataFrames
proved valuable for organizing and transforming the data into a suitable format for further analysis and
modeling.

* MovingPandas: As an extension of Pandas specifically designed for movement data, MovingPandas
played a crucial role in analyzing the spatiotemporal aspects of the AIS data. It enabled the creation
of vessel trajectories, detection of stops and other significant events, and generation of both static and
interactive visualizations, providing valuable insights into vessel behavior and movement patterns. The
StopSplitter function was particularly useful for segmenting the AIS trajectories into distinct trips
based on vessel inactivity, facilitating the separation of different operational modes and their associated
energy consumption patterns.

¢ Keras and TensorFlow: The machine learning models, particularly the LSTM and Bi-LSTM networks,
were implemented and trained using Keras, a high-level neural networks API. Keras’s user-friendly in-
terface simplified the process of building and experimenting with different model architectures, includ-
ing defining layers, specifying activation functions, and compiling models with appropriate loss func-
tions and optimizers. The underlying computations were powered by TensorFlow, a widely-used open-
source machine learning framework known for its flexibility and efficiency, especially when working

21
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with large datasets and complex models. TensorFlow’s automatic differentiation capabilities stream-
lined the training process by efficiently computing gradients for backpropagation.

¢ Hyperopt: This Python library was employed for hyperparameter optimization, automating the pro-
cess of finding the best combination of hyperparameters for the machine learning models. Hyperopt’s
Bayesian optimization approach, specifically the Tree-structured Parzen Estimator (TPE) algorithm,
efficiently explored the hyperparameter space, leading to improved model performance and general-
ization.

¢ Matplotlib and Seaborn: These plotting libraries were used to create various visualizations throughout
the research, including correlation matrices, violin plots, and time-series plots of engine power predic-
tions. Matplotlib provided the basic plotting functionalities, while Seaborn offered enhanced aesthetic
appeal and specialized plot types for statistical data visualization.

In addition to these software tools, the research relied on several key data sources:

» AIS Data: The AIS data provided real-time information on vessel locations, speeds, and other naviga-
tional attributes. This data served as the primary input for both the IMO/HM model and the machine
learning models, enabling the estimation and prediction of engine power and emissions.

¢ THS Markit Database: This comprehensive maritime database provided essential vessel characteris-
tics, such as vessel dimensions, engine specifications, and fuel types. This information was crucial for
implementing the IMO/HM model and understanding the factors influencing vessel emissions.

* Onboard Sensor Data: For the case studies, onboard sensor data from the selected vessels were used.
This data included high-frequency measurements (1-minute intervals for the sea-going vessel and 1-
second intervals for the inland vessel) of engine power, fuel consumption, and other operational pa-
rameters, providing a ground truth for validating the models and assessing their accuracy, in addition
to providing a target for model training.

* GEBCO Bathymetry Data: The General Bathymetric Chart of the Oceans (GEBCO) dataset provided
depth information for the areas where the vessels operated. This data was incorporated into the mod-
els to account for the influence of water depth on vessel resistance and engine power, particularly in
shallow water conditions where these effects are more pronounced.

The combination of these software tools and data sources allowed for a comprehensive analysis of vessel
emissions and the development and evaluation of machine learning models for predicting engine power. The
selection of appropriate tools and data was critical for the success of the research, enabling the author to ad-
dress the research questions effectively and contribute to the broader understanding of maritime emissions
and their environmental impact.

4.2. Introduction to case studies
4.2.1. Case 1: sea-going container vessel

Length [m] | Width [m] | Twenty-foot Equivalent Unit (TEU) | DWT [tonnes] | ME power [kW]
368 51 14,000 150,000 37,000

Table 4.1: Vessel characteristics

The initial case study focuses on the transportation of container vessels. To gather data, a vessel was mon-
itored in the North Sea for three months. The approximate specifications of the vessel are presented in Ta-
ble 4.1. During the time it was tracked, nineteen port calls were made. It can carry around 14,000 TEU when
fullyloaded, including a reefer capacity of approximately 1,000 TEU. Additionally, the DWT is roughly 150,000
tonnes and is equipped with an ME that generates over 37,000 kW to power a single non-pitching propeller
with a diameter of ten meters. Four diesel generators, a boiler, and a Shaft Generator Motor (SGM) account
for onboard power and heat demand.
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Multiple sources of data are used. AIS is used to obtain the speed, location, and MMSI. Using the MMSI,
vessel characteristics are loaded from the IHS ship database. Data from onboard sensors are used to vali-
date the IMO/HM model and training ML models. It contains speed over ground, location, ME power, AE
power, fuel use, and more. Not all sensors operate at the same frequency; some values are shown every ten
seconds, while others are only updated once every minute. Furthermore, open-source depth data is added
from GEBCO (GEBCO Compilation Group, 2023). In Figure 4.2, the bathymetry map is shown. All mentioned
data originate from different sources. This poses the challenge of combining everything and making sure the
data are synchronized well.

The bathymetric data is sampled in an interval of 15 arc-seconds, a distance unit that varies in length based
on longitude. It is largest near the equator and decreases in size the further away from it. In the areas of inter-
est, between latitudes of roughly 50 and 54 degrees, this comes down to about 270 to 300 meters (Esri, 2000).
This map also contains surface elevation on land. Around the ports, depth data are unreliable since the reso-
lution is approximately 300 meters, and the ship is close to land in those cases. For simplicity, it is assumed
that the ship never enters a place that is too shallow, so all depths are set to a maximum of -15 meters. As this
research focuses on the mode of ’sailing,’ little to no port entries are expected to show up in the training data,
so this inaccuracy near the port is not of great importance.

The ME power signal has a high variability. In contrast to electric engines, combustion engines do not pro-
vide steady power, but rather change power over time. This can result from temperature changes affecting
oil pump and engine efficiency. Currents, waves, and wind might also affect the resistance of the propeller
through the water. Additionally, the engine could increase load when more auxiliary power is needed, but
AEs are not on or not delivering enough power to provide onboard energy demand. Lastly, the SGM could cut
in or out at moments, resulting in a sudden change in delivered power.

Figure 4.2: Bathymetry map (GEBCO Compilation Group,

Figure 4.1: Overview of all trips 2023)

4.2.2. Case 2: Inland waterway transport

The second case study follows an inland tanker. This is reflected in the size. With 110 meters in length and
14 in width, it is significantly smaller than the previously mentioned container ship. Contrary to most ships,
this one is propelled by electric engines. Each of the three engines power one propeller, for a total maximum
power of 1600 kilowatt (kW). Energy is provided by three diesel generators that charge the onboard batteries,
which can be used for the electric engines, pumps, and heating. Diesel is still needed to power the genera-
tors, but the main advantage is that this system can be retrofitted. If, in the future, bio-fuels, hydrogen, or
another cleaner alternative becomes financially viable, this can replace diesel engines that are already there.
Furthermore, the diesel generators can run at their optimum RPM (VistiKhetmaar, 2020). A schematic of the
propulsion is shown in Figure 4.3. For liquid bulk storage, the tanker comprises 14 separate tanks with a total
capacity of 5000 m®. Each tank has its own pump, with an approximate maximum capacity of 200 m®/h. Most
trips were between Antwerp and Rotterdam, but it also visits the port of Amsterdam and locations deeper in
the Belgian mainland, see Figure 4.5. Important approximate vessel characteristics are found in Table 4.2.
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Figure 4.3: Example of diesel-electric propulsion system . . . .
(Marine Industrial Transmissions Ltd. (MIT), 2024) Figure 4.4: Engine power for diesel-electric vessel over a
single trip

Length [m] | Width [m] | DWT [tonnes] | Engine power [kW] | Pump capacity [m3/h]
110 14 5,000 3*533 = 1600 14 * 200 = 2800

Table 4.2: Vessel characteristics

In contrast to the first case study, the location and sensor data are now all stored in one data set. This has the
advantage that the AIS information does not have to be synchronized with the sensor data. It contains mea-
surements with a 1-second interval. Because of that, the data is much denser. Depth information is included
in the data as well. It should be noted, however, that the ship’s depth sensors are unreliable. Steps will be
undertaken later to handle this.

As can be seen in Figure 4.6, the ship slows down at some locations. At these places, there are locks. During a
locking operation, a vessel often waits before entering and while in the lock. Extra attention should be placed
on preventing the trips from being stopped during such a waiting time. This might lead to a slightly different
method for the creation of trips.
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)

51.91

51.7 s
~

Latitude

51.5 1

2 N 1
51.3 y
W
(€) qnenSlreetMao (‘nnmhutors . = : 0
Figure 4.5: Area of inland trips for case study 42 43 aa 45 46

Longitude

Figure 4.6: Speed over ground for a single trip

A missing variable in the previous case was the headwind acting on the vessel. Especially for container vessels,
arelatively large part of the area is above water. Together with currents, this can have a significant influence
on energy consumption. In this case, wind sensors have been placed on the vessel, making it possible to see
the direction and magnitude of the wind speed relative to the ship. By combining these two components, the
headwind can be calculated, as seen in Equation 4.1.
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headwind = Vyinq - cos(radians(0ying)) (4.1)
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Figure 4.7: Windrose

4.2.3. Differences between cases

The two cases mentioned do share similarities; however, there are some differences as well. Firstly, the sizes
differ significantly. Where the first case study concerns a 368-meter-long container ship with high stacks of
containers on board, the second one follows a 110-meter-long tanker, which has less surface above water. An-
other difference lies in the environment. Where a sea-going vessel might encounter currents from the side,
in an inland waterway, the ship always moves with or against the current. Therefore, it is always moving in
the most or the least efficient way when considering the speed over ground. The available data per case are
shown in Table 4.3, as well as where to find them.

Other differences are related to the waterways. Ships in restricted waterways are limited in their maximum
speed, which is a function of the blockage factor. The blockage factor is the frontal area of the ship below
the water surface, divided by the channel cross-section area. The higher the blockage factor, the higher the
return current becomes. With this higher return current, the speed over water increases for the same speed
over ground. A detailed map of the waterway, with depth and with, would make blockage factor calculations
possible for each part of a trip, which can be used as input for the (Bi-)LSTM, to improve accuracy. On the
other hand, it will also likely increase computation time and effort, since the fairway information would be
needed for each vessel at each time step and location.
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During overtaking operations on a waterway, return currents and water level depressions from the two ships
will reinforce each other. The resistance on the ships will in turn increase, as the speed over water effec-
tively goes up (van Koningsveld et al., 2021). Overtaking actions can, therefore, have a large impact on engine
power, making it harder to predict.

Variable Case study 1 Case study 2

Speed over ground AIS Measurements

Location AIS Measurements
Draught AIS -

Depth Bathymetry Measurements
MMSI AIS -

ME power Measurements | Measurements

AE power Measurements | Measurements

Wind speed - Measurements

Wind direction - Measurements

Table 4.3: Available data for each case

4.3. Data pre-processing

Firstly, the available data should be cleaned. The necessary steps are, in order of execution: outlier removal,
speed and distance calculation, acceleration calculation, data synchronization, and the creation of trips. All
of these actions, and why they are needed, will be explained below.

Firstly, unrealistic outliers must be removed. This can be done for speed and the location of the vessel. If
a vessel moves a large distance in a short amount of time, it is probably due to a Global Positioning Sys-
tem (GPS) error. These outliers must be removed to obtain a more reliable and usable data set. In Figure 4.8,
two boxplots are shown of the speeds of the container vessel. For this particular vessel, all speeds are between
0 and 20 knots, except for two measurements of around 40 and 100 knots. These speeds can be considered
unrealistic and are therefore filtered from the data. We are left with the boxplot on the right, which indicates
more realistic vessel speeds.

Boxplot of SOG Boxplot of SOG without the Two Highest Outliers

o 17.5

Speed Over Ground (knots)
Speed Over Ground (knots)

25
0 00

1 1

(a) Before filtering (b) After filtering

Figure 4.8: Box plots of speed over ground, before and after filtering outliers

Secondly, additional data may be incorporated as necessary. For instance, the distance between two points is
determined by capturing the location for each sample and calculating the geodesic distance from the current
point to the previous point. Moreover, the distances to the starting and ending points are computed. The
smallest of these distances is saved for the operational mode assignment using Table 2.1. To achieve more
realistic and consistent speeds, the vessel speed at each time step was calculated by determining the time dif-
ference between two data points, computing the distance, and dividing it by the time difference. Where the
original speed provided by the AIS is in knots, the speed is now given in meters per second. This conversion
is achieved by multiplying the velocity by 0.51.
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In contrast to empirical models, which provide specific formulas, ML models are driven by data. Therefore,
it's beneficial to supply ample data to help the algorithm comprehend essential underlying relationships and
reduce the required training datasets. This practice is referred to as data augmentation (Hallaj, 2023). Most
current emission models are designed to work with sailing resistance and do not operate as well during the ac-
celeration stages of a trip. This is because they often do not consider slip, higher during acceleration (Lamers,
2022). In addition, a decelerating ship uses less energy than an accelerating one for the same speed. Acceler-
ation is computed by dividing the difference in speed by the time delta for each time step.

As mentioned, the depth sensors on the inland tanker are not reliable, according to the data provider. This
is also found when looking at the output of the depth sensor. The data provider recommended smoothing to
reduce outliers. However, even after doing this, some data points still show depths of over 60 meters, even
though the depth on the waterways rarely exceeds 20 meters. From a visual search on online depth charts,
the deepest part is 24 meters. The data is smoothed, and all values are limited to 25 meters to make them
more reliable. The depths before and after smoothing and limiting are compared in Figure 4.9.
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Figure 4.9: Depth before and after smoothing and limiting

It is important to ensure the time steps of the AIS and sensor data line up. Without this, some relevant per-
formance indicators, like the MSE of RMSE, can not be calculated. For the sea-going case study, the sensor
and AIS data sets are synchronized to accomplish this. The time interval is set to one minute, the numerical
values will be interpolated between the two closest values to that particular minute. The new entry for non-
numerical values is the last entry before the full minute. As the inland case study involves a single data set
that stores location, speed over ground, measurement data, and environmental conditions, synchronizing is
not necessary. However, as not all sensors update at the same frequency, empty entries are interpolated to
eliminate missing variables, which could interfere with predictions later.

As stated earlier, the time interval for the inland case is set to one second, meaning there is 60 times more
data for the same time frame. However, as seen in Figure 4.4, the engine power is quite static. Therefore it is
deemed that a 30-second-interval will be enough to extract relevant data from the set. As a result, the data set
is changed so that one sample is taken every 30 seconds, which helps decrease computational load and save
time.

Based on the MMS], all AIS signals are assigned to one trajectory, essentially all movement of one vessel. Next,
the trajectory is split up into trips. This study sees a trip as the voyage between one port and the next. Split-
ting into trips can be done easily using the movingpandas function StopSplitter, which takes the trajectory
dataframe and cuts it up when the vessel does not leave an area of a certain diameter for a certain time. This
is useful, as the trips need to be cut up when the vessel is at berth, where it normally does not leave for a few
hours. To ensure the trips are not stopped while anchoring at sea, the diameter should be small enough so
that the vessel’s swinging movement around the anchor keeps the function from cutting up the trajectory.

Since a large container ship is considered, loading and offloading times are high, often taking 24 hours or
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more. For a generalizable method, values should be chosen that prevent an early cut-off while still correctly
identifying the end of a trip. Finding the right values is done by trial and error. From trying multiple com-
binations of diameter and time interval, it is found that 40 meters is a large enough area to not accidentally
end trips. For the interval, 5 hours consistently delineates trips commencing at one port and concluding at
another. In total, 20 unique trips are found in the data.

In inland waterways, locking operations often take place. The Volkeraksluizen and Kreekraksluizen are visible
as the two places where the ship stops at Figure 4.6. For trip creation, the StopSplitter function is used again.
As stopping at a lock takes less time than loading or unloading, this should only stop a trip when it is really in
a port. Loading and offloading likely takes shorter than for the container vessel, so using the same stop time
of five hours is not recommended. Table 4.2 shows that the ship has a capacity of 5000 m® and a maximum
onboard pump capacity of approximately 2800 m3/h, meaning that, in theory, the vessel could be emptied
within two hours. However, trips could be stopped during long waiting times at a lock when the interval is set
to two hours. For a three-hour interval and a 20-meter radius, all trips start and end at a berth. A three-hour
window is chosen with the assumption that ships might not only unload but also load at most ports. Secondly,
the ship does not directly start pumping, because it has to be coupled to the shore first. Lastly, the pumps
are not likely to function at their maximum capacity at all times. The 2800 m3/h capacity is theoretical and
depends on the type of liquid. Visual checks for the trip creation can be found in ?2.

The process of assigning operational modes is a critical step in understanding vessel behavior and optimizing
performance, and is the last step in the data pre-processing. The decision matrix detailed in Table 2.1 is
employed. This matrix, developed through extensive research and domain expertise, is used to determine
the most probable operational mode for each distinct phase of a voyage. The assigned operational modes
are visualized alongside the corresponding trips using multiple techniques. This makes it possible to find
potential shortcomings and increase understanding in where to improve the mode assignment.

By dividing trips into operational modes, a distinction can be made in AE power. When berthing or anchoring,
the ME power is assumed to be zero. By comparing the measured to the predicted power in these modes, it
can be shown if this is the case. In Chapter 5, the error of the IMO/HM model per operational mode will be
shown. Consequently, the model’s capacity can be assessed to predict each mode accurately.

4.4. IMO/HM model

While the objective is to evaluate the effectiveness of various machine learning models, it’s important to note
that this assessment has less meaning in isolation. It is important to compare the performance of these mod-
els with existing ones in order to determine their added value. One way to directly compare their predictive
accuracy is by applying the IMO/HM model to the same test set that was used to evaluate the LSTM models.
As the model was developed primarily for sea-going vessels around a port area, this model will only be eval-
uated for the first case, involving the container vessel.

AIS is used to obtain vessel characteristics and time-dependent variables, like speed and depth. The IHS
Markit database is used to retrieve all relevant vessel characteristics. These include the DWT, the number of
screws, the number of main engines, the build year, the installed power of main engines, and fuel type. Vessels
are found by IMO number and stored in the local vessel database for later calculations. Moreover, the vessel’s
location is found through AIS, together with a time stamp and the vessel’s speed. With the trips defined and
the necessary data ready, the IMO/HM model is applied to estimate engine power in kW for each trip sail-
ing segment. The resulting predictions will serve as a benchmark against the performance of the (Bi-)LSTM
models, providing a comprehensive assessment of their potential value in enhancing maritime operational
efficiency and decision-making.

The correct operational modes must be assigned to implement the IMO/HM model. As this case study fo-
cuses on only one vessel, the assignment of modes might be less general and more specialized towards this
one ship. The previously shown Table 2.1 is used as a starting point. Trips have already been created, and the
assigned operational modes can be checked. In reviewing the results with the original decision matrix, it is
evident that the assigned modes do not represent reality well around the port. As seen in Figure 4.10 and Fig-
ure 4.11, anchoring is often assumed in this area. A vessel is not expected to anchor in a port basin, blocking
the entrance for other vessels. Additionally, if the ship were anchored, it would not slowly move out of the
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port. In this case, it would be more logical if the mode were labeled 'maneuvering’. The problem seems to be
in the second row of the decision matrix, where, independent of the location, the vessel is always assumed to
be anchored when the speed is between 0.5 and 3 knots. Also, between maneuvering and sailing, the mode
often switches. As there are probably no significant maneuvers at open sea, a more likely scenario is that the
ship is slow steaming, decreasing its speed to save fuel to prevent needing to anchor before the scheduled
port call.
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Figure 4.10: Modes assigned to the trip, when leaving the port
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Figure 4.11: Port departure with original mode assignment

When the ship is close to the start or end point of the trip, the likelihood of maneuvering or berthing is higher.
The vessel is considered anchoring only when the speed is below 0.5 knots. When the speed is above 5 knots,
sailing is the mode that is assumed unless the vessel is already less than one NM from the destination. In that
case, it is way more likely that the ship is already maneuvering, as it is within the braking zone before the port
entrance. With the same logic, it can be seen as maneuvering when leaving the port, as it still has to change
course and is accelerating. The main difference between sailing and maneuvering is mainly the amount of
energy used to change speed or course versus the energy needed to counter resistance and keep the same
speed due to the help of tugs when maneuvering.

Distance to destination
Speed over ground <1nm 1-5nm >5nm
< 1knot Berthing Anchoring Anchoring
1 - 3knots Maneuvering | Maneuvering | Maneuvering
3 —5knots Maneuvering | Maneuvering | Maneuvering
> 5knots Maneuvering Sailing Sailing

Table 4.4: Altered decision matrix to determine operational mode
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By changing the decision matrix to the one in Table 4.4, the misdiagnosing of modes is effectively reduced.
Also, there is no rapid switching between sailing and maneuvering anymore. Now, the mode is deemed sail-
ing only when the speed is over 5 knots and the distance to the destination is more than one nautical mile.
In Figure 4.11, a departure of the container vessel from the port of Le Havre is shown. The same departure
is shown in Figure 4.12, using the revised mode assignment matrix. This illustrates that the revised method
performs better at assigning the right modes, ensuring that sailing ships are more often outside the port area,
where the ship is not only propelled by its engines but also by tug boats. The same decision matrix was ap-
plied to the case with the inland tanker vessel. In Figure 4.13 an example is given of the assigned modes for
this ship. The ship is assumed to be sailing for almost the entire trip, except for near locks, where it maneuvers
just before and after the lock, and is anchored in it. Sometimes, when it has to wait for the lock to open, it is
also anchored before the lock.
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Figure 4.12: Port departure with revised mode assignment
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With the operational modes established, the IMO/HM model will be implemented as explained in Chapter 2.
This is done for all trips of the container ship. The exact approach to do so is laid out in Van Den Berg, 2022.
Vessel-specific parameters are extracted from the IHS ship database. In Table 4.5 the input parameters are
shown. The draught is variable, and found in the AIS signal. The table shows length, width, block coéfficient,
bulbous bow shape factor, open water efficiency, relative rotative efficiency, and gearing efficiency. These
parameters can be used to calculate all other relevant variables.

The ship length and width are extracted from the IHS Markit data base, together with the engine power. The
database shows a maximum ME power of 37600 kW. This is used to calculate engine load. Block coefficient
Cp is the fraction of volume of the ship underwater compared to a rectangular section with the same width
and length of the underwater part of the ship, where the height of the rectangular section equals the draught.
For a container vessel, this coefficient roughly equals 0.66 (Van Den Berg, 2022). 19, 17, and 1 represent the
open water, relative rotative, and gearing efficiency. Open water efficiencies vary between 0.55 and 0.7. In this
case, 0.6 is assumed. To remain consistent with previous studies, a relative rotative efficiency of 1 is assumed
for the ship and a gearing efficiency of 0.96.

LOA [m] | Width [m] | Engine power kW] | C, [-] | Cgg | no -] | nr [-] | ng [-] | puwlkg/m?]
368 51 37600 0.66 | 0.19 | 0.6 1.0 | 096 | 1025

Table 4.5: IMO/HM model inputs

The prediction error is calculated per operational mode, for the old and the new mode assignment. By doing
so, the improvement of the mode assessment can be quantified. Afterwards, the predictions of the model will
be compared to the outcomes of the ML models, giving a clear view of their performance against a state-of-
the-art emission model in Chapter 5.

4.5. Machine Learning model

After analyzing the reference model, ML models can be implemented to assess their ability to estimate en-
gine power using multivariate time series inputs obtained from the AIS signal. In Chapter 3, relevant models
have been mentioned. Afterward, it discussed the particular characteristics of these models and showed that
the focus would be on (Bi-)LSTM models. As mentioned earlier, the models will be compared against one
another. For the sea-going vessel, these predictions are compared to the reference model as well. According
to Van Den Berg, 2022, 55% of CO, emissions are the result of sailing when looking at emissions around a
port. As this part is higher when looking at full trips at sea, this is the mode on which the Bi-LSTM models
will be trained. The cases are too different to compare directly, so the results will be case-specific, and the
models will be trained on only one ship. Because of that, the ship characteristics are non-variable and do not
influence the outcome of the used models. It could still be used as proof of concept to show the potential of
using ML in ME power prediction as a surrogate to the existing physical model.

Firstly, potentially viable input variables are explored. As both cases offer slightly different information, this
will be done twice. A good indicator of the worth of an input variable is its correlation with the prediction
target. For both cases, a correlation matrix is calculated for all numerical values in the data using the linear
Pearson’s correlation. These matrices are shown in Figure 4.14.

In both cases, the strongest correlation with the target variable is the speed of the vessel. After that, the ac-
celeration seems to influence engine power the most. In the sea-going case, the draught negatively correlates
with the ME power. The draught is the distance from the bottom of the ship to the waterline and is always a
negative number. When this negative number is larger, the ship is loaded more heavily and has a larger wet-
ted surface area, which increases resistance. The inland vessel shows a small correlation with the headwind.
Headwind increases resistance as well. Both cases show a small correlation between power and depth. The
more shallow the water, the higher the resistance due to return currents. The correlation is likely lower in the
second case due to the low reliability of the depth sensor.

From the correlation matrices, the most important input variables are identified. For the sea-going vessel,
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Figure 4.14: Correlations between potential input variables and target variable

speed over ground and acceleration are likely the most important indicators of engine power. The draught
seems to be most important after the first two. Lastly, the depth is of influence. If the resolution of the
bathymetry data was higher, this influence could be larger. For those reasons, the Bi-LSTM models will be
trained for the following combinations of input variables:

¢ Speed & Acceleration (SA)
¢ Speed & Acceleration & Draught (SAD)

¢ Speed & Acceleration & Draught & Depth (SADD)

Since other information is used in the inland case study, other combinations of input variables are employed.
Speed and acceleration show the highest correlation to engine power again, although less than in the other
case study. The third most important factor seems to be the headwind. Lastly, probably due to the low re-
liability of the sensor, shows a low correlation. It is still incorporated into the training to assess whether it
improves prediction.

* Speed & Acceleration (SA)
¢ Speed & Acceleration & Headwind (SAH)

¢ Speed & Acceleration & Headwind & Depth (SAHD)

When setting up the LSTM models, the data are first split into a training set, a validation set, and a test set.
The training is done on the training set, not the test set. The test set only assesses the model’s performance
after all training. This is done to ensure the model works with unseen data. Validation data will be used in
training but only to validate the model between epochs, which should prevent over-fitting. All performance
indicators in this research will describe the difference between the predictions and actual values based on
this test set. 80/20 is a split that is often used in machine learning. This means that 80 percent of the data
is used to train, and 20 percent is used to assess the performance against unseen data. The splitting is done
over the set of trips, regardless of the length of trips. A random state of 42 is specified to ensure replicability.

There are 20 sailing trip segments for the sea-going case, and 94 for the inland case. As the trips need to be
splitinto a training and test set, there is not much left in the sea-going case. To increase the available training
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data, the time series are cut up into frames, where the frames overlap to artificially create more data, helping
to provide more training information without replicating frames. As a result, the start and end are different
each time, but patterns are kept. This can help train ML models in some cases, which was shown in Gao et al.,
2019, and is considered a form of data augmentation. It is often used in speech recognition.The frame size is
set to 60 minutes, with 45 minutes of overlap. In other words, each next frame loses 15 minutes at the start
and gains 15 at the end. This way, there are more sequences to train on that keep the same structures, but
have a different start and end.
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Figure 4.15: Example of overlapping frames (Gao et al., 2019)

Next, all data is scaled. It is a method to normalize the data within a particular range, usually between zero
and one. Since features are on a similar scale, this can help convergence of stochastic gradient descent
(Natarajan, 2023). It is crucial to perform this scaling after the data has been split. If this step is done incor-
rectly, the scaler will be partially fitted on the test set, inadvertently causing the test data to affect predictions.
Doing so can result in the model performing unusually well on the test data compared to other unseen data,
a situation known as data leakage.

4.6. Hyperparameter tuning

One of the most important parts of machine learning is the HP tuning process. HPs are parameters of the
model that influence the architecture. They are not parameters that the model learns through the learning
process. Possible HPs that can be altered are batch size, the optimizer type, learning rate, the number of
layers, size of layers, activation functions, and the performance metric. As most of these HPs are discrete,
gradient descent can not be used to optimize them (Prince, 2023). The goal is to identify the optimal config-
uration that minimizes the prediction error on the validation set, ensuring the model’s ability to generalize to
new, unseen data.

The brute-force approach, known as grid search, involves testing all possible combinations of hyperparam-
eters, which is computationally expensive and time-consuming. A more efficient alternative is Hyperopt, a
Python library for hyperparameter optimization. Hyperopt uses a Bayesian optimization approach, TPE, a
probabilistic model-based method for finding the minimum of a function. In the context of hyperparameter
tuning, the function to be minimized is the validation error of the machine learning model.

The process starts by randomly selecting a set of hyperparameters and evaluating the model’s performance
on the validation set. The prediction is classified as 'good’ or 'bad’, after which a probabilistic objective func-
tion model is updated for each evaluation. The probabilistic model is used to guide the selection of the next
set of hyperparameters to find a set that will likely result in a lower validation error. The predicted likelihood
of a point giving a 'good’ result (1(x)), divided by the likelihood of a 'bad’ one (g(x)), is the promisingness
score. HP configurations with a higher promisingness score are expected to yield better results and thus will
be tried. This iterative process continues, with the probabilistic model being updated after each evaluation
until a stopping criterion is met, such as a maximum number of evaluations or a desired level of performance
(Berk, 2020).

Hyperopt’s Bayesian optimization approach is more efficient than grid search because it focuses on exploring
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Figure 4.16: Example of Tree-structured Parzen Estimator with two variables (Yates, 2020)

areas of the hyperparameter space that are more likely to yield good results based on the information gath-
ered from previous evaluations. This allows it to find a good set of hyperparameters with fewer evaluations,
saving computational resources and time.

In both case studies, an LSTM and a Bi-LSTM model will be tuned and tested. This will be done for 150
epochs during 50 evaluations. The best-performing model over the epochs is saved, together with its loss.
The best model is saved for all evaluations. This saved model can later be used for testing and will produce
the same results each time for the same data, meaning its results are reproducible. The same options and
ranges are used in both cases, but the specific HP configuration might vary based on the case-specific needs
and provided data. These ranges are shown below, in Table 4.6. The output of the (Bi-)LSTM is the same
size as the number of LSTM units. Therefore, the output is a vector of length (LSTM units). To interpret this
output, there will always be one fully connected layer at the end to ensure each time step gets one value
returned. The size of this fully connected or dense layer is also an HP.

Hyperparameter Range
Batch size 2,4,8,16,32
LSTM layers 1-3
LSTM units 10-50
Dropout 0-0.3
Size of dense layer 8-32
Optimizer Adam, RMSprop, SGD
Learning rate 0.0001 - 0.10

Table 4.6: Grid for hyperparameter tuning
The choice for these HPs and what they change in the architecture or training is explained below.

Batch Size: The batch size is a crucial hyperparameter that determines the number of samples processed
before the model updates its internal parameters. Smaller batch sizes can lead to faster learning and better
generalization. However, they can also introduce more noise during training. Larger batch sizes are compu-
tationally more efficient and can stabilize training by providing smoother gradient estimates. However, they
might require more epochs to converge to a good solution. All options are a power of two because "The num-
ber of batch sizes should be a power of 2 to take full advantage of the GPU processing." (Kandel and Castelli,
2020). This means that the training should be more efficient when using a power of 2, which decreases train-
ing times. This research chooses a range of [2, 4, 8, 16, 32] to explore the trade-off between stability and
generalization. Speed could also be a factor, but it is not used to measure performance in this research.
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LSTM Layers: The number of LSTM layers controls the model’s capacity to learn complex representations.
Deeper networks with multiple LSTM layers can capture more intricate patterns and hierarchical relation-
ships in the data. However, increasing the number of layers also increases the risk of over-fitting, especially
when training data is limited. Therefore, a range of 1-3 LSTM layers is considered to balance model complex-
ity and generalization.

LSTM Units: The number of units (or neurons) in each LSTM layer determines its representation power.
More units can capture finer details and nuances in the data but also increase the model’s complexity and
over-fitting risk. A range of 10-50 units is chosen to explore the optimal number of units that can effectively
capture the relevant patterns in the data without over-fitting.

Dropout: Dropout is a regularization technique that randomly deactivates a fraction of neurons during train-
ing, which helps prevent over-fitting by reducing the model’s reliance on any single neuron and encouraging
it to learn more robust representations. A range of 0-0.3 is considered to find a dropout rate that can effec-
tively regularize the model without hindering its learning capacity.

Size of Dense Layer: The dense, fully connected layer is usually placed after the LSTM layers to produce the
final output. The size of such a layer determines the dimensionality of the output and affects the model’s
ability to map the learned representations to the desired output. A range of 8-32 neurons is chosen for the
dense layer to explore different output dimensionalities and their impact on the model’s performance.

Learning Rate: This hyperparameter determines the step size at which the model’s internal parameters
(weights and biases) are updated during each iteration of the optimization algorithm. A higher learning rate
allows for faster convergence but may risk overshooting the optimal solution, leading to fluctuations in the
loss function. Conversely, a smaller learning rate results in slower convergence but offers a more stable and
potentially more accurate solution. In this study, a range of 0.0001 to 0.10 is explored.

Optimizer: The optimizer is an algorithm that guides the learning process by determining how the model’s
parameters are adjusted based on the calculated gradients of the loss function. Different optimizers employ
various strategies to navigate the parameter space and reach the optimal solution. Three common optimizers
are considered in this research:

¢ Adam: Adam (Adaptive Moment estimation) is a popular optimizer that combines the benefits of two
other optimizers, RMSprop and AdaGrad. It computes adaptive learning rates for each parameter, mak-
ing it efficient for large datasets and complex models.

¢ RMSprop: RMSprop (Root Mean Square Propagation) is another adaptive learning rate optimizer that
addresses the issue of rapidly diminishing learning rates in traditional stochastic gradient descent. It
maintains a moving average of squared gradients to normalize the learning rate, leading to faster con-
vergence.

¢ SGD: SGD (Stochastic Gradient Descent) is a simple yet widely used optimizer that updates the model
parameters based on the gradients calculated from a mini-batch of training data. While it can be slower
than adaptive optimizers like Adam and RMSprop, it often finds good solutions with proper tuning of
the learning rate.

4.7. Generalizability

The research data is derived from two vessels: a sea-going container vessel and an inland tanker. The sig-
nificant disparity between the two cases and the limited number of ships makes it challenging to consider
ship-specific parameters. For instance, if the vessel size is used as an input, there are only two distinct val-
ues. This is akin to performing a regression with just two data points, resulting in a simple linear relationship
between power and size. Therefore, it is not possible to assess generalizability of the ML models. However,
some methods are suggested as to how to make a generalizable model in future research.
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AlS-based emissions models are the subject of this research. The advantage of these models is that they can
easily be scaled to work for a large range of vessels. For example, they can be used to map all emissions in
a port area, like in Van Den Berg, 2022, or on a specific waterway, as seen in Segers, 2021. For this to work,
ship-specific attributes must be taken into account. The resistance is based on the shape of the hull, but also
on draught, width, and length of the ship. Wind conditions have different impacts based on the area of the
vessel above water. Energy consumption is also influenced by the weight of the total ship, including cargo.
Lastly, the engine age/type, type of propellers, number of propellers and fuel type influence the efficiency of
the propulsion.

In other words, a universal model is needed that can generalize across various vessels. Although this ability
can not be tested with the data that is currently available, a probable solution is included. In Rahman et al.,
2020, the possibility of using static, as well as dynamic variables in LSTM sequence classification is explored.
Three methods are proposed: separate training, direct input, and indirect input. Separate training is, as dis-
cussed, not suitable for the proposed goals of this research. Direct input is where the static variables are
concatenated to the dynamic variables in each time step. In other words, static variables get stretched into a
vector of length "T". This way, each LSTM cell takes in extra information about the ship. In the second method,
indirect input, only the dynamic variables are passed through the LSTM. The static variables are then passed
through an FNN, after which the two outputs are concatenated before being forwarded to the output layer.
The indirect method performed slightly better than the direct method, for that classification case.

4.8. Assessing performance

In Chapter 5, the results of the HP tuning will be shown and discussed in addition to the results of the predic-
tions. There are three performance indicators that tell something about the accuracy of the models. First of
all, there is the MAE. The MAE is the average of the absolute difference of each singular prediction, meaning
that the deviation between the prediction and the target is measured at each time step. This is especially
important when looking at the spatio-temporal emission of NO, or particulate matter. When looking at the
large-scale emissions of GHGs, this metric is less descriptive. The total fuel consumption that is predicted
could still be accurate with a high MAE, if the errors are balanced between over- and underestimation. The
same holds for the RMSE. This is similar to the MAE in the fact that it looks at all predicted time steps, but
now it takes the root of the mean of squared errors, which penalizes larger errors more. The errors are more
constant if the RMSE is close to the MAE in magnitude. Lastly, the total percentage error is looked at. To do
this, the area under each prediction curve is taken and compared to the one under the target curve. It signifies
the difference in total energy used. If the total percentage error is zero, the energy consumption is exactly the
same as the target. When looking at large-scale GHG emissions, this metric is most descriptive.
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4.9. Conclusions on Materials and Methods

This chapter was allocated to lay out the available materials and explain the methods that are used to answer
the sub-question: "How do ML models, trained on measurement data, perform against an existing state-
of-the-art emission model?"

To answer this question, two case studies are performed. In the first case study, a sea-going container vessel
is followed. In the second one, the subject is an inland liquid bulk tanker. As the ships, the data, and the en-
vironments differ significantly, both case studies have their own challenges and opportunities. The first case
study is characterized by a ship with a more common combustion engine, whereas the second case study
follows a diesel-electric ship. In the first case study, all data has to be combined from different sources, with
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challenges in synchronizing and completing partially empty data sets. The challenges in the second case
study lie more in the fact that the ship sails on restricted inland waterways, where blockage factor and cur-
rent play a bigger role. Opportunities lie in the fact that wind data is available, and no data synchronization
or interpolation has to take place.

The used methods for data pre-processing, assignment of modes, selection of input variables, and HP tuning
are all explained. The original mode decision matrix is used to assess how well this works, especially near a
port, and a revised method is proposed. Visual checks are performed to validate this method. Correlation
matrices help select features that might be important for training ML models in predicting ME power. Based
on the correlations, different sets of input variables are introduced. Lastly, the process of HP tuning is ex-
plained and the metrics are determined that will be used to assess model performance.

In addition, this chapter aimed to answer the question: What is needed to make an ML model that predicts
ME power using AIS generalizable? Firstly, the important (static) variables are mentioned. These include
ship type, length, width, DWT or GT, waterway characteristics, engine age, year of build, and more. A short
literature review signifies that LSTM models can work with static and dynamic variables. Three methods to
do so are explored. Relevant literature mentions that two of these methods work well: direct and indirect
input. In the tested classification case, the indirect method slightly outperforms the direct one.






Results

From the materials and methods provided in Chapter 4, results will be discussed in this chapter, starting with
the output of the IMO/HM model. The errors per operational mode will be quantified. Subsequently, the
performance of the ML models will be compared to the target data. For the ML models, the relevant per-
formance indicators mentioned in Chapter 4 will be calculated. The same is done for the IMO/HM model.
Finally, combinations of HPs that worked best are shown.

5.1. Case study 1: sea-going container ship

5.1.1. Mode assignment

In Figure 5.1, violin plots illustrate the RMSE per mode for all trips of the sea-going vessel. The width of the
violin at any given point indicates the likelihood of errors clustering around that value, with the white hori-
zontal line representing the modal, while the vertical bars denote the interquartile ranges. It is evident from
the plot that the sailing mode exhibits the highest prediction errors. Initially, anchoring shows higher errors
compared to maneuvering, which can be attributed to the misclassification of the anchoring mode. As the
ME power is assumed zero during anchoring, a relatively low engine power can already result in a high er-
ror. However, with the revised decision matrix, such misclassifications are significantly reduced. For sailing,
the widest point of the violin moves from roughly 10,000 to 7,000. A similar trend is observed for anchoring
and berthing modes, where attributing the low speeds to maneuvering results in fewer prediction errors. The
plots underline the importance of improving predictions during the sailing stages of trips.
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Figure 5.1: Comparison of MAE with old and new mode assignment
Next, the performance of the final model is evaluated against the actual power output using MAE, RMSE,

39
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and the total percentage difference is compared to the real-world scenario. These three metrics are of impor-
tance for different reasons. On one side, shipping companies and governments place significant importance
on total emissions and energy consumption to determine if climate objectives are achieved and to avoid ex-
cessive fueling. Conversely, examining the variation at each time step is crucial to verify the accuracy of the
spatio-temporal emission predictions. If this condition is satisfied, the model can also be applied to simulate
emissions such as CO; or NOy in a port region.

5.1.2. HP tuning
The process of HP tuning was explained in Chapter 4. The results of this process are shown in Table 5.1.
y LSTM Bi-LSTM
HP || Inputs SA SAD SADD [ SA SAD SADD
activation functions | linear linear ReLU | linear | ReLU ReLU
LSTM layers 1 3 1 3 1 1
LSTM units 40 10 50 10 10 30
dense units 32 32 8 24 8 8
dropout 0,07 0,09 0,13 0,05 0,06 0,05
batch size 2 8 2 8 32 2
optimizer rmsprop | rmsprop | adam | sgd rmsprop | sgd
learning rate 0,0003 0,0025 0,0002 | 0,06 0,0004 0,0006

Table 5.1: Results of HP tuning for the first case study

One might assume that the number of LSTM units or layers would increase with more input variables, as the
predictions become more complex. However, as observed, this is not the case. One possible explanation is
that the tuning process may not identify the best performing configuration. The TPE algorithm initializes with
random guesses and then calculates a promisingness score. With eight hyperparameters to optimize, there
are likely many local minima in the solution space. This does not necessarily mean that the current config-
urations are poor, but it is reasonable to assume that with more tuning, the results could be slightly improved.

5.1.3. Prediction results

The results of predictions for the first case study are shown below, in Table 5.2. In this table, the MAE, RMSE,
and total percentage error are shown, which will be used to identify the best performing model and compare
it to the benchmark IMO/HM model.

In the initial case study, only limited data is available, comprising just eight trips in the test data. To augment
the training set, it was cut into overlapping frames in order to artificially create more data. While additional
test data would be beneficial, there is an argument to be made that eight trips may be sufficient, consider-
ing they each consist of roughly 340 to 1200 data points. Collectively, around 6500 time steps are predicted.
These points should provide an adequate basis for evaluating the MAE and RMSE to assess the performance.
However, on the other hand the total percentage error is calculated based on the total energy used per trip,
resulting from only 8 data points. As a result, it is considered to be a less reliable indicator compared to the
MAE and RMSE. The use of the limited dataset based on eight trips is however important in the determina-
tion whether the prediction predominantly over- or underestimates.

] Model \ Holtrop Mennen LSTM model Bi-LSTM model
Input Speed, Depth, Characteristics SA SAD | SADD | SA SAD | SADD
MAE (kg/h) 9542 3067 2974 2863 2820 4190 | 4127
RMSE 10833 3760 3644 3570 3505 5008 | 5054
Total error (%) +62.87 -4.05 | +10.42 | -3.15 -11.03 | -1.32 | -0.82

Table 5.2: Results for all models
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The results revealed in Table 5.2 demonstrate that all models appear to surpass the benchmark. In each
model-input combination, the RMSE exceeds the MAE, but only by a small margin, suggesting the absence
of significant outliers. The LSTM model with SADD inputs exhibits nearly the lowest MAE and RMSE, trailing
closely behind the Bi-LSTM with SA inputs. Nevertheless, the analysis of error distribution across the test
sequences, as depicted in Figure 5.2, illustrates a narrower range of MAE and RMSE for this particular com-
bination. The IMO/HM model displays the highest errors on average, as well as the largest spread, indicating
it has the lowest accuracy and precision of all models.
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Figure 5.2: MAE and RMSE for all models - seagoing

In Chapter 4, correlation matrices were used to help choose the different combinations of input parameters.
The speed over ground had the highest correlation with the engine power, followed by acceleration, draught,
and depth. The results are in line with the correlations. Speed and acceleration alone already give a decent
prediction of engine power. When draught and depth are added as input, the accuracy increases for the LSTM
as well as the Bi-LSTM.

Although the Bi-LSTM model outperforms in terms of average percentage error, it exhibits higher MAE and
RMSE. The complexity of the model may be the reason behind its robustness to changes, possibly leading to
under-fitting. This would also explain why the errors increase with more input variables. LSTMs however do
perform better with more input variables. This could be attributed to an increased contextual understanding
of the situation, especially when considering physical implications in maritime operations. Understanding
the long-term trends in a ship’s speed and acceleration, but also depth and draught could potentially enhance
predictive capabilities.

Figure 5.3 shows the distribution over the total percentage errors, using a strip plot and a violin plot. The
violin plot expresses the density of a given result, while the strip plot helps identify the magnitude of outliers.
Together, they provide a clearer picture of how each model would predict total emissions in a large-scale
study. For this goal, the Bi-LSTM-SADD has the highest accuracy, with an average error of -0.82%. How-
ever, the LSTM-SADD has a lower spread of errors, making it more precise. The average total percentage
error is -3.15%, which is still an improvement over what was seen in the STEAM model, that was explained
in Chapter 2, with its average error of 6%. The Bi-LSTM-SADD has a spread between -35 and +50, while the
LSTM-SADD stays within -20 to +35 percent.
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Figure 5.3: Total percentage errors - seagoing

An example of a prediction for a sailing segment from the best performing LSTM model is shown in Figure 5.4.
The predicted power closely mirrors the actual power, although the predicted power appears to be more con-
sistent. This phenomenon may be attributed to varying currents. The speed considered in this scenario is the
speed over ground. If this speed remains constant, the predictions are not likely to change significantly. Al-
though not included in this research, changes in currents relative to the vessel may result in increased engine
power for the same speed over ground. AIS data do not contain information regarding currents and conse-

quently heights of currents do not manifest in the prediction.
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Figure 5.4: Prediction of ME power for one trip - seagoing
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5.1.4. Reflection of the first case study

This chapter presented the initial case study, validating the reference IMO/HM model. The tests showed that
the model performs adequately, although there is potential for improvement. The main area needing en-
hancement is the assignment of operational modes. Specifically, the anchoring mode was assigned too often
when it should not have been. Modifying some of the anchoring modes in the decision matrix for maneu-
vering reduces the MAE for all modes. This modification is more realistic, as the MAE should be zero for
anchoring, given that the model predicts that the ME is turned off.

The operational mode ’sailing’ exhibited the highest RMSE. Consequently, and because the ME provides the
most power during sailing, the models were exclusively trained on this mode. Since they output a sequence,
it can be seamlessly integrated back into the IMO/HM model. The performance of the benchmark, the LSTM,
and the Bi-LSTM was compared against the target sequences. Hyperparameter tuning for both ML models
was conducted with TPE using Hyperopt. Parameters such as batch size, layer size, and the number of layers
were adjusted to identify the best-performing model. Ultimately, the LSTM emerged as the superior option
for the most precise time-step predictions. Compared to the baseline model, the MAE decreased from 9542
to 2863, and the total fuel consumption error reduced from +62.87% to -3.15%. If total energy consumption is
a priority, Bi-LSTMs become appealing. Although the MAE is higher at 4127, the total percentage error is only
-0.82%. For local emissions, such as NOy, LSTMs may be preferable, whereas for global emissions estimates,
Bi-LSTMs could be more valuable. For both models, the best results were achieved using speed, acceleration,
depth, and draught as inputs.

It must be noted that the (BI-)LSTM models are trained for one ship in a particular area, mostly around the
North Sea and the English Channel, whereas the IMO/HM model should be usable everywhere. Since trips
are relatively short, the shipping line might plan them to align with tidal currents to save fuel. This could
be the reason for the high overestimation of the benchmark. If the ship would sail against this current, the
LSTM models would then be expected to underestimate actual engine power. The speed over water is a better
indicator of engine power, but
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5.2. Case study 2: inland tanker ship

The second case study followed a diesel-electric ship in inland waterways. This scenario poses its own chal-
lenges, as will be seen later in this section. As for the first case study, three different combinations of input
variables are used. This section will show the results of HP tuning and prediction, to assess the models’ capa-
bility in prediction ME power consumption for inland shipping.

5.2.1. HP tuning
Again, Hyperopt was used to find a suitable set of hyperparameters. The found HPs are shown in Table 5.3.

LSTM Bi-LSTM
HP ‘ Inputs SA SAH SAHD | SA SAH SAHD
activation functions | relu linear | linear | ReLU | RelLU | linear
LSTM layers 1 3 1 3 2 3
LSTM units 50 30 10 30 40 50
dense units 8 24 16 8 32 24
dropout 0,12 0,28 0,16 0,08 0,08 0,05
batch size 32 16 4 8 2 2
optimizer adam | sgd sgd adam | sgm adam
learning rate 0,002 | 0,019 0,0007 | 0,005 | 0,005 | 0,0005

Table 5.3: Results of HP tuning for the second case study

In this case study, greater regularization in the form of dropout is needed compared to the first one. It is in-
teresting to note that the dropout rate is lower for the Bi-LSTM than for the LSTM, indicating that Bi-LSTMs
generally require less regularization overall. This could be due to the fact that predictions in Bi-LSTMs are
influenced by both past and future data, inherently providing regularization. Similar to the previous case,
there is no clear correlation between the number of LSTM layers and the input variables. Additionally, the
learning rate decreases as the number of input variables increases. During hyperparameter tuning, there
is no definitive consensus on whether ReLU or a linear activation function is preferable for the dense layer.
However, considering that it’s physically impossible to have negative engine power, using ReLU, which always
produces positive outputs, may be the more reliable choice.

5.2.2. Prediction results

| Model | LSTM model Bi-LSTM model
Input SA SAH SAHD | SA SAH SAHD
MAE (kW) 236.29 | 217.28 | 217.20 | 201.25 | 182.45 | 213.52
RMSE 244.42 | 227.23 | 229.83 | 205.65 | 198.65 | 219.01
Total error (%) -4.79 +3.41 | +5.11 +19.16 | +13.40 | -4.15

Table 5.4: Results for all trained models after training

In this second case study, the results presented in Table 5.4 reveal that the Bi-LSTM-SAH model, using speed,
acceleration, and headwind as inputs, demonstrates the lowest MAE and RMSE when predicting the main
engine power of the inland tanker vessel. However, the MAE of 182.45 kW, which is more than 10% of the
maximum combined engine power of 1600 kW, indicates that the model’s predictions can still deviate signifi-
cantly from the actual values. The LSTM-SAH model, incorporating speed, acceleration, and depth, shows the
lowest average percentage error for predicting energy consumption over entire sailing segments. However, its
MAE is higher than the Bi-LSTM-SAH model, suggesting that it might not be as consistent in its predictions.
These results are in line with the correlations shown in Figure 4.14b, where a weak correlation between depth
and engine power was found (0.05). The headwind, although only having a Pearson correlation of 0.11, does
improve predictions for both models.
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When comparing all the models in Figure 5.5, it is clear that there is a significant variation in both MAE and
RMSE. Upon comparing the two metrics, it is evident that the violins for the RMSE are now thicker at the top,
indicating the presence of more large outliers compared to the first case study. The ranges of MAE and RMSE
are closely aligned over all models.
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In reviewing Figure 5.6, it is apparent that the predictions deviate significantly from their intended values.
The percentage errors for all models range from -20 to +70 percent. This discrepancy can be attributed to
the absence of crucial information about the waterway. While the models perform reasonably well in open
waters, various influential factors come into play in constrained waterways. Without accounting for variables
such as current, blockage, and reliable depth data, achieving highly accurate predictions is likely unattain-
able.
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Actual vs Predicted LSTM
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Figure 5.7: Prediction of ME power for one trip - inland

Significant errors are evident when analyzing individual trips, as depicted in Figure 5.7. It seems that LSTMs
introduce noise in their predictions, even when the training data has minimal noise. While this discrepancy
was less conspicuous in the first case study, this can likely be attributed to the noise present in both the train-
ing and test data. The model accurately anticipates the dip in engine power around minute 130; however, the
prediction error escalates thereafter. This could be due to unaccounted conditions, such as waterway width
or overtaking actions, that are not factored into the model’s input. Additionally, the depth sensor’s unreliabil-
ity could lead to an unseen decrease in depth, thereby raising resistance and diminishing speed over ground.
A lower speed over ground would yield a lower ME power estimate, without the model discerning the true
cause.

5.2.3. Reflection of the second case study

In comparing the predictions to those of case study 1, it is evident that the predictions in the first case study
are more precise. This discrepancy can be attributed to a variety of factors, many of which are associated with
the limitations imposed by the restricted waterways.

The waterways that the ship navigates are typically rivers or channels. Consequently, ships are constantly
navigating either with or against the flow. This presents potential challenges when training models. In this
specific scenario, where flow data is not accessible, only the speed over ground is considered. Figure 5.8
shows a partial trip from Rotterdam to the Volkerak Locks. For this trip, the speed over ground of the vessel
is shown. Next to this, the engine power is shown for comparison. The flow of water is directed from east to
west, toward the North Sea. Whereas the engine power stay mostly constant, between 850 and 900 kW, the
speed of the vessel increases when entering the Hollands Diep and moving with the flow, instead of against it.
It is likely that the speed over water does not change significantly in this situation. However, the speed over
ground changes by little over 1 m/s, or 20%.

In restricted waterways, ships are limited in their maximum speed, which is determined by the blockage fac-
tor. This factor is calculated by dividing the ship’s frontal area underwater by the channel cross-section area.
A higher blockage factor results in a stronger return current, causing the speed over water to be higher than
the speed over ground. To accurately calculate the blockage factor for different parts of a trip, a detailed map
of the waterway, including depth and width, would be essential. This information could be used as input for
(Bi-)LSTM to improve accuracy, although it would also likely increase computation time and effort as fairway
information would be needed for each vessel at each time step and location.

In addition, the depth data in this case study are likely unreliable. Previous findings have indicated that hav-
ing information about the depth can enhance predictive accuracy. Considering that depth can significantly
impact currents and blockages in restricted waterways, its importance is even more pronounced in inland
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Ship Speed and Power over Time and Location
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Figure 5.8: Speed and delivered power during a trip

waterways. It is anticipated that more accurate depth information will substantially improve predictive capa-
bilities. As the GEBCO chart has a resolution of around 300 meters, it was also deemed not accurate enough
to be used as a substitute.

As mentioned in subsection 4.2.3, when one ship overtakes another on a waterway, the return currents and
changes in water level caused by the two ships will strengthen each other. This will increase the resistance on
the ships, leading to a higher effective speed over water. As a result, overtaking maneuvers can significantly
impact engine power, even if the ship being overtaken is not actively involved in the maneuver. The current
model does not account for this effect.

In future research, it is recommended to incorporate current speeds as a factor, which is likely to improve
the accuracy of predictions. While the speed over ground may be a reasonable input for sea-going vessels, it
is essential to consider current speeds for inland waterways. Additionally, it is advised to gather data from a
wider range of ships and include static variables such as deadweight tonnage, vessel dimensions, hull char-
acteristics, engine specifications, and propeller details in the models to enhance their predictive capabilities
and improve generalizability. In its current state, it is not advisable to use this model for spatiotemporal en-
gine power estimations.

5.3. Reflection on all results

In both case studies, the LSTM and Bi-LSTM models were employed to predict the main engine power of ves-
sels using different input combinations. The results varied significantly between the two cases.

In the first case study, focusing on a sea-going container vessel, both models outperformed the benchmark
IMO/HM model in terms of accuracy. The LSTM model excelled in predicting power at individual time steps,
making it suitable for estimating spatiotemporal emission distributions. On the other hand, the Bi-LSTM
model demonstrated superior performance in predicting total energy consumption over a trip, making it
valuable for estimating overall emissions.

In contrast to the first case study, the second case study, involving an inland tanker vessel, presented more
challenges. Both models struggled to achieve the same level of accuracy as in the first case study. This discrep-
ancy can be attributed to the unique characteristics of inland waterways, such as stronger currents, blockage
factors, and varying water depths, which significantly influence engine power. The lack of reliable depth data
and the absence of information on currents and blockage factors further hindered the models’ predictive ca-
pabilities.
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Discussion

This chapter delves into a detailed discussion of the results presented earlier. An analysis of the disparities
between the predicted and actual ME power is provided, with a focus on the ’anchoring’ operational mode.
Potential reasons for these disparities are explored, including the constraints of the decision matrix used for
determining operational modes. The impact of an alternative decision matrix on the accuracy of ME pre-
dictions, is assessed. Additionally, limitations associated with the use of limited data and machine learning
models are examined.

Differences in case studies

Upon comparing the results of both case studies, it becomes apparent that the first case predicts with higher
accuracy and precision. This is likely due to the influence of environmental factors and the underlying data
structure. It is worth noting that a sea-going ship does not necessarily follow the same or opposite direction of
the current. In a narrow inland waterway, this almost always holds true, indicating that the ship consistently
navigates in the most or least efficient manner in terms of speed over ground. These observations might also
elucidate the abrupt surges in engine power for the same speed in the second case. When a ship travels with
the current and then changes direction, there is a significant increase in power required to maintain the same
speed over ground. In addition, the unreliable depth sensor, blockage factor, and overtaking actions could
contribute to the higher errors in the second case.

Case study 1: sea-going container vessel

In the first case study, the best performing Bi-LSTM model had an average error of -0.82% on the total energy
consumption of a ship. While the model generally captured patterns accurately, there were some deviations.
Potential reasons for these deviations will now be explored. Firstly, it’s possible that unusual environmen-
tal conditions, such as storms, greatly differed from the norm. Storms can lead to increased engine power
requirements, especially when sailing against the wind, and can also cause higher wave resistance. Further-
more, the ML models were trained based on speed over ground. Ships can optimize fuel consumption by
timing their trips to travel with the current. The study primarily took place in the English Channel, an area
renowned for its strong tidal currents that move alongshore. This makes it feasible for ships to harness these
currents, particularly when navigating the Dutch, Belgian, English, or French coastlines, leading to a signifi-
cant reduction in required engine power. Upon reviewing Figure 4.1, it is evident that this is the area where
the ship spends the majority of its time sailing. The high over-estimations of the IMO/HM model regarding
ME power might be a result of this as well, as it uses speed over ground.

Case study 2: diesel-electric inland tanker

The second case presents more challenging predictive scenarios, primarily due to the currents encountered
in inland waterways. The alternating nature of ship movement up and down the current necessitates the
model to strike a balance between the two states. Additional complexities arise from factors specific to in-
land waterways, particularly the phenomenon of blockage. When a vessel navigates through narrow water-
ways, it propels water forward, causing the surrounding water to decelerate or even reverse its flow, in ac-
cordance with the principle of mass conservation. These opposing currents effectively augment the vessel’s
speed over water and subsequently increase resistance. In shallower waters, the restricted flow beneath the
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ship accelerates the return current, leading to a condition known as squat, which further deepens the ship’s
submersion and increases resistance. These combined effects significantly influence resistance but were not
considered in the case study. Doubt is cast on the reliability of depth sensors, as evidenced by their inability
to enhance the predictions of the standard LSTM model. The provision of a comprehensive fairway informa-
tion map could potentially alleviate these challenges and substantially improve prediction accuracy. Another
contributing factor to the high prediction errors could be the mismatch between the employed models and
the operational characteristics of the engines. Unlike the diesel engines found in large container ships, the
engine power in this case remains relatively stable. While LSTMs demonstrate efficacy in the first case and in
other multivariate applications such as rainfall-runoff and stock market prediction, where noisy signals are
commonplace, the target signal in this scenario exhibits high stability while the predictions retain a degree of
noise, albeit to a lesser extent than in the first case.

Interpretability

The nonlinearity of ML models presents a dual nature. It enables the creation of powerful models adept
at identifying relationships that traditional statistics-based approaches cannot. Additionally, these models
are adaptable and data-driven, requiring only raw data to make accurate predictions. However, interpreting
these models can be challenging. While it has been demonstrated that adding more input variables enhances
accuracy, the precise impact remains unquantifiable due to the large number of trained parameters. More-
over, commonly used performance metrics like R-squared are not suitable for nonlinear predictors.

Generalizability The limited data available in this study, derived from only two vessels, poses a challenge in
establishing a truly generalizable model. The significant differences between the sea-going container vessel
and the inland tanker, coupled with the absence of data from other ship types, hinder the development of a
universally applicable model. However, the research acknowledges the potential for generalizability and sug-
gests that future studies incorporate a wider range of vessels and include static variables such as deadweight
tonnage, vessel dimensions, hull characteristics, engine specifications, and propeller details. By training on
a diverse dataset and considering these additional factors, it is anticipated that a more robust and adaptable
model can be developed, capable of accurately predicting engine power and emissions across a broader spec-
trum of ships and operating conditions.

Tug boats

This research has primarily focused on sailing vessels. Sailing was chosen as the primary focus due to the
significant amount of time spent and marine engine fuel consumed during sailing. Even a small decrease in
percentage error can be highly valuable. Additionally, the decision not to focus on maneuvering is due to the
common use of tugs in port areas to turn and navigate a ship. As the tugs provide most of the engine power in
these instances, their usage does not register in the sensor data. Therefore, using this data could potentially
distort predictions for the remainder of the voyage.

Computational effort

The literature referenced in Chapter 1 highlights that the integration of ML can result in a significant im-
provement in computational speed, often up to 90%. This acceleration could be particularly beneficial for
emission estimates, enhancing the accessibility of these methods. It’s worth noting that although the ML ap-
proach offers substantial advantages, the creation of trips and the operational mode assignment still require
the current model. On a standard laptop, these tasks can still consume multiple hours when analyzing the
trajectories of only one ship over a three-month period. Thus, streamlining this process through ML could
prove valuable.

Despite the limitations mentioned above, this study has showcased the potential of ML models in predicting
engine power for maritime operations, especially when sailing. In particular for a container vessel on the
open sea, LSTM models are able to predict total energy used with an accuracy of within one percent, using
only AIS and a depth chart. In the second case, although performance was worse, some useful insights were
generated. For example, the influence of current and bloackage factor in restricted waterways. Additionally,
the influence of headwind was shown in the comparison between input combinations. Both cases displayed
the robustness of Bi-LSTM models compared to LSTMs. While useful for emission calculation, the models
could also be used by shipping companies to conserve fuel: simulating a trip could provide insight in the
amount of fuel needed to reach the destination, which makes it possible to load less fuel in the ship. This is
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not expected to make an enormous change, but could contribute slightly to cleaner shipping in the future.






Conclusions

7.1. Research questions

In the following chapter, the sub-questions will be examined in order to provide a comprehensive response
to the primary research question. The research question and sub-questions are presented as follows:

How can supervised machine learning models, trained on on-board sensor data and applied to AIS data,
enhance the prediction of a ship’s main engine power?

1. What are current state-of-the art emission models that could be compared to a new proposed ML
method?

2. How are operational modes assigned, and how could this be improved?

3. Which machine learning algorithms could be suitable for predicting a ship’s ME power using AIS as
input?

4. How do ML models, trained on measurement data, perform against an existing state-of-the-art emis-
sion model?

5. Which variables are important when estimating ME power from AIS using ML models?
6. What is needed to make an ML model that predicts ME power using AIS generalizable?

What are current state-of-the art emission models that could be compared to a new proposed ML method?
To answer this question, a study of various literature has been performed. Three models were explained:
STEAM, MoSES, and IMO/HM. STEAM and MoSES are categorized as bottom-up models, both utilizing AIS
data to estimate ship emissions. STEAM simplifies the relationship between a ship’s power and velocity by
assuming constant resistance coefficients, wetted surface, and propulsive coefficient. Through this simplifi-
cation, the model enables the easier calculation of instantaneous power using readily available data. Further-
more, STEAM estimates auxiliary engine power based on ship type and operational mode, and it integrates
the effect of waves on fuel consumption and emissions.

Conversely, MoSES places emphasis on calculating ship emissions with high spatial and temporal resolution.
Itleverages AIS signals and ship characteristics sourced from the IHS Markit database to estimate parameters
such as gross tonnage, main engine power, and service speed. These parameters are then utilized to calcu-
late engine load and energy consumption, which are subsequently converted to emissions using emission
factors. However, MoSES introduces uncertainties due to the estimation of various parameters based on em-
pirical functions.

In contrast to STEAM and MoSES, the IMO/HM model employs the full Holtrop & Mennen method to sim-

plify the resistance calculation. This approach enables a more accurate estimation of resistance, consid-
ering factors such as variable draught, environmental conditions, and shallow water effects. Furthermore,
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the IMO/HM model incorporates a distinction between different operational modes (sailing, maneuvering,
anchoring, berthing) as per the guidelines of the IMO. The model’s ME and AE power calculations are depen-
dent on the size of the ship. Instead of relying on regression functions to estimate unknown ship variables,
the IMO/HM model employs a probability distribution for ship parameters based on vessel type. Lastly, the
model accounts for shallow water effects on frictional resistance, which is pivotal for comprehending vessel
behaviour and emissions in port areas. Due to these characteristics, the IMO/HM model is considered the
most suitable for comparison with the proposed ML models.

How are operational modes assigned, and how could this be improved?

The role of operational modes in bottom-up emission modeling has been explained in Chapter 2. The engine
power profile for main and auxiliary engines depends on the mode the ship is in. When berthing or anchor-
ing, main engines are usually not providing power. When this is the case, the auxiliary engines and boilers
take over to provide the necessary heat and electricity on board. To assess whether the modes were assigned
correctly, the IMO/HM model was applied to all trips of the sea-going container vessel, predicting the ME
power. Subsequently, the MAE was calculated. With the decision matrix from the IMO, the highest errors oc-
curred during sailing. This is to be expected, as that mode is the one with the highest engine powers overall.
However, when looking at the other modes, the anchoring mode is the one with the highest errors. Since no
engine power is expected when anchoring, a low speed could already result in a large MAE. To prevent this
from happening, the threshold for berthing and maneuvering was set to 1 knot. All speeds between 1 and 3
knots are now seen as maneuvering, independent of the distance to the port. These changes significantly de-
creased the errors for each mode, suggesting that the mode assignment has improved, at least for container
vessels. To support this, visual checks were performed, which showed less anchoring within ports or during
slow steaming. The same visual checks were performed for the inland tanker vessel, where the instances of
unexplained anchorings was reduced. The ship is only anchoring close to locks, which can be explained by
the fact that it often has to wait before entering a lock, or in a lock while waiting for the water level to rise or
drop.

Which machine learning algorithms could be suitable for predicting a ship’s ME power using AIS as input?
When choosing a suitable model, it’s essential to have the right prerequisites in place. Ideally, the model
should be able to process multivariate input and generate a one-dimensional output. It should be capable
of identifying (nonlinear) connections between input variables and the target. Given that the inputs are time
series, the model must be equipped to handle this, ideally with an understanding of temporal relationships.
Since the sequences are quite lengthy and vary in length, it would be advantageous for the model to have a
memory function and the ability to manage sequences of variable length.

As discussed in Chapter 3, the focus has been on Artificial Neural Networks, with the primary models being
MLPs, LSTMs, and Bi-LSTMs. MLPs are favored for their simplicity of implementation and long-standing
presence. They have found extensive use in time-series predictions, capitalizing on their ability to learn non-
linear relationships. However, a significant limitation in this application is their inability to handle inputs of
variable lengths. Additionally, they do not incorporate previous time steps as input; instead, they predict the
ME power for each time step based on the (variable) inputs for that specific time step only.

In response to these challenges, LSTM networks were developed. These algorithms excel at processing in-
puts of varying lengths and possess a memory function, allowing them to capture overall patterns in data. An
LSTM is composed of an input gate, a forget gate, and an output gate, which collectively determine which
information is retained for the next time step and what the current output will be. Additionally, LSTMs are
adept at handling multi-variate time series predictions. They have demonstrated their utility in prior studies
focused on time series forecasting, particularly in the domains of rainfall run-off and stock price prediction.

Since the time series of the trips is already available, there is no need to predict future values. This presents
an opportunity to employ a Bi-LSTM. Bi-LSTMs function similarly to standard LSTMs, but unlike LSTMs,
they operate bidirectionally. This provides the added advantage of better understanding the ship’s behaviour.
With this approach, the model can anticipate whether the ship will slow down or speed up in the next few
minutes, and leverage this knowledge to predict engine power more accurately.

In this study, (Bi-)LSTMs have been chosen for the prediction of ME power. This selection is based on their
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capacity to capture nonlinear relationships, ease of implementation, and memory function, addressing the
issue of vanishing or exploding gradients.

How do ML models, trained on measurement data, perform against an existing state-of-the-art emission
model?

In the first scenario, the MAE and RMSE are lower for the LSTM model, whereas the Bi-LSTM exhibits lower
errors when predicting the total energy used during a trip. As previously noted, ML models can be challeng-
ing to interpret due to their complexity and numerous parameters. However, the LSTM likely achieves a lower
MAE and RMSE due to its sensitivity to changes, as it is influenced solely by past time steps, while the Bi-LSTM
is influenced from both directions. Because of their distinctions, it is conceivable that both methods could
be employed, albeit for different objectives. The LSTM appears to perform better when analyzing emissions
in a smaller area, due to its better spatiotemporal accuracy. This could be used for protecting people in the
vicinity of a port from harmful PM; 5, or P My emissions, or for complying with European NOyx limits when
estimating emissions in a port area. Conversely, when examining global emissions, such as the IMO does to
establish new regulations for CO, reductions, Bi-LSTMs might offer a better solution by closely predicting
the total energy used. It should be noted that this analysis was conducted on a relatively small test set of 8
trips. A more comprehensive understanding of model performance could be obtained by using more data or
retraining both models with a larger number of seeds and averaging the results.

Which variables are of importance when estimating ME power from AIS using ML models?

In the two case studies, various input variable combinations were utilized to forecast engine power. Pearson’s
correlation was used to analyze the relationship between potential input variables and the ME power. Based
on this analysis, the inputs were selected. Upon training the models and comparing them with measured
data, it was determined that a reasonably accurate estimation can be achieved using only the ship’s speed
and acceleration. The first case study demonstrated that utilizing a standard LSTM, the ship’s draught and
depth contributed to better predictions. In the second case study, it was observed that headwind had a posi-
tive impact on prediction accuracy. The absence of improvement in predictions due to depth in this case may
be ascribed to the unreliable depth sensor. Furthermore, other potential inputs for enhancing prediction ac-
curacy include vessel size, waterway characteristics, wave height, and currents.

What is needed to make an ML model that predicts ME power using AIS generalizable?

The ultimate objective of this research is to contribute to developing an AIS-based model that can predict
engine power and emissions for ships worldwide. The challenge lies in the diverse characteristics and oper-
ating conditions of ships globally, making it difficult to establish rules for predicting engine power. The IMO
provides estimations for different types of ships, such as tankers, container ships, and cruise ships. However,
variations in weight classes, engine types, and propulsion systems influence emissions as well. Instead of
relying on predefined rules for each variable, the idea is to train an ML model using data from a diverse set of
ships. Theoretically, this model could recognize different ships and predict engine power without relying on
predefined rules. The potential of using LSTM networks, which can handle both static and dynamic variables,
was explored in section 4.7. In previous research, it was shown that there are two possible ways to add static
variables to a time series for better predictions. The first option, or direct input, is to add the static variables
to the input vector at each time step. The second option, indirect input, involves passing the static variables
through an FNN and concatenating this with the output of the LSTM, before passing through the final output
layer. Indirect input outperformed the direct input. Therefore, it is recommended to follow this approach
during future research into a more complete engine power prediction model. A prerequisite for this however
is that there is enough data available from a wide array of different vessels.

Having answered the sub-questions above, the main research question can now be answered:

How can supervised machine learning models, trained on on-board sensor data and applied to AIS data,
enhance the prediction of a ships main engine power?

The IMO/HM model provides a solid foundation for analyzing operational modes and their impact on en-
gine power profiles during trips. By refining these operational modes and incorporating machine learning
techniques, more accurate predictions can be made. A specific focus was placed on the sailing mode, where
ships consume the most fuel. Leveraging the multivariate time series nature of AIS signals proved to be well-
suited for LSTM and Bi-LSTM models. After training these models with various inputs, a Bi-LSTM utilizing
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speed, acceleration, draught, and depth as inputs could predict engine power during the sailing phase of a
trip within an average deviation of 0.82%. For improved accuracy per time step and more reliable spatio-
temporal emission distributions, an LSTM was the preferable choice. With the potential addition of more
measurement data in the future, the aim is to further enhance the performance and reliability of the predic-
tions.

Estimating power for inland waterways presents its own set of challenges. Factors such as current and block-
age factor play a more crucial role in the prediction process. Additionally, the type of propulsion may be less
compatible with the LSTM approach due to the stable signals. In summary, there was insufficient data avail-
able to make LSTMs as effective for inland vessels as they are for sea-going vessels. However, in comparison
to the current key figures provided by the Dutch Rijkswaterstaat, which underestimated fuel consumption by
2-3 times, it is still a considerable improvement.

The use of ML has demonstrated great potential in improving ME power predictions. The IMO/HM model is
surpassed for sea-going vessels, and depending on specific requirements, an LSTM or a Bi-LSTM may pro-
duce superior results. In the case of inland waterways, environmental factors have a significant impact on
energy consumption, making prediction more challenging. However, by integrating these environmental
conditions into the model input, this obstacle may be overcome. The same holds true for the model’s ability
to be applied across different vessels. It is expected that generalizability can be achieved, but only through
training on a sufficient number of vessels.



Recommendations

In order to further expand the research on LSTMs for engine power prediction in future studies, several av-
enues for exploration can be pursued. This chapter suggests potential future research directions and provides
recommendations on their execution or potential improvement.

Universal model

It is believed that a universal model can be developed given a sufficient amount of data. The concept of gen-
eralizability delves into this possibility and discusses how it can be achieved. It is suggested that, for future
research, efforts are made to gather data from additional ships. If successful, this endeavor could lead to the
creation of a model capable of replacing the commonly used resistance calculation based on Holtrop & Men-
nen. Such a model would have the capability to directly estimate the Main Engine power for a wide range of
ships. In addition, by keeping the general structure of the HM/IMO model, a distinction can still be made in
operational modes.

Integration in existing model

An interesting opportunity with these models is that they can be integrated in the semi-empirical IMO/HM
module. By doing so, the high MAE and total percentage error for the sailing mode can be decreased, while
keeping all benefits from the previous model. For example, the spatial distribution visualisations are still be-
ing used. Hereby, the ability to model auxiliary engine power is preserved as well. Another advantage is that
the models modularity provides the possibility to change parts of it over time. The AE energy or ME energy
during another operational mode can be replaced by the same or other ML models, while being able to use
the old methods over time.

Environmental conditions

Future model improvements could be made by incorporating waterway characteristics. Doing so would ben-
efit the predictions, especially for inland cases. To start, the depth and width of a channel/river can be used to
calculate the blockage factor of the ship in the waterway. This is likely to improve accuracy. Secondly, current
has a significant impact on engine power. Without knowledge of the current, an estimation can still be made.
However, since the speed over ground is used in stead of speed over water, accuracy is decreased. An example
of this was shown in Chapter 5. The same holds for wind. In the results, it was shown that knowledge of the
headwind improves the engine power predictions. While in this case the headwind was known from sensor
data, this research focuses on the potential of ML models that use AIS or other widely available data as input.
It is therefore advised to incorporate open-source wind data, for example from Copernicus.

LSTM for diesel-electric ships

As previously noted, the LSTM appears to struggle with estimating engine power in the inland waterway
scenario. This may be partly due to the nature of electric engines; their power output is very consistent,
with minimal noise. It is unclear whether all minor variations in power are captured in the data or if the
data have already been smoothed. Furthermore, engine power does not directly correlate to emissions, as
generators do not need to supply the same power as the electric engines simultaneously, given that energy
is temporarily stored in batteries. A potential solution is to adopt the method used in LSTMs for rainfall-
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runoff models. In these models, weather data are utilized to forecast river runoff. One could liken the rain to
input, the catchment area to a battery, and the runoff to output. LSTMs are especially effective in this context
due to their memory capabilities. This approach has already demonstrated its effectiveness in predicting
rainfall runoff. Applying the same method to diesel-electric ships could be intriguing. Here, environmental
conditions, speed, acceleration, and characteristics would serve as input. The battery would represent the
catchment area, and the generators would correspond to the runoff. This approach could potentially enhance
the overall accuracy of predictions while also providing a comprehensive view of emissions.
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E. Operational mode visualizations

Vessel Speed (m/s)

11-12 14

Vessel Speed (m/s)

11-12 14

Vessel Speed (m/s)

11-20 22

Vessel Speed (m/s)

11-20 22

Vessel speed (m/s)

11-12 16 11-12 18 11-12 20 11-12 22 11-13 00 11-13 02

(a) Old mode assignment

Vessel speed (m/s)

11-1218 11-12 22 11-13 00 11-13 02

11-12 20

11-12 16

(b) New mode assignment

Vessel speed (mjs)
Berth

Manoeuvre

sailing

Anchor

11-21 00 11-2102 11-21 04 11-21 06

(c) Old mode assignment

Vessel speed (m/s)
Berth

Manoeuvre

Sailing

Anchor

11-21 00 11-21 02 11-21 04 11-21 06

(d) New mode assignment

11-13 04

11-13 04

11-21 08

11-21 08

11-13 06 11-13 08 11-13 10

11-13 06 11-13 08 11-13 10

11-2110 112112

11-21 10 112112



91

Vessel Speed (m/s)

Vessel Speed (m/s)

Vessel Speed (m/s)

Vessel Speed (m/s)

Vessel speed (m/s)
Berth

Manoeuvre

sailing

Anchor

02-15 03 02-15 06 02-15 09 02-1512 02-1515 02-1518 02-15 21 02-16 00

(a) Old mode assignment

Vessel speed (m/s)
Berth

Manoeuvre

sailing

Anchor

02-15 03 02-15 06 02-15 09 02-1512 02-1515 02-15 18 02-15 21 02-16 00

(b) New mode assignment

Vessel speed (mjs)
Berth

Manoeuvre

sailing

Anchor

08-23 14 08-23 16 08-23 18 08-23 20 08-23 22 08-24 00

(c) Old mode assignment

Vessel speed (m/s)
Berth

Manoeuvre

Sailing

Anchor

08-23 14 08-23 16 08-23 18 08-23 20 08-23 22 08-24 00

(d) New mode assignment



	List of abbreviations
	Abstract
	Introduction
	Research context
	Research problem
	Research objectives
	Research scope
	Research questions
	Outline

	Maritime emission modeling
	Research history
	STEAM
	MoSES
	IMO/HM Model

	Model choice

	Machine Learning Models
	Multi-Layer perceptron
	Recurrent neural networks
	Long Short-term Memory network
	Gated recurrent units
	Choice for Machine Learning algorithms

	Materials and Methods
	Materials
	Introduction to case studies
	Case 1: sea-going container vessel
	Case 2: Inland waterway transport
	Differences between cases

	Data pre-processing
	IMO/HM model
	Machine Learning model
	Hyperparameter tuning
	Generalizability
	Assessing performance
	Conclusions on Materials and Methods

	Results
	Case study 1: sea-going container ship
	Mode assignment
	HP tuning
	Prediction results
	Reflection of the first case study

	Case study 2: inland tanker ship
	HP tuning
	Prediction results
	Reflection of the second case study

	Reflection on all results

	Discussion
	Conclusions
	Research questions

	Recommendations
	Results of LSTM for sea-going vessel
	Results of Bi-LSTM for sea-going vessel
	Results of LSTM for inland vessel
	Results of Bi-LSTM for inland vessel
	Operational mode visualizations

