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Abstract

The dramatic increase in the number of Internet of
Things (IoT) devices has created rapid growth for
exploitation of security flaws and vulnerabilities.
Particularly for critical infrastructure and real-time
systems security threats can be highly damaging.
Machine Learning (ML) algorithms have demon-
strated the ability to combat the security threats and
improve the efficiency of data management within
IoT networks. This paper addresses how ML meth-
ods improve security and efficiency. A review of
the current approaches is conducted and these ap-
proaches are categorized into detection systems as
well as privacy and efficiency enhancements. The
proposed future research directions are then pre-
sented to address the limitations of the state-of-the-
art ML-based [oT security methods.

Keywords—Internet of Things; Machine Learning; Se-
curity; Efficiency

1 Introduction

In recent years the number of Internet of Things (IoT) de-
vices has increased, both in the business and consumer sec-
tors. As of 2022 an estimated 12 billion [1] IoT connected
devices exist and that number is expected to increase to 30
billion by 2030, with a third being consumer internet and me-
dia devices. With this increase in devices and the use of IoT
in critical infrastructure applications (e.g. power plants, au-
tonomous vehicles, military) secure, privacy-preserving and
efficient data management are crucial. The attack surface of
IoT devices is increased in comparison to widespread IT, due
to its more heterogeneous data, communication protocols and
data management [2]. There is a high demand for secure loT
applications and accelerated growth in the IoT industry.

Due to the steady advance and improvements in Machine
Learning and IoT the applicability in their merge is promis-
ing, yet the challenges of current Machine Learning tech-
niques for IoT data security and efficiency are evident [3].
With the computational limitation of the IoT devices, secu-
rity methods have to be carefully selected, and traditional in-
ternet security mechanisms are not always applicable. Ma-
chine Learning’s promising role in improving the security of
IoT systems suggests that further research into this field is
proposed.

The following research question will be answered based on
the findings in section 4 of this paper: How does the use of
Machine Learning methods support secure and efficient data
management in IoT domain?

The main methodology used in this paper to answer the
research question is as follows:

1. Identify the metrics for IoT data management security,
efficiency, and privacy (e.g. network uptime, scalability
and performance)

2. Discuss the Machine Learning techniques that can be
used for IoT data management security, privacy, and effi-
ciency (e.g. (un-)supervised- or reinforcement learning)

3. Evaluate how these approaches improve the security, ef-
ficiency, and privacy of IoT data management.

4. Determine the pros and cons of the studied machine
learning solutions for IoT security, privacy, and effi-
ciency.

5. Propose future research directions addressing the chal-
lenges in [oT data management security, privacy, or effi-
ciency, based on the previous findings.

The structure of this paper begins with the background of
the research in section 2, including IoT security and ML. Re-
lated work and the gaps in research are presented in section
3. Section 4 follows with the main evaluation and analysis
of the state-of-the-art in ML-based IoT security solutions. In
section 5 the discussion of results and future research direc-
tions are presented. The responsible research and conclusion
in sections 6 and 7 finalize the paper.

2 Background

To evaluate how ML methods can be used to support secure
and efficient IoT data management the background of each
of the technologies needs to be studied. In this section the
Internet of Things and its attack vectors are explained. Lastly
ML algorithms and their categories are described.

2.1 Characteristics and Types of Attacks in IoT

The Internet of Things (IoT) describes the multitude of wire-
less and wired, internet connected devices that share a num-
ber of characteristics. The characteristics include heterogene-
ity of data, heterogeneity of communication protocols, inter-
connectivity in global and local ranges, low-power, low-cost
and dynamic organization [3]. As illustrated by Butun et
al. [4], 10T is the convergence of Wireless Sensor Networks
(WSNs), Real-Time Computing, Embedded Systems and Ac-
tuation, allowing for a multitude of tasks including data cre-
ation (sensing), processing, computation and actuation into
the environment. Hence the division into four layers: sensing
layer, network layer, middleware layer, and application layer
by Hassija et al. [2]. With these characteristics the security
and efficiency issues can be defined and categorized.

Attacks on IoT devices can be categorized into passive and
active attacks. The types of attacks, as mentioned in [2] for
each layer can be listed as follows. For sensing, node cap-
ture attacks, where a malicious user gains control of the de-
vice, malicious code or false data injection, side-channel at-
tacks, based on processor architecture, power consumption
and electromagnetism, eavesdropping and more. Common
attacks in the network layer are denial of service (DoS) or
dedicated DOS (DDoS) attacks, routing attacks and advanced
persistent threats. The middleware layer is exposed to man-
in-the-middle attacks, malware injection, and sql injection.
Within the gateway layer, used for connecting a multitude of
devices, secure on-boarding, extra interfaces, end-to-end en-
cryption, and firmware updates are pose security issues. Fi-
nally for the application layer data theft, service interruption
and access control attacks are prevalent. Advanced persis-
tent threats (APT) [5] in particular can compromise a net-
work over a longer time-frame and target a specific network



Machine Learning

T g |

{ Semi-supervised Learning J Un-supervised Learning {

Y
Supervised Learning 4

Labeled training data Labeled & unlabeled training data Unlabeled training data

‘ e.g. Linear-, Logistic regression, SYM e.g. K-means clustering, PCA

A J
Reinforcement Learning J

Deep Learning

Taking actions and recieving Learn by training deep neural
rewards/penalties networks

e.g. Q-learning €.g. CNN, RNN

Figure 1: Machine Learning types

or device. Owing to that they are more advanced than other
attacks. The strategy of an APT is defined during the recon-
naissance, then malicious code is delivered and installed. Lat-
eral movement in the network is then possible and data can be
ex-filtrated. Lastly remaining evidence is erased.

2.2 Machine Learning

Methods that can utilize the large amount of data and increase
task performance, are the Machine Learning (ML) and Deep
Learning (DL) algorithms. These algorithms can be catego-
rized into supervised, unsupervised and reinforcement learn-
ing. Figure 1 shows these categories with the addition of
semi-supervised learning and deep learning (DL). When con-
sidering ML in IoT security Hussain et al. [3] describe the
general use cases for the different types of ML algorithms.
The main use of supervised and unsupervised learning is for
data analysis, while reinforcement learning is mainly used for
comparison and decision making.

Some of the algorithms that should be highlighted are, ran-
dom forest (RL), neural networks, auto encoders, generative
adversarial networks (GAN), and deep Q-networks (DQN)
[6].

Random forest is comprised of multiple decision trees,
each trained on different randomly chosen subsets of data and
features. Finally the predictions of each decision tree are av-
eraged.

The auto encoder is a deep learning model that has two
parts, the encoder and the decoder. The encoder abstracts the
input into a lower feature space code and the decoder tries to
recreate the input from the code.

Generative adversarial networks generate data samples
from the learnt distribution, and train the two models of the
generative and discriminative sort.

Finally deep g-networks are a form of deep reinforce-
ment learning that is trained by learning the g-function value,
which is based on the state and the action selected.

3 Related work

Already established work on the issues of current ML meth-
ods for IoT security is discussed in this section. Some of these
surveys compile and study research on ML methods and IoT
security individually, which are highlighted in the first part of
this section. Finally the survey of surveys is conducted with

a summary and review of surveys on machine learning-based
security approaches.

In Butun et al. [4] IoT attacks are grouped into passive
and active attacks. The OSI-layer model is used to further
distinguish active attacks. The gathered defense mechanisms
against attacks towards wireless sensor networks (WSNs) and
IoT cover multiple facets. These include cryptography, en-
cryption algorithms, machine learning methods (e.g. swarm
intelligence), hardware and networking protocols, among
others. This survey focuses on IoT security more heavily than
the following five surveys.

There exist various literature surveys on the use of Ma-
chine Learning methods for IoT Security [2, 4, 6]. In the
following section a number of these surveys are summarized
and reviewed. Table 1 contains the summary of the review
and the specialization and focus of the surveys are compared
with regard to security, efficiency and privacy.

Machine Learning in IoT Security: Current Solutions
and Future Challenges [3] Hussain et al. have written a
survey that categorizes the security threats into layers, sim-
ilar to the OSI-layers with the addition of multi-layered and
cloud-based attacks. These security and privacy issues found
in IoT are then further described in terms of the security re-
quirements and attack surfaces of IoT devices. The current
use of Machine Learning for IoT security is described and
grouped by ML algorithm type. Furthermore the limitations
of traditional ML techniques and the typical limitations of
using ML approaches in IoT environments are discussed, in-
cluding processing power, energy, data management and data
analytics. The survey continues with a description of the ex-
isting ML-based solutions for a number of IoT security issues
corresponding to authentication, detection and analysis. DoS
and Distributed DoS attacks are examined separately from the
general attack and anomaly/intrusion detection methods. Fi-
nally the open issues and future research directions are identi-
fied, which include the limitations of DL, DRL, IoT Data and
efficiency.

The survey by Hussain et al. gives a well structured and
well-defined overview over the intersection of IoT security
and ML solutions. Having the taxonomy of the survey
gives a clear outline for readers to identify specific attacks
or ML solutions to read about. Furthermore providing
the lessons learned provides a good summary of the key
takeaways from the previous section. Compared to other
surveys studied in this section, access control methods
and authentication are discussed by Hussain et al. to a
greater extent. Their survey of research papers on ML-
and DL-based access control and authentication methods
provides variety when the majority of methods studied are
detection-based. A disadvantage is that only a limited amount
of security issues that are addressed by ML techniques are
included, either due to lack of research in those areas or
non-applicability and scope. Overall the survey is a good
snapshot of the current research on ML techniques for IoT
security and provides a detailed direction for further research.

A Survey of Machine and Deep Learning Methods for
Internet of Things (IoT) Security [6] Al-Garadi et al. pro-



Survey, Year | Description Specialization Sec. | Eff. | Priv. | Ad Disad
. . . . Clear structure and outline
[3], 2020 ML l?ased security solutions grouped by [hreal.lay'ers, physical, General [ ] [ ] @ | Includes authentication and Limited amount of IoT security issues
physical and link, network, transport, and application layers. access control
Evaluation of ML and DL methods for IoT security for each E;til:;‘ie[iﬁ:;;my of ML/DL Limited amount of non-detection
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Advanced persistent threat and network intrusion detection Ki)g.? ioljiﬁgucﬁgulgglfubit Limited amount of papers on fully
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collaborative methods. The PASTA threat model is used to Evaluation of IoT datasets mitigation and avoidance
analyze the attacks. Recently published o
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-~ . . critical infrastructure
Application of ML algorithms for real time systems. PO . - . . R
(8], 2022 Evaluation of ML algorithms in terms of schedule-ability RTS O | @ | o | Applicability of ML solutions | Limited discussion of ML-based
T to industry sectors privacy and security of IoT RTS
and adaptability discussed. ML-solution efficiency
discussed
I . T ToT Security from offense Lacking discussion of future
[9], 2022 ML b‘}sed smart at tacks, Ldtegonzéd into data Aqaly S ML-based attacks | @ O @ | perspective research in terms of defensive
behavioral deduction, data generation and behavioral diversion Growth of ML-based attacks security

Table 1: Summary of surveys on ML based IoT security solutions and comparison of their coverage (High: @, Medium: B, Low: O, Sec:

Security, Eff: Efficiency, Priv: Privacy)

vide a general ML and DL survey for IoT security. Their
contribution contains the individual description of the state-
of-the-art in IoT system attack vectors and the use of ML and
DL methods to combat these attack vulnerabilities. Addition-
ally the general IoT system characteristics and layers are de-
scribed, providing a bases for why risks for IoT security are
present. Following these system characteristics the security
properties are provided upon which different methods can be
compared. The threats mentioned in the paper are categorized
into physical, network, cloud, web and application, and new
attack surfaces. An extensive review of a majority of machine
learning and deep learning methods is conducted. The advan-
tages and disadvantages of each method are provided and the
applicability to IoT security is mentioned. Most methods can
be used for varying forms of detection. The studies on the
state-of-the-art methods are summarized and compared. Fi-
nally, after gathering the background and state-of-the-art re-
search, the issues, challenges and future research directions
are proposed. These include the improvement of security re-
lated datasets, the need for ML and DL methods to maintain
high accuracy on low-fidelity data, the augmentation of IoT
security data, the choice of different learning strategies based
on the type and timeframe of the attack, and the use of ML
and DL in different environments. Lastly ML and DL issues,
DL/ML integration approaches (e.g. blockchain) and security
trade-offs are presented.

The survey by Al-Garadi et al. provides a well-structured
and comprehensive taxonomy of the application of Machine
Learning and Deep Learning for IoT security. Their graph
of the taxonomy provides a visual overview of the survey
and guides the reader along the concepts and structure. In
terms of breadth of discussion on ML and DL methods, this
survey provides a wider range compared to the other surveys
studied. Another advantage of the survey is the extensive
list of security properties and their threats, for which the
related work is highlighted. On the other hand, some of
these properties (e.g. non-repudiation) are not further used
to evaluate and compare the ML methods and ML-integrated
approaches. The inclusion of ML and DL privacy related
issues and future research directions is a beneficial quality of

the paper, due to the limited amount of research on privacy
preserving methods by the other surveys. A slightly different
naming convention to the OSI model is used and cloud
services is included. Their categorization is more granular
but the structure is different from what the majority of the
studied surveys have. Finally another disadvantage is the
limited discussion on authorization and ML/DL solutions for
access control security. The majority of approaches center
around detection, where a lack of mitigation techniques is
evident.

Machine Learning-enabled IoT Security: Open Issues
and Challenges Under Advanced Persistent Threats [7]
Chen et al. survey the literature on Machine Learning-
enabled IoT security with a special focus on Advanced Per-
sistent Threats (APT) in IoT Security. The defense against
advanced persistent threats is important yet challenging con-
sidering their long time frame and hidden nature. The sur-
vey opens with security features of IoT and industrial IoT,
discussing the different IoT layers. Then the typical attacks,
APT attacks and threat model analysis on IoT are explained.
In terms of intrusion detection, signature-based, anomaly-
based, and hybrid approaches are discussed and categorized.
Three groups of machine learning algorithms are evaluated:
supervised, unsupervised and deep learning algorithms. Sta-
tistical results and datasets are presented alongside the algo-
rithm evaluations. Finally the main contributions are the com-
pilation of open issues, challenges and opportunities. These
are given for network intrusion as well as APT attack detec-
tion. The issues for network intrusion are updated attack de-
tection, IoT data characteristics (e.g. heterogeneity), and ML
algorithm selection and configuration. For APT attack detec-
tion the lack of a dedicated dataset, AML-based detection and
the combination with malware detection are suggested future
research directions.

The advantage of the survey by Chen et al. is that the
relatively low amount of research into APT detection is a
good basis to build further research in this topic. Advanced
persistent threats can be highly damaging when hidden
compared to other attacks that do not continue over a longer



period of time [5]. Additionally the low amount of research
into APT compared to other attack vectors such as DoS
detection, is another reason why the survey by Chen et al.
is beneficial. Compared to the other surveys the ML-based
solutions are categorized into the APT framework. APT’s are
still broad in terms of the specific attacks and methods that
are used within it, since it has six stages. Multiple mitigation,
detection and avoidance opportunities exist in these stages
(e.g. reconnaissance, initial compromise, later movement,
asset discovery, data ex-filtration) [10]. Another advantage
of the survey is the evaluation of IoT data sets. The datasets
are listed and evaluated, which assists researchers that use
the survey by Chen et al. for their own research. Finally
having been published in 2022 the recency of the survey is
advantageous. The disadvantage of the survey is the limited
amount of papers evaluated that fully encompass an APT
detection, mitigation and avoidance approach. The majority
of papers focus on intrusion detection, while research into
avoidance and mitigation is discussed to a lesser extent.

Machine Learning in Real-Time Internet of Things
(IoT) Systems: A Survey [8] A survey by Bian et al. dis-
cusses the current state-of-the-art in addressing the challenges
of using ML in real time systems. Real-time systems take
the timing component into account are important for crit-
ical infrastructure applications, as mentioned by the paper.
The structure for their analysis on ML in real-time IoT sys-
tems is divided into three sections. The scheduling analysis
is important for providing a guarantee of timely execution.
Adapting deep neural networks to real-time systems requires
model compression and pipeline optimization. Lastly pri-
vacy and security related challenges in the aggregation and
processing of sensitive information are discussed. A group-
ing of ML/DL-based solutions to different applications (i.e.
industries) and their problems follows. The future research
directions for ML for RTS are utilizing a more probabilis-
tic approach towards predictability, malicious behavior de-
tection and real-time system recovery, which tackles miti-
gation. Lastly the inference and training time limitations of
RTS should be handled and a guarantee on meeting time con-
straints should be researched further.

Bian et al. provide a survey with a number of advantages
and disadvantages. An advantage central to the survey is
the high importance of research into real-time systems and
their security. The use of RTS in critical infrastructure in
the industries of transportation, industrial environments,
healthcare and smart cities requires further research into
how machine learning can be effectively used in these
environments. Efficiency of ML techniques is important
in these systems. Having a survey on the state-of-the-art
in scheduleability and time constraint ML gives a different
perspective for researchers in extension to the accuracy of
threat detection methods. Another advantage is the direct
connection to industry applications. The survey provides
a clear overview of the different industries that have RTS,
their problems, a description of devices and the solutions
using traditional and ML/DL-based methods. This section
gives a connection between the research and industry and
assists researchers in finding case studies to direct their

research towards. One issue of the survey by Bian et al. is
the limited amount of focus on security and privacy. Issues
in terms of privacy and security data processing and analysis
are discussed to some extent, yet not as comprehensively as
other surveys.

How Machine Learning Changes the Nature of Cyber-
attacks on IoT Networks: A Survey [9] From the offensive
direction Bout et al. survey the state-of-the art in ML-based
attacks. Described are smart attacks that are less easily de-
tectable, more targeted, self-configuring and can analyze and
generate data to use for injection. To do so Bout et al. review
surveys on general [oT attacks, ML use in IoT networks and
ML-based solutions to IoT security issues. An overview of
smart ML-based attacks divided into four categories is pro-
vided and countermeasures and open issues are presented.
Finally the increased complexity, robustness and adaptabil-
ity of ML-based attacks guide to further research into these
methods. The current challenges presented are learning op-
timization, improved datasets, updated evaluation methods,
utilizing adversarial attacks for security robustness and de-
fense testing.

The advantages of the survey by Bout et al. is that it
targets the area of IoT security from a different perspective
that the other surveys studied. An increased understanding
of smart ML-based attacks can assist researchers in finding
solutions to these and improving the security and efficiency
of IoT networks. Another advantage is the increased research
and growth of ML-based attacks, which highlights the
importance. As a main disadvantage the future research
directions are not as extensive as other surveys. An increased
amount of research into smart attacks without more extensive
research into, for example the robustness of machine learning
methods against adversarial attacks, could decrease the
security and efficiency of IoT networks overall.

4 ML Solutions for IoT Security: A Study

The study of state-of-the-art ML-based IoT security solutions
and the current limitations is comprised of the following sec-
tions: identification of security metrics, a summary of the
state-of-the-art papers and the evaluation, review and com-
parison of these papers.

4.1 Security and ML Metrics

Common metrics used for internet and IoT security are pre-
sented in table 2. The CIA triad is comprised of confiden-
tiality, integrity and availability. The Risk matrix is another
security metric and categorization tool used in bug reporting
and more. It assists in prioritizing bugs and security vulnera-
bilities by looking at the two components likelihood and dam-
age. For likelihood questionnaires such as [11] can be used
to gauge the attack distribution to some extent.

Metrics for ML can vary from accuracy (e.g. prediction ac-
curacy, Fl-score) and statistical significance to computational
cost and scalability.



IoT Security

Metric type Description

CIA Confidentiality, Integrity, Availability

Risk matrix likelihood vs damage

ML

Metric type Description

Classification Accuracy, precision, recall, F1-score
Scalability Memory and processing power requirements

Computation cost Training and inference time, memory

Statistical Significance | Hypothesis testing, Normal distribution, p-value

Table 2: Description of IoT security and ML metrics

4.2 State-of-the-Art: A Review and Comparison

In this section the state-of-the-art ML-based IoT security so-
lutions are reviewed. The review contains the problem de-
scription and proposed approach of each paper, followed by
the review of advantages and disadvantages. These are sum-
marized in table 3. Finally based on the reviews the ap-
proaches are compared in table 4. The approaches can be
grouped into two main categories: firstly the detection-based
solutions and secondly the privacy enhancing solutions.

Solutions for Attack and Intrusion Detection in IoT
Networks
In the work by Doshi et al. [12] DDoS detection is performed
by identifying the IoT network features and classifying pack-
ets into “normal IoT packets”and DoS packets. This clas-
sification improves the security of the IoT network. Mul-
tiple machine learning classification methods were assessed
including: k-nearest neighbour (KNN), support vector ma-
chine (SVM) with linear kernel, decision trees, random forest
and a 4-layer neural network with binary cross-entropy loss.
Increasing the resistance to anomalies and DDoS at-
tacks requires detection methods. Machine Learning-based
detection methods are explored and evaluated by Doshi
are evaluated. Through the packet simulation of common
Mirai-type DoS attacks, including TCP SYN, UDP and
HTTP GET flood, the task of DDoS traffic identification is
addressed. The features for classification are categorized
into stateless (e.g. packet size, inter-packet interval, pro-
tocol) and stateful (e.g. bandwidth, IP destination address
cardinality and novelty). KNN, linear kernel SVM, DT, RF
and NN are the 5 machine learning algorithms that were
evaluated. The advantages are the very high accuracy of
all 5 Machine Learning classifiers (0.91 - 0.99). Due to
the low computational overhead the solution is well suited
for real-time classification, especially when solely using
stateless features. Furthermore removing stateful features
reduces the F1 score by an accuracy rating of only 0.01 to
0.05. Finally applying the model to the smart home gateway
router of a consumer is possible owing to the fulfilment of
three characteristics: lightweight features, protocol-agnostic
features and low memory implementation. Conversely the
disadvantages consist of a high baseline accuracy of 0.93
for the classification of all data points as DoS traffic. This
is due to the dataset imbalance, where 15 times more attack
packets than “normal packets “are contained in the dataset.
Additionally the data set is simulated and not composed of

real-world samples. Finally the dataset has a limited amount
of variety in the number of IoT traffic patterns that were
included.

To increase the anomaly detection speed and reduce com-
munication delay in IoT networks, Ngo et al. [19] propose a
hierarchical edge computing scheme that is adaptable and dis-
tributed. The use of a central cloud computing generates com-
munication delay, compared to local computing, that is un-
desirable in certain time critical applications. The proposed
solution makes use of varying sized auto-encoders for each
hierarchical level of computational power. Then a separate
policy selection model is used to select the final prediction
from the models. This is done as a contextual-bandit prob-
lem. The trade-off between accuracy and delay is considered
through the alpha value selection.

The problem Ngo et al. are solving is the unused process-
ing power in IoT and edge devices and the communication
delay when running an ML model in the cloud. Furthermore
data privacy, communication delay and congestion are issues
when training and deploying anomaly detection models.
While keeping in mind the computational limitations of
common IoT devices and the resource requirements of mov-
ing complex models from the cloud to the edge, Ngo et al.
propose their hierarchical edge computing (HEC) solution.
This distributed and adaptive approach uses long short-term
memory (LSTM) in addition to the auto-encoders. With the
3 HEC layers: IoT devices, edge servers and cloud the test
bed and contextual-bandit approach was implemented and
evaluated. The advantages of the proposed approach is the
use of computation power of the IoT and edge nodes, while
reducing the computational resources needed on the cloud
server. The data being closer to the source can be advanta-
geous for reducing computational delay and privacy. The
disadvantage of having the inference on edge and IoT nodes
requires the necessary computational power, which might not
be available. Privacy considerations and improvements of
the proposed approach are not discussed in the paper. Lastly
the model is prone to adversarial neural network attacks, due
to the high amount of relatively open ML models, negatively
impacting the security.

The paper by Chowdhury et al. [17] displays and com-
pares machine learning models to detect network anomalies
that occur due to a Loophole attack in an IoT network. The
packets and their parameters collected from the simulated
loophole attack where used as input for the machine learn-
ing models. The XGBoost algorithm performed highest in
classification accuracy with 93.8%.

Chowdhury et al. designed the insider attack with the
name loophole attack to run on the RPL (Routing over
Low Power and Lossy Networks). Their proposed solution
classifies the data packets into normal packets and insider
packets with the use of various machine learning algorithms
(NN, LSTM, RF, XGBoost, SVM). XGBoost performed the
the highest with 93.8% accuracy and the packet metadata are
used as features. The advantages of the proposed approach is
the high accuracy (above 90%) for all the machine learning
methods. The main disadvantage lies in the narrow target



Paper, Year | Description Advantages Limitations
Very high accuracy (0.91 - 0.99) for the
SGX’IE f;iﬁli?:;s detection (especiall Imbalanced dataset with high baseline
DDosS traffic detection using network-flow based features and various machine . SP Yy accuracy of 0.93
[12],2018 learni L using only stateless features) . .
earning algorithms. Has lightweight and protocol-agnostic Simulated data set
f S 1 e P 2nos Limited variety in IoT traffic patterns in data set
eatures
Low memory requirements
. . . Lo . . . L Individual device instance identification Whilg]i%led malicious nodes
Identification of device type and individual devices. Once identified: authorization - ‘ Mimicking nodes
[13], 2019 . A . Improvements in F1-score N .
level matching or quarantining is applied. P . Only Fl-score for evaluation
Authorization and quarantining . . . . .
Lacking continuous updating of classifier
High accuracy
[14], 2020 Proxy and MitM detection using GAN-DQN. Implementation approach on edge nodes | Non-malicious proxy connections
for real-time monitoring
Low loss in accuracy from cryptography | Highest level of semantic security not possible
[15], 2021 Partial homomorphic encryption for privacy-preserving aggregate ML model training. | No un-trusted servers required High resource consumption and computational
Good scalability overhead on the side of the data owner
High-complexity data patterns not as easily
identifiable
Independent random projection of deep neural network training data to increase Good scalablhl}/ and! pl:aCllCall[}’ Requires homcgeneous data from nodgs
[16], 2021 N o Addresses confidentiality well in an Computation vs accuracy trade-off varies
confidentiality. . . Lo
honest-but-curious coordinator model by projection type
Low confidentiality with additive noise
based solutions
Narrow attack type researched
Insider attack/loophole attack detection in RPL networks using Machine Learning High accuracy of > 90% Narrow network protocol studied
[17], 2021 RO T e | Simulated dataset, where real-world could
classification Study of multiple classification methods N
enhance evaluation
Non-adaptive and non-incremental.
Better privacy and high (87%) activity Issue with
recognition pseudonym messaging
Frequency-based feature normalization to lower re-identification accuracy while Better utility-privacy trade-off compared Realj time non-batched approach not as
18], 2021 maintaining high activity recognition with motion tracking IoT devices o other approaches applicable
& e Y e 2 . Higher control over feature weight in Evaluated on high power device (mobile phone)
protection Only include features needed for application on
Lower cost for application server the server
Makes use of computational power of
Adaptive and distributed hierarchical edge computing system that uses autoencoders loT and edge nodes Security of model limited, prone to adversarial
< . Close to data source attacks
[19], 2022 on three levels: IoT, edge and cloud devices. Based on the contextual-bandit L .
. . Reduced communication delay Increased computational cost on edge and IoT
approach the model is then chosen to do anomaly detection.
Reduced resource use on cloud nodes
infrastructure

in terms of the attack surface of IoT devices.

Table 3: Summary of papers using ML to address IoT security or efficiency

The paper

89%.

On the other hand no other metrics for evaluation

focuses on a specific subset of vulnerabilities for a specific
protocol IPv6 and RPL. IPv4 is still widely used [20] and
RPL cannot be used for IPv4. Furthermore other protocols
for IPv6 exist hence conducting experiments with other
protocols and other types of attacks is needed. Additionally
the data is generated with simulation results, whereas further
research on real-world data and systems is required. Finally
as discussed by Chowdhury the non-incremental nature of
their solution is another disadvantage. Therefore the addition
of continuous training of the model is suggested.

Hamad et al. [13] use supervised machine learning to fin-
gerprint and identify IoT devices and their type. The packet
information and network flow data is used to generate the fea-
tures and input into the model. Their proposition for a secu-
rity framework using privileges based on the previous identi-
fication is given.

Compromised devices that target other devices and pivot
into compromising the whole IoT network is a security
threat that is addressed by Hamad et al.. The solution in the
paper, to identify devices with machine learning and network
behavior, and authorize the devices at certain levels based on
the identification, aims to increase security by reducing the
likelihood of external malicious nodes gaining unauthorized
access to the network. The advantages of the solution are the
improvements in device type and individual device instance
identification as seen by their respective Fl-score 91% and

were used. By using authorization levels and quarantining,
a promising model for security in data integrity is given.
Some of the issues are that defense against compromised
devices, that are whitelisted, is not sufficiently provided. A
malicious node could mimic the previous normal network
behavior while injecting data, since data packet statistics are
used as fingerprinting features. Furthermore the continuous
training of the classifier and its use in Real-Time systems is
not discussed.

The paper [14] by Kayode et al. proposes the use of
a DQN-GAN network to classify network connections into
proxied vs non-proxied connections. Their model uses the
GAN discriminator as a robust target network for training
the DQN and the GAN generator to generate new connec-
tion data, including malicious traffic. In terms of precision
and accuracy, the average approximate value is 0.95 for the
model.

Proxy connections in IoT networks are often used as
attacks on the network and create vulnerabilities in terms
of man-in-the-middle attacks. To combat this attack vector
classification into proxied vs non-proxied connections using
DQN-GAN is proposed. The advantages are the high
approximate accuracy of 0.95. Furthermore the distributed
federated-learning based structure allows for the IoT devices
to contribute their computational power to the whole system.
One of the disadvantages is that non-malicious proxies are



Paper, Year, Author CIA Likelihood | Damage | ML-Score | Statistical Significance | Scalability | Computational Cost
[12], 2018, Doshi A ) ) [ O [ ) O
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Table 4: Comparison of papers using ML to address 10T security or efficiency (High: @, Medium: @, Low: O)

not taken into account.

Privacy enhancing methods

The paper by Jourdan et al. [18] demonstrates how modify-
ing or normalizing the data of certain features that are prone
to re-identification and training the machine learning algo-
rithm to still detect activities (e.g. walking) based on all fea-
tures can result in better privacy (lower re-identification ac-
curacy) and high (87%) activity recognition. Random forest
was used for both the raw data input and the feature removed,
normalized input.

Jourdan et al. address the problem of a central server
data breach and preserving the privacy of the users. Re-
ducing the user re-identification percentage by normalizing
the features that are prominent for user identification and
keeping the features that are prominent for task recognition.
The advantages are better privacy while maintaining a high
(87%) activity recognition, compared to other approaches.
The utility-privacy trade-off is favorable for their approach
compared to the baseline suppression and perturbation,
where features useful for re-identification are deleted and
an increasing amount of fixed noise is added per point
respectively. Compared to the suppression, the normaliza-
tion approach also allows higher control over the feature
weight in the protection. Finally the approach shifts the
computational cost to the user, lowering the cost for the
central application server. In terms of the disadvantages only
higher power devices (mobile phones) are considered. The
approach should also be evaluated on IoT devices with less
computational power.

Heda [15] is a framework proposed by Zhu et al. to pre-
serve the privacy while training ML models in an aggregated
form. The operations use partial homomorphic encryption
and are the foundation for the protocols used to train the
logistic regression, support vector machine and naive bayes
models. In comparison with related work Heda does not lose
model accuracy, collusion is not possible in the majority of
situations and no untrusted servers are required.

Zhu et al. propose to solve privacy issues in shared
data aggregation scenarios, where there exists data owners
with IoT devices and model demander that aggregates the
data from multiple data owners. With the use of partial
homomorphic encryption the privacy of the data is preserved
while operations for training the classifiers are executed on
the encrypted data. The advantages of this approach are the

low loss in accuracy when training on encrypted data. No
un-trusted server is required as in related work. In terms
of scalability the record number has no effect on the time
consumption and the number of data owners does not have
an effect for the Logistic Regression (LR) and the Support
Vector Machine (SVM), while the Naive Bayes has a less
than linear increase. The disadvantages of the proposed
approach is the existence of computational overhead for both
the data owner and the model demander. The use of 4 core,
8gb ram computers is not applicable to the scenario where
IoT devices and model demander interface and communicate
directly without an intermediary data owner. Furthermore
the highest level of semantic security is not possible due to
requiring homomorphism. Finally insider and side-channel
attacks against homomorphic encryption are possible [21]
and the communication is prone to eavesdropping. The
secure two-party communication is addressed by the paper.

The proposed solution by Jiang et al. [16] to create a
privacy-preserving approach, that utilizes collaborative learn-
ing and Gaussian random projection is presented. Indepen-
dent IoT devices generate random Gaussian matrix R; which
is kept secret and used to create a projection of the training
data. In a collaborative environment these projects are col-
lected by the coordinator who then trains the deep learning
model on the projected training data. An unsupervised learn-
ing method is used to combat distortion.

Jiang et al. focus on the problem of data confidentiality
in collaborative learning scenarios (i.e. privacy-preserving
collaborative learning PPCL) in an IoT scenario, where com-
putational resources are limited. They propose independent
random projection of model input features to hide or obfus-
cate the data rather than encrypting it, saving computational
overhead. The deep neural network then trains its classifier
on the projected data. Compared to the other random
projection methods and noise additions Gaussian random
projections, paired with deep neural network classification
gives a higher accuracy. The additional advantages of this
approach is the good scalability on the four data sets used and
the general practicality. Confidentiality is improved and the
possibility of collusion is reduced in the honest-but-curious
coordinator model. The disadvantages of the approach are
that the data used in the paper is homogeneous, which does
not address the heterogeneous nature of IoT data. Further-
more high complexity patterns are not easily recognizable,
due to the increased complexity in the data patterns from
the generated independent projection matrices. Finally the



computation overhead vs accuracy trade-off varies between
different random projection types.

5 Discussion and Future Work

This section gathers the results of the previous sections. The
future research directions are then derived from the results of
the review and comparison.

5.1 Discussion

The reviewed papers in section 4 create an overview of the
current state of ML-based IoT security and efficiency re-
search. Various techniques are discussed in the papers such as
GAN-DQN, partial homomorphic encryption, network-flow
based detection, independent random projections, and hierar-
chical edge computing with autoencoders.

The key advantages encompass the high accuracy of these
techniques, with a subset of papers [12] [17] mentioning ac-
curacy rate of 0.90 to 0.99. In terms of real-time systems,
some papers [14] [19] targeting RTS applications show good
detection capabilities. These techniques are well-suited for
time critical IoT infrastructure.

Nevertheless limitations of these techniques persist. The
high resource consumption and computational overhead of
some approaches [15] [18] limits the practical implemen-
tation in resource constrained networks. Additionally the
datasets in some papers [12] [17] are sub-optimal due to being
imbalanced and homogeneous at times. Furthermore provid-
ing limited variety in malicious traffic can reduce the robust-
ness of the solution.

The review of the ML-based IoT security solutions pro-
vides a valuable insight into the current approaches and their
limitations. It is evident that the approaches do not individu-
ally target all of the potential attack vectors and efficiency re-
quirements. Therefore the challenge in future research is ad-
dressing the crucial aspects of security, efficiency, and privacy
and improving the robustness of the ML-based solutions.

5.2 Future Work

The future research directions proposed follow from the lim-
itations found during the study of papers. Limitations of the
studied approaches include but are not limited to the follow-
ing aspects of the security and privacy approaches.

* Dataset availability and balance is a key component of
ML-based solutions. Improvements to the dataset entail
also incorporating heterogeneous data to reflect the char-
acteristics of real IoT networks and their traffic. More
realistic datasets also require re-balancing by for exam-
ple over or under-sampling [22]. Finally realistic simu-
lated data generation frameworks [23] have potential to
alleviate these problems and need further consideration.

* Targeting multiple attack vectors is a key for a robust
solution. Anomaly and intrusion detection does not
cover all the attack vectors. Therefore combining ML-
methods for multiple IoT vulnerabilities in an intelli-
gent way, while taking computational limitations into
account, is suggested.

* Addressing the computational limitations of IoT devices
is essential for adoption into industry. Consequently
techniques that adapt the distributed ML-model based
on the memory and processing power of IoT devices is
beneficial. This can be done through ML algorithm se-
lection or model size, since some algorithms are better
suited for low resource environments. Further research
into the performance vs resource use [24] and leveraging
adaptive cloud, edge and node computing is advisable.

Preserving privacy is an important task in certain ap-
plications. This differs based on usage and data breach
damages. Furthermore detection methods, such as par-
tial homomorphic encryption [15], can loose accuracy.
Further research into the trade-off between privacy and
detection accuracy is recommended.

6 Responsible Research

While conducting and presenting research a number of fac-
tors increase the reliability and quality of the work. Factors
such as reproducibility and risks are important to reflect on
and will be discussed in this section.

Some of the research conducted and discussed could poten-
tially cause damages. Especially research on ML-based smart
attacks and offensive security exploits can be used by mali-
cious actors for personal gain. On the one hand understanding
the technologies and using open source exploits to improve
security and evaluate current security methods is immensely
beneficial. On the other hand a certain risk is involved within
this process.

The survey papers and articles reviewed in this paper are
from reputable sources. The literature search was conducted
on IEEE (Institute of Electrical and Electronics Engineers)
and ACM (Association for Computing Machinery) confer-
ence and article papers. With a reliable and rigorous review
process compared to other publishers these publications are
well suited for a literature review.

In terms of the reproducibility this paper is more difficult
to judge, given that this paper is a literature review rather
than an experiment. Still the literature search process, re-
view methodology, quality of argumentation and use of ref-
erences can be evaluated. As mentioned above for the litera-
ture search the publications used are referenced and available.
The review methodology is described in the introduction yet
there are slight differences in approach per paper. In general
the quality of argumentation is a limiting factor of this paper.
Lastly the references are used as basis for conclusions and aid
researchers in reproducing the work.

7 Conclusions

This paper provides a review of the surveys and state-of-the-
art literature on ML-based IoT security and efficiency. With
the background of IoT attack vectors and machine learning
algorithms, the use of ML for improving security is the tar-
get. To answer the research question of how ML can be used
to enhance the security of IoT system, the reviewed papers
provide various approaches. Detection methods can be used
to identify malicious nodes, network traffic and attacks. Pri-
vacy preserving methods can use ML training on encrypted



data or training the model on local nodes close to the data.
Adversarial networks can be used to provide privacy by re-
ducing re-identification and train improved ML security mod-
els. Future research into dataset quality, solution robustness,
computational limitations and privacy preserving methods is
desirable. The reviewed literature indicates the promising po-
tential of ML methods, to advance the security and efficiency
of IoT networks, therefore further research is beneficial.
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A Appendix: Comparison of surveys

Survey, Year | Specialization ML | DL | Security | Authentication | Efficiency | Privacy
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Table 5: Comparison of surveys (High: @, Medium: B, Low: O)



	Introduction
	Background
	Characteristics and Types of Attacks in IoT
	Machine Learning

	Related work
	ML Solutions for IoT Security: A Study
	Security and ML Metrics
	State-of-the-Art: A Review and Comparison
	Solutions for Attack and Intrusion Detection in IoT Networks
	Privacy enhancing methods


	Discussion and Future Work
	Discussion
	Future Work

	Responsible Research
	Conclusions
	Appendix: Comparison of surveys

