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Summary

Summary

Renewable energy sources such as geothermal heat and solar radiation with low and

medium-temperature solar collectors are referred to as low-grade heat sources. This is

due to the fact that the maximum possible increase of temperature in these systems is

much lower than in fossil fuel combustion chambers. When converting these low-grade

thermal sources to power, the conventional power generation methods do not show a

satisfactory performance, owing to their low thermal efficiency at low temperature

ranges. As a consequence, different thermodynamic cycles have been proposed, among

which the supercritical Rankine cycle has been accepted as a promising technology for

future renewable energy systems. The heat addition process in such a supercritical

Rankine cycle does not involve the working fluid crossing the two-phase region, thereby

minimising exergy losses. This is one of the major advantages of a supercritical Rankine

cycles.

The most important characteristic of fluids at supercritical pressures is the non-ideal

behaviour of thermophysical properties. Due to these features, the dynamics of heated

turbulent flows at supercritical pressures are much more complex than single-phase flows

at subcritical pressures. In fact, the extreme thermophysical property variations of fluids

close to the critical point make the momentum and internal energy highly coupled and

alter the conventional behaviour of mean and turbulent motions.

This thesis presents the original results of a numerical investigation of heated

turbulent flows at supercritical pressures, aiming at investigating the effects of large

variations of thermophysical properties on turbulence statistics, studying the influence of

buoyancy on heat transfer enhancement and deterioration, and understanding the impacts

of fluctuating/non-fluctuating wall temperature on turbulence statistics.

The core of the results consists of two main parts, which are summarised as follows.

The first part studies the contribution of significant property variations on the mean flow.

As compared to ideal gas heat transfer, additional terms appear in the mean flow

governing equations. These terms can significantly affect the energy balance, because

they modify the averaged wall heat flux and the enthalpy diffusion close to the pipe wall.

Furthermore, the averaged thermophysical properties deviate significantly from those

evaluated using the mean temperature or enthalpy. This is due to an averaging artefact

called Jensen’s inequality, caused by enthalpy fluctuations and the non-linear

dependence of thermophysical properties on the enthalpy. Turbulence statistics for

forced convection and mixed convection cases with upward/downward flow are

presented. Turbulence statistics are reported to highlight the effects on the observed wall

temperature distribution and related heat transfer mechanisms.

In the second part, two different thermal wall boundary conditions are studied: one

that does permit temperature fluctuations at the wall and one that does not (equivalent

to cases where the thermal effusivity ratio approaches infinity and zero, respectively).

Unlike for turbulent flows with constant thermophysical properties with Prandtl numbers

above unity, where the effusivity ratio has a negligible influence on heat transfer, fluids at

viii



Summary

supercritical pressures show a strong dependency on the effusivity ratio. A reduction of

7% in the Nusselt number is observed when the temperature fluctuations at the wall are

suppressed. On the other hand, if temperature fluctuations are permitted, large property

variations are induced which cause an increase of wall-normal velocity fluctuations very

close to the wall. This results in an increased overall heat flux and skin friction.
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Samenvatting

Samenvatting

Onder de hernieuwbare energiebronnen worden die met thermische bronnen, zoals

geothermische energiecentrales en lage en gemiddelde temperatuur zonnecollectoren,

laagwaardige warmtebronnen genoemd, aangezien het resulterende temperatuurbereik

lager is in vergelijking met die van de verbranding van fossiele brandstoffen. Bij

omzetting van deze laagwaardige thermische bronnen naar elektrisch vermogen vertonen

de conventionele elektriciteitsopwekkingsmethoden geen bevredigende prestaties

vanwege hun lage thermische efficiëntie bij lage temperaturen. Als gevolg daarvan zijn

verschillende thermodynamische cycli voorgesteld, waarvan de superkritische Rankine

cycli zijn geaccepteerd als veelbelovende technologie voor de toekomst van

hernieuwbare energiebronnen. In het warmte toevoegingsproces van een dergelijke

superkritische Rankine cyclus doorkruist het werkfluïdum de tweefase regio niet,

waardoor het exergieverlies geminimaliseerd wordt. Dit is een van de belangrijkste

voordelen van superkritische Rankine cycli.

Het belangrijkste kenmerk van fluïda bij superkritische druk is het non-ideale gedrag

van de thermofysische eigenschappen. Door deze afwijkende eigenschappen zijn de

dynamica van verwarmde turbulente stromingen bij superkritische druk veel complexer

dan die van eenfase stromingen bij subkritische druk. Werkelijk, koppelt de extreme

variatie in thermofysische eigenschappen van fluïda dichtbij het kritische punt de impuls

sterk met de interne energie en verandert het conventionele gedrag van gemiddelde en

turbulente bewegingen.

Dit proefschrift presenteert de originele resultaten van een numeriek onderzoek van

verwarmde turbulente stromingen bij superkritische druk, met de focus op het

onderzoeken van de effecten van grote schommelingen van thermofysische

eigenschappen op turbulentiestatistieken, het bestuderen van de invloed van de

drijfkracht op de verbetering en verslechtering van de warmteoverdracht en het begrijpen

van de impact van fluctuerende of non-fluctuerende wandtemperatuur op

turbulentiestatistieken.

De kern van de resultaten bestaat uit twee belangrijke delen, welke als volgt zijn

samengevat. Het eerste deel bestudeert de bijdrage van significante schommelingen in de

eigenschappen op de gemiddelde stroming. In vergelijking met de warmteoverdracht van

ideale gassen verschijnen er extra termen in de vergelijkingen die gelden voor de

gemiddelde stroming. Deze termen kunnen een significant effect op de energiebalans

hebben, omdat zij de gemiddelde warmteflux over de wand en de enthalpiediffusie

dichtbij de pijpwand veranderen. Bovendien wijken de gemiddelde thermofysiche

eigenschappen aanzienlijk af van die geëvalueerd met de gemiddelde temperatuur of

enthalpie. Dit komt door een middelingsartefact, de ongelijkheid van Jensen genaamd,

dat wordt veroorzaakt door enthalpiefluctuaties en de non-lineaire afhankelijkheid van de

thermofysiche eigenschappen op de enthalpie. Turbulentiestatistieken worden

gepresenteerd voor geforceerde convectie en gemixte convectie met

opwaartse/neerwaartse stroming. Turbulentiestatistieken worden gerapporteerd om het
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effect op de geobserveerde distributie van de wandtemperatuur en het gerelateerde

warmtetransportmechanisme te benadrukken.

In het tweede deel worden twee verschillende thermische wand randvoorwaarden

bestudeerd. Een staat temperatuurfluctuaties toe en een staat geen temperatuurfluctuaties

toe bij de wand (gelijk aan gevallen waar de ratio van de warmtepenetratiecoëfficiënten

respectievelijk oneindig en nul nadert). Anders dan voor turbulente stromen met

constante thermofysische eigenschappen en Prandtlgetallen groter dan een, waar de ratio

van de warmtepenetratiecoëfficiënten een verwaarloosbare invloed heeft op de

warmteoverdracht, tonen superkritische fluïda een grote afhankelijkheid van de ratio van

de warmtepenetratiecoëfficiënten. Een verlaging van 7% van het Nusseltgetal is

geobserveerd wanneer de temperatuurfluctuaties aan de wand worden onderdrukt.

Anderzijds, als temperatuurfluctuaties zijn toegestaan, leidt dat tot grote schommelingen

in eigenschappen, die heel dicht bij de wand een verhoging van de snelheidsfluctuaties

normaal aan de wand veroorzaken en daarmee een verhoogde totale warmteflux en

wrijving.

xi
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Chapter 1

1.1 Global warming and sustainable development

Global energy consumption has continuously increased over the last few decades in step

with population growth and industrial development. Demand for energy is predicted to

rise by at least one-third to 2040 (OECD, 2015b)1, as developing countries like India,

China and countries in Africa, the Middle East and South-east Asia seek to stoke up their

rapid economic growth. The majority of global energy is supplied by fossil fuels (FFs),

such as coal, oil and gas (33% oil, 30% coal and 24% natural gas in 2013

(British Petroleum (BP), 2014)) that formed millions of years ago from carbon-contain

remains of dead flora and fauna. However, these are not renewable sources that will last

forever. The report on world energy outlook by the International Energy Agency (IEA)

estimates that Indian economy will grow to reach more than five-times its current size by

2040 and energy consumption will double to 1900 million tonnes of oil equivalent

(mtoe) (OECD, 2015a). Although the increase in energy consumption is slower than the

domestic economic growth, it is around one-quarter of the total increase in global energy

consumption till 2040.

Over-consumption of fossil fuels can lead to catastrophic impacts on the

environment. The biggest global threat to the environment in the 21st century is global

warming. Ice-melting at the poles (both Greenland and West Antarctica to the extent of

around 350 billion tons each year (Shepherd et al., 2012; Joughin et al., 2008; Das et al.,

2008)), long-lasting heat waves (Kyselỳ, 2010; Meehl & Tebaldi, 2004), increasing

wildfire, sea level rise (11.1 mm worldwide between 1992-2011) (Hansen et al., 2005;

Shepherd et al., 2012; Rahmstorf et al., 2007) and increase in extreme weather events

are a few inevitable examples of the effects caused by anthropogenic greenhouse gas

emissions into the atmosphere and rising global temperatures. For hundreds of years, the

mean temperature of the earth surface increased at a rate of a few tenths of a degree per

century (Houghton et al., 2001). Due to the advent of the industrial revolution in the

eighteenth century, the greenhouse effect was enhanced by anthropogenic emissions

from fossil fuel combustion, thus led to thousands of times larger increase in mean earth

surface temperature. A continuous increase of 0.2◦C per decade (total increase of 0.8◦C)

has been recorded for the last four decades (Alexander et al., 2013).

In order to effectively prevent future catastrophes due to global warming, a

significant amount of political and scholarly attention is necessary to strengthen the

cooperation between international research communities. The first international attempt

to understand global warming was organised by the United Nations (UN) in 1992 at Rio

de Janeiro, known as Rio Earth Summit. The agreement called "Climate Change

Convention", which set out a framework to stabilise the concentrations of greenhouse

gases in the atmosphere in the long-term at around today’s levels. The international

collaboration has been strengthened to coordinate national and institutional efforts so

that research resources may be used with greater efficiency to obtain better results; e.g.

the World Meteorological Organization (WMO), the United Nations Environment

Programme (UNEP), and the United Nations Education, Scientific and Cultural

1Organization for Economic Co-operation and Development
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Introduction

Organization (UNESCO).

The commonly presented solution by different international organisations and

research institutes is to focus on global energy transformation and emphasis on changing

the major part of the power generation capacity from fossil fuels to renewable and

carbon-free alternatives such as wind power, solar energy, hydropower, wave and tidal

power, biomass and geothermal energy. Based on the report by Renewable Energy

Policy Network for the 21st Century (REN21), renewable energy covers 19% of global

energy consumption and 22% of generated electricity in 2012 and 2013 (Sawin et al.,

2014). Norway is the leader in renewable energy production and over 99% of electricity

generation is covered by hydropower plants, while it also has a significant potential in

offshore wind and wave power. Many countries have put substantial financial supports to

reach 100% renewable energy in the future. For example, the Danish government has

targeted to produce electricity and energy needed for transportation to be covered 100%

by renewables by 2050 (Mathiesen et al., 2015).

1.2 Thermal energy

Renewable thermal energy sources including geothermal and solar thermal, are

potentially auspicious energy sources capable of meeting the increasing world electricity

demand. However, the low and moderate temperature heat, also called low-grade heat,

from these sources cannot be converted efficiently to electrical power by conventional

steam cycles. In this context, different thermodynamic cycles have been proposed,

among which the supercritical Rankine cycles (Chen et al., 2006; Chen, 2006;

Zhang et al., 2007b, 2006, 2007a) have been accepted as a promising technology. The

idea of using supercritical Rankine cycles was drawn from the subcritical organic

Rankine cycles (figure 1.1), which are usually used to convert waste heat from a gas

turbine or other low-grade heat sources into useful electrical power (Hung et al., 1997;

Hung, 2001). The main drawback of subcritical organic Rankine cycle is the constant

temperature process during heat addition which is not efficient for low-grade heat

sources (Chen et al., 2010). The major difference between subcritical organic Rankine

cycles and supercritical Rankine cycles is the heat addition. For subcritical organic

Rankine cycles, the working fluid experiences a constant temperature phase-change from

liquid to gas phase, while in supercritical Rankine cycles the fluid does not cross the

two-phase region, which results in less exergy loss (see figure 1.2).

Among the working fluids for supercritical power cycles, carbon dioxide CO2 is one

of the favourable fluids, because of its low critical pressure and temperature, and also

because it is classified as a non-flammable and non-toxic fluid. In addition supercritical

CO2 power cycles offer a number of benefits over conventional power cycles including,

compact design, lower capital cost and lower operation and maintenance costs.

However, fluids at supercritical pressures have a non-ideal behaviour of their

thermophysical properties (will be discussed in the next chapter). Thermodynamic

properties like density, isobaric heat capacity and speed of sound and transport properties

such as viscosity and thermal conductivity show abrupt but continuous changes–as

3
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Table 1.1: Critical properties of various substances (Lemmon et al., 2002).

substance Pcr (bar) Tcr (K) ρcr (kg/m3)

CO2 73.77 304.13 466.6

H2O 220.65 647.01 322.4

CH4 45.99 190.57 161.4

NH3 113.33 405.40 193.7

O2 50.43 154.58 460.6

H2 12.97 33.15 29.6

opposed to phase change–of thermophysical changes in a small range of temperatures.

Figure 1.3 shows the contour plots of different thermophysical properties for CO2 (see

table 1.1 for critical properties) based on NIST REFPROP database (Lemmon et al.,

2002). These changes become more extreme and occur in a smaller temperature range,

when approaching the critical point; e.g. speed of sound becomes zero (Smith Jr et al.,

2013) and isobaric heat capacity diverges to infinity at the critical point. The

pseudo-critical temperature Tpc is the location where the heat capacity attains its peak at

constant pressure.

Due to these unusual features, the dynamics of heated turbulent flows at supercritical

pressures are much more complex than those of single-phase flows at subcritical regions

and do not comply with the ideal gas model. In fact, the extreme thermophysical

property variations of fluids close to the critical point make the momentum and internal

energy highly coupled and alter the conventional behaviour of mean and turbulent

motions. These features can also be observed in heat transfer in subcritical regions, but

they manifest themselves more dynamically at supercritical pressures. Research in the

field of turbulent heat transfer to supercritical fluids has been active since the 1950’s to

increase the thermal efficiency of power plants operating at supercritical pressures. In the

1990’s, by advancement in modern nuclear power plants, the interest in turbulent heat

transfer to supercritical fluids research regained momentum due to their potential to

enhance the thermal efficiency (Pioro et al., 2004b). Several review papers, experimental

and numerical studies have been published since then, to understand heat transfer to

fluids at supercritical pressures to understand the influence of large thermophysical

property variations on turbulent heat transfer mechanisms.

1.3 Literature review

The first review, to our knowledge, on heat transfer to supercritical fluids has been

published by Petukhov (1968). He did a comparative study between available

5
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Figure 1.3: Variation of thermophysical properties of CO2 with pressure and temperature

(Lemmon et al., 2002). (a) Density ρ, (b) dynamic viscosity µ, (c) thermal conductivity

λ, (d) isobaric heat capacity cp and (e) speed of sound c.
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experimental data of sub- and supercritical pressure flows (water and CO2) and some

available correlations for skin friction and Nusselt number. He observed a considerable

disagreement between numerical and experimental results, particularly in cases with

substantial changes in thermophysical properties (supercritical fluid) and reported that it

may be attributed to inaccuracies in estimating the effect of the thermophysical property

variations on the correlations. In the same year, Hall et al. (1968) conducted a critical

review of the literature on this subject, mainly those that were carried out between 1963

and 1966. They performed a comparative study of available empirical correlation

coefficients of heat transfer coefficient (Miropolskii & Shitsman, 1957; Petukhov et al.,

1961; Bishop et al., 1964; Swenson et al., 1965) for a case of supercritical water at

pressure 254 bar (see table 1.1 for critical properties of water). They showed that

available empirical correlation coefficients are unable to predict heat transfer coefficient

above the critical pressure. Accordingly, a suggestions were give to properly include

effects of buoyancy and strong non-uniformity in thermophysical properties by taking

into account detailed measurements. Another review paper was published by Polyakov

(1991). He provided information on the results of investigations conducted in the 1970’s

and 1980’s and attempted to address the problems mentioned in Petukhov (1968) and

Hall et al. (1968) via solutions of Navier-Stokes equations using turbulence modelling.

More recently, an increasing interest in heat transfer to fluids at supercritical pressures

has resulted in several publications, which have been summarised in the following

review articles: Pitla et al. (1998); Kirillov (2000); Pioro et al. (2004b,a);

Duffey & Pioro (2005) and more recently by Yoo (2013); Shen & Zhang (2013).

1.3.1 Experimental studies

One of the first experiments was carried out by Shitsman (1963) on upward flowing heated

supercritical water with low flow rates and different wall heat fluxes. For a small wall heat

flux, a localised decrease in wall temperature was observed (heat transfer enhancement).

He noticed that with increasing heat flux, a deterioration in heat transfer occurs that is

followed by recovery further downstream. During the experiment, pressure pulsations

were observed when the bulk temperature approached the pseudo-critical temperature

Tpc. A similar experiment was performed by Yamagata et al. (1972) to investigate a larger

range of wall heat flux and higher mass flow rates for supercritical water. They found

that the heat transfer coefficient reaches a local maximum when the bulk temperature

approaches the pseudo-critical temperature. They also observed that the peak reduces

with increasing heat flux.

A comprehensive experimental study on heat transfer to water at supercritical

pressures was performed by Ackerman (1970) for a wide range of pressure, mass flux,

heat flux, and buoyancy forces. Based on this work, the author reported that for some

cases, an unpredictable heat transfer deterioration occurs when the pseudo-critical

temperature is located in the thermal boundary layer between the heated surface and the

bulk fluid. He explained that with the occurrence of a pseudo-boiling phenomenon

(abrupt reduction in density) in the near wall region results in a sudden deterioration of

the heat transfer coefficient. However, the validity of this reasoning was not supported by
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many other studies (see (Yoo, 2013)). Hall and Jackson performed extensive

experimental and theoretical studies on turbulent heat transfer at supercritical pressures

to explain the phenomenon of heat transfer and deterioration. By comparing

experimental results from horizontal flows with those for upward/downward flows under

the same conditions, they proposed that the effects of buoyancy and flow acceleration

due to thermal expansion is more justifiable (Hall & Jackson, 1969; Hall, 1971;

Jackson & Hall, 1979a,b; Jackson et al., 2003). The theoretical analysis exhibited that

the flow acceleration (due to thermal expansion) only results in deterioration

(independent of flow direction). Regarding the buoyancy effects, it was found that it

could cause both, heat transfer deterioration and recovery in upward flows (depending on

the magnitude of buoyancy), while for downward flows it only promotes or enhances

turbulent heat transfer. Later, Kurganov & Kaptilnyi (1993) conducted some experiments

with CO2 at supercritical pressure to examine the effects of buoyancy on flow structure,

heat transfer and drag force at high Reynolds numbers. They observed the deformation

of the stream-wise velocity to an M-shaped profile, due to high buoyancy forces in

upward flows, which favours the recovery of heat transfer. Experimental studies on this

subject have been active during last decade to further develop more accurate and

universal heat transfer correlations (Jiang et al., 2004; Kim et al., 2006, 2007;

Song et al., 2008; Licht et al., 2008; Kim et al., 2008a; Bae & Kim, 2009; Licht et al.,

2009; Bae et al., 2010).

1.3.2 Numerical studies

Besides the experiments, a few computational studies on turbulent heat transfer to

supercritical fluids have been carried out by different researchers in the past; i.e., in the

early days, only the Reynolds Averaged Navier-Stokes (RANS) calculations were

possible. Koshizuka et al. (1995) performed a numerical analysis to study heat transfer

deterioration using a k − ǫ turbulence model and compared the results with experimental

data of Yamagata et al. (1972). Despite a good qualitative agreement with experimental

data, the model failed to predict deterioration. He et al. (2005) compared the

performance of the Launder and Sharma k − ǫ turbulence model to predict convective

heat transfer to CO2 at supercritical pressures in a vertical mini tube (Jiang et al., 2004).

The agreement regarding the level of accuracy was very poor. He et al. (2008b)

examined the performance of the v2 − f (Behnia et al., 1998) and the

Abe-Kondoh-Nagano (AKN) (Abe et al., 1994) k − ǫ turbulence models by comparing

their results with experimental data of supercritical CO2 in heated upward and downward

flows in tubes (Fewster, 1976). Both models were able to show a qualitative agreement

of heat transfer deterioration. However, significant inconsistency was observed in wall

temperature distributions. Several other turbulence models have been tested by different

researchers, e.g. (Wen & Gu, 2010; Kim et al., 2008b; Jiang et al., 2008;

Sharabi & Ambrosini, 2009; Sharabi et al., 2008), to find a universal model to predict

the important features of turbulent heat transfer at supercritical pressures. It can be

concluded that available turbulence models are inadequate as a means of accurately

predicting heat transfer to supercritical flows. Hence, numerical research in this field has
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drawn considerable attention worldwide.

Fortunately, developments in computing power have allowed Computational Fluid

Dynamics (CFD) to use Large-eddy Simulation (LES) and Direct Numerical Simulation

(DNS) that permit experiments to be performed numerically. DNS provides an accurate

quantitative measurement of flow and thermal structures. To the best of the authors

knowledge, the first DNS was carried out by Bae et al. (2005), to investigate turbulent

heat transfer to CO2 at supercritical pressure in a developing heated pipe at an inlet

Reynolds number Re0b=5400. The inlet and wall thermal boundary condition were

applied such that the pseudo-critical temperature (where large variations in

thermophysical properties occur) is located between the wall and pipe centerline.

Various buoyancy conditions in both upward and downward flows were investigated to

understand the physical mechanism behind heat transfer deterioration and recovery. The

analysis of mean quantities, Reynolds stresses, turbulent heat fluxes, and their transport

equations indicates that they are directly/indirectly affected by their respective buoyancy

production. The deformation of the mean velocity distribution into an M-shaped profile

was observed in upward flows with moderate and high buoyancy, which was identified as

the onset of heat transfer recovery. Unlike in upward flows, only enhancement of

turbulence was observed in downward flows. A good qualitative agreement was found

with experimental data (very large Reynolds numbers) and the observations made by

Hall (1971). A similar DNS study was done by Bae et al. (2008) in a vertical annulus

(inner-pipe heating) where they made a comparison with flows with constant property

fluids. Recently Ničeno & Sharabi (2013) performed an LES to study the details of

turbulent heat transfer for flows of supercritical water in a tube and compared the results

with experimental data (relatively high Reynolds number) from Pis’menny et al. (2006).

The simulations were run on a computer program called PSI-BOIL which was developed

for channel geometry. Instead of solving the governing equations in a cylindrical

domain, a channel flow between parallel walls with the same hydraulic diameter was

considered. The wall temperature showed reasonable agreement with experiments.

However, the simulation was not able to reproduce the peak values of wall temperature

in the deterioration-recovery region for the upward flow.

1.4 Heat transfer mechanisms in variable property flows

Given the review above, the influencing factors on heat transfer to fluids at supercritical

pressures can be summarised. We start by considering heat transfer mechanisms

observed for flows with variable properties. In a heated flow, the fluid density ρ

decreases, whereby the reduction depends on the thermodynamic state of the fluid. For

instance, at sub-critical states the density changes are small and gradual, whereas at

supercritical states the changes in density are sharp and large. The decrease in density

causes two effects: (i) buoyancy and (ii) flow acceleration due to thermal expansion.

Additionally, the variations of thermophysical properties, such as specific heat cp,

thermal conductivity λ and viscosity µ also affect the heat transfer mechanism. These

three effects are discussed in more detail below. Although, the main focus will be on heat
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transfer to supercritical turbulent flows, attention will also be drawn to similar effects in

laminar and sub-critical flows wherever necessary.

1.4.1 Influence of variation in specific heat cp, thermal conductivity

λ and viscosity µ

In 1972, Yamagata et al. (1972) experimentally investigated the effect of thermophysical

property variations on heat transfer to supercritical water in heated tube geometries. For

low heat to mass flux ratios, where buoyancy and thermal expansion effects are small, they

observed an enhancement in heat transfer, which can be explained using the empirically

obtained Dittus-Boelter correlation (Bergman et al., 2011). The heat transfer coefficient

H can then be expressed as a function of thermophysical properties

H ∝ λ0.6
b µ−0.4

b c0.4
p,b. (1.1)

The subscript b represents the bulk quantities. Given the thermophysical property

variations–for example, CO2 at a constant pressure line (see figure 1.3)–it can be seen

that the increase in cp and the decrease in µ are dominant as compared to the decrease in

λ. This is causing the heat transfer coefficient to increase. A sound physical explanation

is given by Licht et al. (2008) to explain the results obtained by Yamagata et al. (1972).

They state that at low heat flux values the energy input is not large enough to overcome

the large values of specific heat close to the wall and thus a low wall to bulk temperature

gradient is obtained. By increasing the wall heat flux, the energy input will be large

enough to overcome the large specific heat values at the wall, causing an increased

temperature gradient at the wall and more localised region of large cp away from the

wall. This results in a higher wall to the bulk temperature gradient and hence impairs the

heat transfer (Licht et al., 2008).

1.4.2 Influence of flow acceleration

Flow acceleration is caused due to thermal expansion, and in upward flows also due to

buoyancy. However, the net acceleration of buoyancy on the total cross-section is zero,

whereas thermal expansion causes net acceleration because the bulk velocity increases.

In laminar flows the thermal expansion, and in upward flows also buoyancy, increases

convective heat transfer because of flow acceleration. In downward flows, the heat

transfer is deteriorated when deceleration due to buoyancy is larger than the acceleration

due to thermal expansion. In turbulent convection the effects are opposite (Kim et al.,

2008b). Although flow acceleration increases the velocity close to the wall, it reduces

turbulence production. The wall normal velocity gradient in the viscous dominant region

increases, where it has a small influence on the turbulence production. On the other

hand, the velocity gradient further away from the wall decreases, thus decreasing the

turbulence production. Similar observations were made by Kline et al. (1967), where for

accelerating turbulent boundary layers, they observed a reduction in bursting frequency

which is the primary mechanism for turbulence production. Since mixing dominates the
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heat transfer mechanism in turbulent flows, the heat transfer effectiveness decreases. In

downward flows with buoyancy, turbulence production increases, when deceleration due

to buoyancy is larger than the acceleration due to thermal expansion, thereby enhancing

heat transfer.

1.4.3 Influence of buoyancy

The effect of buoyancy plays an interesting role regarding heat transfer recovery (after

deterioration) for turbulent flows and usually dominates the flow behaviour. Buoyancy

causing local flow acceleration or deceleration, depending on flow direction, is sometimes

referred to as the external or indirect effect. However, it also has another role called

structural or direct effect (Petukhov et al., 1988), and will be discussed hereafter.

1.4.3.1 External effect

The external - or sometimes referred to as indirect - effect is essentially the response of

turbulence to distortions of the mean velocity profile caused by local flow acceleration or

deceleration. In upward flows, buoyancy aids the flow in the sense that due to density

decrease (in the case of heating) the gravity force is lower close to the wall. This

increases the velocity close to the wall, causing local flow acceleration. In downward

flows, buoyancy opposes the flow, causing the fluid close to the wall to decelerate.

Buoyancy is a result of a radial density gradient and does not change the bulk velocity.

Therefore, the local flow acceleration close to the wall is compensated by a velocity

reduction in the core to satisfy the integral mass flux balance. The higher the buoyancy,

the higher the velocity decreases in the core, such that an ’M-shaped’ velocity profile can

occur. In contrast to this, flow acceleration due to thermal expansion close to the wall is

limited by the thermal expansion coefficient, and the velocity reduction (to satisfy mass

flux balance) in the core is counteracted by the increase of the bulk velocity.

1.4.3.2 Structural effect

The structural - or sometimes referred to as direct effect - refers to turbulence production

or destruction due to density fluctuations. It is quantified by the buoyancy production

term in the turbulent kinetic energy equation. Any destabilising phenomena will act as a

source of turbulence. For example, when a fluid inside a horizontal channel is heated from

below and cooled from above, an unstable stratification is obtained. A stable stratification

is obtained when the heating and cooling walls are interchanged.

Depending on the stability of the stratification, the buoyant turbulent production can

act as a source (positive) or as a sink (negative). The buoyant turbulent production term

is given as Bk = ∓Ri0zρ′w′, where ρ′ is the density fluctuation, w′ is the stream-wise

velocity fluctuation and Ri0z is reference Richardson number. If in a stably stratified

flow (∂ρ/∂z < 0) a fluid particle is displaced from a lower to a higher position (due

to velocity fluctuations), where the density of the surrounding fluid is lower, then the

buoyancy force will push the higher density particle back to its original position. This
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damps the turbulent fluctuations and the buoyancy production acts as a sink for stably

stratified flows. In an unstably stratified flow (∂ρ/∂z > 0), the opposite occurs, thus

enhancing the vertical turbulent fluctuations. The buoyancy production term acts as a

source for unstably stratified flows.

Note, downward heated flows are always unstably stratified (density gradient ∂ρ/∂z

and gravity are opposed), while upward heated flows can be both stably and unstably

stratified. After turbulence recovery, the radial density distribution strongly changes in

stream-wise direction. This can cause a stream-wise density gradient, such that an

unstably stratified flow occurs. Therefore, both the external and the structural effects of

buoyancy contribute to the recovery process in upward flows.

1.5 Motivation

From the experimental and computational studies reviewed above, it is clear that

turbulent heat transfer at supercritical pressures will play an important role in the design

of future energy systems. Therefore, the ability to reliably predict heat transfer to

supercritical fluids is of utmost importance in the design of such systems. In contrast to

experiments, which pose limitations in terms of the accuracy in measuring turbulence in

supercritical fluids, DNS is capable of providing a full physical understanding turbulent

flows. The advent of supercomputers and high performance computing numerical

methods has facilitated this process by enabling us to achieve the high resolution

necessary for analysing all the scales present in turbulent flows. Thus, DNS also

overcomes the constraints imposed by the modeling assumptions present in empirical

turbulence models. The work documented in this thesis aims to use DNS to study the

effects of the peculiar behaviour of thermophysical properties on turbulent heat transfer

at supercritical pressures. Moreover, a detailed discussion on the effects of buoyancy and

thermal wall boundary conditions will be given.

1.6 Thesis Outline

This thesis consists of 5 chapters. A detailed description of the numerical scheme and

the flow domain used in the simulation is given in chapter 2. It presents the low-Mach

number approximation of the Navier-Stokes equations in cylindrical coordinates.

Afterwards, the numerical details such as spatial and temporal discretization and

boundary conditions are given. Next, different equations of state to compute the

thermodynamic properties, and equations to compute the transport properties at

supercritical pressures will be reviewed. Finally, a short description on the

implementation of the thermophysical properties of CO2 is presented.

The objective of chapter 3 is to further investigate the turbulent heat transfer

mechanisms to supercritical fluids in pipe flows using detailed turbulent flow statistics.

The turbulent statistics, such as turbulent shear stress, radial turbulent heat flux, turbulent

kinetic energy and its production rates (shear and buoyant production) for different flow
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configurations are presented. Additionally, the interaction of the highly non-linear

thermophysical property variations (density ρ, viscosity µ, thermal conductivity λ and

isobaric heat capacity cp) with turbulent fluctuations in the flow field will be discussed.

In chapter 4 the influence of fluctuating wall temperature and nonfluctuating wall

temperature on heat transfer to fluids with large property variations and high Prandtl

numbers is investigated.

Chapter 5 presents the summary of the investigated supercritical cases in chapters 3

and 4.
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Chapter 2

2.1 Introduction

In fluid dynamics, the full compressible Navier-Stokes equations are considered to be

the complete mathematical description of the fluid motion. These equations represent

the conservation of mass, momentum, and energy. They are closed with the equation of

state (EOS), which prescribes the density ρ as a function of pressure P and temperature

T . One of the major difficulty in numerical simulations of full compressible Navier-

Stokes is linked to the severe limitation of the time step due to the large value of the

sound velocity (small values of Mach number M); i.e. the sound waves travels much

faster than the fluid particles when M ≪ 1. Two approaches have been developed to

alleviate the limitation on the time step: 1- the low-Mach number approximation of the

Navier-Stokes equations and 2- incompressible Navier-Stokes equations. In the former

approach, the effects associated with density changes in response to pressure variations,

regarded as compressibility effects, are neglected, while variable inertia effects associated

with changes in density due to heat transfer are present (Lele, 1994). In the case of

incompressible Navier-Stokes equations, both these effects are neglected.

This thesis considers turbulent flows at low Mach numbers, subjected to significant

thermophysical property variations at supercritical pressures, which are described by the

compressible Navier-Stokes equations in the low-Mach number limit. The low-Mach

number equations presented here have the same mathematical structure as the

incompressible Navier-Stokes equations, in the sense that the thermodynamic pressure is

assumed constant and the hydrodynamic pressure is determined from the mass

conservation constraint.

In this chapter, we first present the detailed low-Mach number (also known as

anelastic) approximation of the Navier-Stokes equations in cylindrical coordinates.

Details of the numerical implementation in cylindrical coordinates and the specification

of boundary conditions are also discussed. Next, we introduce different equation of state

and models for transport properties. Finally, some information about the in-house code is

presented.

2.2 Governing equations

To derive the low-Mach number approximation, we start from the fully compressible

Navier-Stokes equations (Cook & Riley, 1996; Birken & Meister, 2005)

∂ρ̂

∂t̂
+
∂ρ̂ûi

∂x̂i

= 0, (2.1)

∂ρ̂ûi

∂t̂
+
∂ρ̂ûiû j

∂x̂ j

= − ∂ p̂

∂x̂i

+
∂τ̂i j

∂x̂ j

+ ρ̂ĝi, (2.2)

∂ρ̂ĥ

∂t̂
+
∂ρ̂ûiĥ

∂x̂i

=
∂ p̂

∂t̂
+ ûi

∂ p̂

∂x̂i

− ∂qi

∂xi

+ τ̂i j

∂ûi

∂x̂ j

+ ρûiĝi, (2.3)
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with the stress tensor

τ̂i j = µ̂Ŝ i j = µ̂

(
∂ûi

∂x̂ j

+
∂û j

∂x̂i

− 2

3

(
µ̂b

µ̂
+ 1

)
∂ûk

∂x̂k

δi j

)
,

and the Fourier law for the heat conduction

qi = −λ̂
∂T̂

∂x̂i

dĥ=ĉpdT̂

======⇒ qi = −
λ̂

ĉp

∂ĥ

∂x̂i

= −α̂ ∂ĥ

∂x̂i

.

In these equations the hat sign ˆ denotes the dimensional quantities and the terms t̂, x̂i, ρ̂,

µ̂, µ̂b, λ̂, ĉp, ûi, T̂ , p̂, ĥ and ĝi are the time, coordinates, density, dynamic viscosity, bulk

viscosity, thermal conductivity, isobaric heat capacity, velocity components, temperature,

pressure, enthalpy and gravitational acceleration, respectively.

In computational fluid dynamics, it is convenient to work with the non-dimensional

form of Navier-Stokes since, it simplifies the analysis of the problem and reduces the

number of free parameters. Thus, by choosing an appropriate reference value denoted by

subscript 0, the non-dimensional form of Eqs. (2.1)-(2.3) are as follows:

∂ρ

∂t
+
∂ρui

∂xi

= 0, (2.4)

∂ρui

∂t
+
∂ρuiu j

∂x j

= − 1

M2
0

∂p

∂xi

+
1

Re0

∂τi j

∂x j

+ ρRi0i, (2.5)

∂ρh

∂t
+
∂ρuih

∂xi

=
∂p

∂t
+ ui

∂p

∂xi

− 1

Re0Pr0

∂qi

∂xi

+ M2
0τi j

∂ui

∂x j

+ ρM2
0Ri0i, (2.6)

where the non-dimensional variable are defined as,

t =
t̂

L̂/Û0

, xi =
x̂i

L̂
, ρ =

ρ̂

ρ̂0
, µ =

µ̂

µ̂0
, λ =

λ̂

λ̂0

,

cp =
ĉp

ĉp0
, ui =

ûi

Û0

, T =
T̂ ĉp

ĉ2
, p =

P̂

ρ̂0ĉ2
0

, h =
ĥ − ĥ0

ĉ2
0

. (2.7)

The non-dimensional parameters shown in the above equations are written as,

Reynolds number Re0 = ρ̂0Û0L̂/µ̂0,

Richardson number Ri0i = ĝiL̂/Û
2
0 ,

Prandtl number Pr0 = ĉp0µ̂0/λ̂0, and

Mach number M0 = Û0/ĉ0.

Note that the pressure and the enthalpy are scaled by the speed of sound ĉ.

Next, the mathematical analysis of the low Mach number limit is performed using the
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asymptotic expansion of the flow variables Majda & Sethian (1985) in terms of reference

Mach number M0,

f (xi, t) = f (0)(xi, t) + M0 f (1)(xi, t) + M2
0 f (2)(xi, t) + ... + Mk

0 f (k)(xi, t), (2.8)

where f is a generic quantity. The conservation equations for mass, momentum and

enthalpy can then be written as

∂ρ(0)

∂t
+
∂(ρui)

(0)

∂xi

+ O
(
M0, M2

0 , ...
)
= 0, (2.9)

∂(ρui)
(0)

∂t
+
∂(ρuiu j)

(0)

∂x j

= − 1

M2
0

∂p(0)

∂xi

− 1

M0

∂p(1)

∂xi

− ∂p(2)

∂xi

+
1

Re0

∂τ
(0)
i j

∂x j

+ ρ(0)Ri0i + O
(
M0, M2

0 , ...
)
, (2.10)

∂(ρh)(0)

∂t
+
∂(ρuih)(0)

∂xi

=
∂p(0)

∂t
+ u

(0)
i

∂p(0)

∂xi

− 1

Re0Pr0

∂q
(0)
i

∂xi

+ O
(
M0, M2

0 , ...
)
.

(2.11)

The terms of order O
(
Mk

0

)
for integers k ≥ 1, as a result of the asymptotic expansion, are

lumped together and can be neglected for low Mach number flows. Note, also the

viscous heating term in the energy equation is of O
(
M2

0

)
and not shown explicitly. Since

Eqs. (2.9)-(2.11) are supposed to hold for arbitrary values of M0 (i.e. M0 << 1), the

coefficients of the monomial Mk
0(k = −2,−1, 0) must be equal. Equating powers of M−2

0

and M−1
0

in the momentum equations, shows that the spatial gradient of p(0) and p(1)

(first and second term on the right-hand side of Eq. (2.10)) are zero in the low Mach

number limit. Therefore, also the second term on the right-hand side in the enthalpy

equation can be omitted. If the system under study is closed, then the total mass is

constant over time and by integrating the equation of state over the total volume the

time-dependent expression for the thermodynamic pressure p(0)(t) can be obtained. This

expression is zero for open systems; see Nicoud (1998); Najm et al. (1998). Now, the

pressure field is decomposed into its thermodynamic p(0) and hydrodynamic p(2) part and

one can determine all thermodynamic state variables, such as density, enthalpy, etc.,

independently of the hydrodynamic pressure variations.

Scaling the velocity with the inlet friction velocity ûτ0 =
√
τ̂w/ρ̂, the pressure with

ρ̂0û2
τ0, the enthalpy as h =

(
ĥ − ĥ0

)
/
(
ĉp0T̂0

)
and coordinates with pipe diameter D̂ the

final set of conservative equations in cylindrical coordinates are as follows (the superscript

numbers are omitted for simplicity):

Conservation of mass,

∂ρ

∂t
+

1

r

∂rρu

∂r
+

1

r

∂ρv

∂θ
+
∂ρw

∂z
= 0. (2.12)
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Conservation of momentum in radial direction r,

∂ρu

∂t
+

1

r

∂rρuu

∂r
+

1

r

∂ρuv

∂θ
+
∂ρuw

∂z
− ρvv

r
= −∂p

∂r
+

1

Reτ0

[
1

r

∂rτrr

∂r

+
1

r

∂τrθ

∂θ
− τθθ

r
+
∂τrz

∂z

]
+ ρRi0r . (2.13)

Conservation of momentum in circumferential direction θ,

∂ρv

∂t
+

1

r

∂rρvu

∂r
+

1

r

∂ρvv

∂θ
+
∂ρvw

∂z
+
ρvu

r
= −1

r

∂p

∂θ
+

1

Reτ0

[
1

r

∂rτθr

∂r

+
τθr

r
+

1

r

∂τθθ

∂θ
+
∂τθz

∂z

]
+ ρRi0θ. (2.14)

Conservation of momentum in axial direction z,

∂ρw

∂t
+

1

r

∂rρwu

∂r
+

1

r

∂ρwv

∂θ
+
∂ρww

∂z
= −∂p

∂z
+

1

Reτ0

[
1

r

∂rτzr

∂r
+

1

r

∂τzθ

∂θ

+
∂τzz

∂z

]
+ ρRi0z. (2.15)

Conservation of energy,

∂ρh

∂t
+

1

r

∂rρhu

∂r
+

1

r

∂ρhv

∂θ
+
∂ρhw

∂z
=

1

Reτ0Pr0

[
1

r

∂

∂r

(
rα
∂h

∂r

)

+
1

r

∂

∂θ

(
α

r

∂h

∂θ

)
+
∂

∂z

(
α
∂h

∂z

) ]
. (2.16)

The stress tensors in the momentum equations are given as,

τrr = µ

(
2
∂u

∂r
+

(
µb

µ
− 2

3

)
∇ · u

)
, (2.17)

τθθ = µ

(
2

(
1

r

∂v

∂θ
+

u

r

)
+

(
µb

µ
− 2

3

)
∇ · u

)
, (2.18)

τzz = µ

(
2
∂w

∂z
+

(
µb

µ
− 2

3

)
∇ · u

)
, (2.19)

τrθ = τθr = µ

(
r
∂

∂r

(
v

r

)
+

1

r

∂u

∂θ

)
, (2.20)

τrz = τzr = µ

(
∂w

∂r
+
∂u

∂z

)
, (2.21)

τzθ = τθz = µ

(
∂v

∂z
+

1

r

∂w

∂θ

)
, (2.22)
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where,

∇ · u = 1

r

∂ru

∂r
+

1

r

∂v

∂θ
+
∂w

∂z
. (2.23)

The non-dimensional numbers are then given as

Reτ0 =
ρ̂0ûτ0D̂

µ̂0
, Pr0 =

µ̂0ĉp0

λ̂0

, Ri0i =
ĝiD̂

û2
τ0

=
Gr0i

β̂0T̂0Re2
τ0

Q
(2.24)

Q =
q̂wD̂

λ̂0T̂0

= Reτ0Pr0q, Gr0i =
ρ̂2

0ĝiβ̂0q̂wD̂4

µ̂2
0
λ̂0

, (2.25)

where Reτ0 is the reference Reynolds number, based on the reference friction velocity and

the pipe diameter D̂, Pr0 is the reference Prandtl number, Ri0i is the reference Richardson

number, Gr0i is the reference Grashof number, Q is the non-dimensional constant wall

heat flux, and q̂w is dimensional the constant wall heat flux.

2.3 Numerical scheme

The details of numerical techniques, which are employed to solve the governing equations

using DNS are discussed. The spatial and temporal discretization, numerical solution

procedure, boundary and initial conditions are presented.

2.3.1 Spatial discretization

The spatial discretization of the Navier-Stokes equations is carried out using the

second-order central difference method. In this technique, first, the flow domain is

decomposed into a finite number of sub-domains, called control volumes, as shown in

2.1 for cylindrical coordinates. A staggered grid is applied in which the hydrodynamic

pressure p, enthalpy h and all thermophysical properties are located at the center of each

control volume, while velocity components are defined at the faces. Next, the discretized

continuity and energy equations are integrated over the volume around the center and the

momentum equations for each velocity component are integrated over the volume

around the volume faces (shifted forward in each direction for half of the CV). Finally,

we apply surface integrals to the control volume for each variable using numerical

integration methods. To find the variables at locations of control volume that are not

defined, an interpolation method is applied.

The interpolation operators for each velocity component and any arbitrary scalar are

written as:

ui, j,k =
ui+1/2, j,k + ui−1/2, j,k

2
, vi, j,k =

ui, j+1/2,k + ui, j−1/2,k

2
,

wi, j,k =
ui, j,k+1/2 + ui, j,k−1/2

2
(2.26)
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θ

r

z

∆r
∆θ

∆z

u(r − ∆r/2, θ, z)

u(r + ∆r/2, θ, z)

v(r, θ − ∆θ/2, z)

v(r, θ + ∆θ/2, z)

w(r, θ, z + ∆z/2)

w(r, θ, z − ∆z/2)

Figure 2.1: Instant control volume in cylindrical coordinates.

and the differencing operators,

∂u

∂r

∣∣∣∣∣
i, j,k

=
ui+1/2, j,k − ui−1/2, j,k

∆r
,

1

r

∂v

∂θ

∣∣∣∣∣
i, j,k

=
vi, j+1/2,k − vi, j−1/2,k

r∆θ
,

∂w

∂z

∣∣∣∣∣
i, j,k

=
wi, j,k+1/2 − wi, j,k−1/2

∆z
(2.27)

For the discretization of the advection term in the energy equation, a different scheme is

applied. To reduce oscillations due to the sharp gradients in enthalpy, the Koren slope

limiter (Koren, 1993), which is third-order accurate, is used to approximate the undefined

enthalpy values at the cell faces. The Koren slope limiter is defined as follows:

hi+1/2, j,k = hi, j,k − φ(ri)
[
hi+1, j,k − hi, j,k

]
, ri =

hi, j,k − hi−1, j,k

hi+1, j,k − hi, j,k

, (2.28)

hi, j+1/2,k = hi, j,k − φ(r j)
[
hi, j+1,k − hi, j,k

]
, r j =

hi, j,k − hi, j−1,k

hi, j+1,k − hi, j,k

, (2.29)

hi, j,k+1/2 = hi, j,k − φ(rk)
[
hi, j,k+1 − hi, j,k

]
, rk =

hi, j,k − hi, j,k−1

hi, j,k+1 − hi, j,k

, (2.30)

where φ is the slope limiter function φ = max [0,min(2r, (2 + r)/3, 2)].

2.3.2 Temporal discretization

To solve the low-Mach number or incompressible form of Navier-Stokes equations, the

fractional-step method is used, where the pressure field is computed by solving a Poisson
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equation with the time derivative of the density as a part of the source term. It has been

observed that in flows with large density ratios, the discrete approximation of the density

time derivative (Eq. (2.12)) is a potential source of instability and needs careful

treatment. Among the different approximations for the density time derivative, the

even-ordered explicit approximations have been found to be more stable. However, for

density ratios larger than 3 they were found to be unstable (Nicoud, 2000; Cook & Riley,

1996). Najm et al. (1998) developed a two-sub-step predictor-corrector algorithm for

chemically reacting flows at the low-Mach number, in which the predictor sub-step uses

a second-order Adams-Bashforth time integration scheme and the corrector sub-step

applies a quasi-Crank-Nicolson integration. They showed that this approach is stable for

very large density ratios.

In this work, to tackle the instability due to very large density ratios at supercritical

pressures, the time integration of Eqs. (2.12) to (2.16) is performed using a similar

approach. Note, to approximate the density in the first sub-step, we use first-order

approximation. To predict the velocity and enthalpy fields, a second-order

Adams-Bashforth method is used to correct the pressure to satisfy the continuity

equation. In corrector sub-step, a second-order Adams-Moulton method is applied. In

both sub-steps, a Poisson equation is solved using fast Fourier transforms (FFT) to

predict the pressure. It is important to note that the diffusion terms in circumferential

directions for both momentum and energy equations are treated implicitly; because the

circumferential grid size near the centerline (r∆θ ≈ ∆r∆θ) is the term that severely limits

the time-step. The remaining terms are treated explicitly. The procedure in the present

study is summarised below.

Note that, the superscripts n, n+1/2 and n+1 refer to the values at the previous, intermediate

and next time step, respectively. The superscripts ∗ and ∗∗ corresponds to the predicted

values.

Sub-step 1 (predictor):

1. The predicted value for the density is approximated by

ρ∗ − ρn

∆t
=
∂ρ

∂t

∣∣∣∣∣
n

. (2.31)

Using a linear extrapolation in time for the right-hand side of this equation, leads to

ρ∗ − ρn

∆t
=
ρn − ρn−1

∆t
, (2.32)

ρ∗ = 2ρn − ρn−1. (2.33)

2. The intermediate enthalpy is advanced in time by solving the energy as follows,

(ρh)n+1/2 − (ρh)n

∆t
− 1

Reτ0Pr0

1

r

∂

∂θ

(
α

r

∂h

∂θ

) ∣∣∣∣∣
n+1/2

=
3

2
RHS n

h −
1

2
RHS n−1

h , (2.34)
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where RHS h is the discretized form of

RHS h = −
1

r

∂rρhu

∂r
− 1

r

∂ρhv

∂θ
− ∂ρhw

∂z
+

1

Reτ0Pr0

[
1

r

∂

∂r

(
rα
∂h

∂r

)
+
∂

∂z

(
α
∂h

∂z

) ]
,

(2.35)

and the enthalpy is hn+1/2 = (ρh)n+1/2/ρ∗.

3. The thermophysical properties of the fluid are updated based on intermediate enthalpy

from the table using a cubic spline interpolation φn+1/2 = φ
(
hn+1/2

)
.

4. Next, the velocity field is calculated using a fractional-step method developed by

Kim & Moin (1985). First, the intermediate velocity field is approximated by

splitting the pressure from the momentum equation

(ρu)∗ − (ρu)n

∆t
− 1

Reτ0

1

r

∂

∂θ

(
µ

r

∂u∗

∂θ

)
=

3

2
RHS n

u −
1

2
RHS n−1

u , (2.36)

(ρv)∗ − (ρv)n

∆t
− 2

Reτ0

1

r

∂

∂θ

(
µ

r

∂v∗

∂θ

)
=

3

2
RHS n

v −
1

2
RHS n−1

v , (2.37)

(ρw)∗ − (ρw)n

∆t
− 1

Reτ0

1

r

∂

∂θ

(
µ

r

∂w∗

∂θ

)
=

3

2
RHS n

w −
1

2
RHS n−1

w , (2.38)

where

RHS u = −
1

r

∂rρuu

∂r
− 1

r

∂ρuv

∂θ
− ∂ρuw

∂z
+
ρvv

r
+

1

Reτ0

[
1

r

∂rτrr

∂r

+
1

r

∂

∂θ

(
µr

∂

∂r

(
v

r

))
− τθθ

r
+
∂τrz

∂z

]
+ ρRi0r , (2.39)

RHS v = −
1

r

∂rρvu

∂r
− 1

r

∂ρvv

∂θ
− ∂ρvw

∂z
− ρvu

r
+

1

Reτ0

[
1

r2

∂r2τθr

∂r

+
1

r

∂

∂θ

(
2µ

(
u

r
− 1

3
∇ · u

))
+
∂τθz

∂z

]
+ ρRi0θ, (2.40)

RHS w = −
1

r

∂rρwu

∂r
− 1

r

∂ρwv

∂θ
− ∂ρww

∂z
+

1

Reτ0

[
1

r

∂rτzr

∂r
+

1

r

∂

∂θ

(
µ
∂v

∂z

)

+
∂τzz

∂z

]
+ ρRi0z. (2.41)
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5. A Poisson equation is solved to determine the pressure field, which is required to

satisfy the continuity equation

∇2 pn+1/2 =
1

∆t

(
∇ · (ρu)∗ +

∂ρ

∂t

∣∣∣∣∣
∗)
, (2.42)

where ∂ρ/∂t|∗ is discretized with second-order approximation,

∂ρ

∂t

∣∣∣∣∣
∗
=
ρn+1/2 − 2ρn + ρn−1

∆t
. (2.43)

6. We then obtain the velocity field with the predicted pressure field as follows,

(ρu)n+1/2 = (ρu)∗ − ∆t
∂pn+1/2

∂r
, un+1/2 =

(ρu)n+1/2

ρn+1/2
(2.44)

(ρv)n+1/2 = (ρv)∗ − ∆t
1

r

∂pn+1/2

∂θ
, vn+1/2 =

(ρv)n+1/2

ρn+1/2
(2.45)

(ρw)n+1/2 = (ρw)∗ − ∆t
∂pn+1/2

∂z
, wn+1/2 =

(ρw)n+1/2

ρn+1/2
. (2.46)

Sub-step 2 (corrector):

1. The corrected values for the density and enthalpy (at time step n+1) are obtained using

a second-order Adams-Moulton integration

ρ∗∗ − ρn

∆t
=

1

2

∂ρ

∂t

∣∣∣∣∣
∗∗
+

1

2

∂ρ

∂t

∣∣∣∣∣
n

. (2.47)

Similar to the predictor sub-step, using linear extrapolation in time for the right-hand

side of this equation gives

ρ∗∗ =
1

2
ρn+1/2 + ρn − 1

2
ρn−1. (2.48)

2. The enthalpy at the next step is approximated by time advancement of the energy

equation as

(ρh)n+1 − (ρh)n

∆t
− 1

Reτ0Pr0

1

r

∂

∂θ

(
α

r

∂h

∂θ

) ∣∣∣∣∣
n+1

=
1

2
RHS

n+1/2
h

+
1

2
RHS n

h, (2.49)

where the enthalpy at new time step is hn+1 = (rhoh)n+1/ρ∗∗.

3. The thermophysical properties of the fluid at the new time step are updated based on

the enthalpy at new time step φn+1 = φ
(
hn+1

)
.
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4. To obtain the velocity field, we first calculate the intermediate velocity field,

(ρu)∗∗ − (ρu)n

∆t
− 1

Reτ0

1

r

∂

∂θ

(
µ

r

∂u∗∗

∂θ

)
=

3

2
RHS n

u −
1

2
RHS n−1

u , (2.50)

(ρv)∗∗ − (ρv)n

∆t
− 2

Reτ0

1

r

∂

∂θ

(
µ

r

∂v∗∗

∂θ

)
=

3

2
RHS n

v −
1

2
RHS n−1

v , (2.51)

(ρw)∗∗ − (ρw)n

∆t
− 1

Reτ0

1

r

∂

∂θ

(
µ

r

∂w∗∗

∂θ

)
=

3

2
RHS n

w −
1

2
RHS n−1

w . (2.52)

5. Similar to the predicted pressure, the pressure field at the new time step is obtained by

solving the Poisson equation

∇2 pn+1 =
1

∆t

(
∇ · (ρu)∗∗ +

∂ρ

∂t

∣∣∣∣∣
n+1

)
, (2.53)

where ∂ρ/∂t|n+1 is discretized with second-order approximation.

∂ρ

∂t

∣∣∣∣∣
n+1

=
ρn+1 − 2ρn + ρn−1

∆t
. (2.54)

6. The velocity field at the new time step is

(ρu)n+1 = (ρu)∗∗ − ∆t
∂pn+1

∂r
, un+1 =

(ρu)n+1

ρn+1
(2.55)

(ρv)n+1 = (ρv)∗∗ − ∆t
1

r

∂pn+1

∂θ
, vn+1 =

(ρv)n+1

ρn+1
(2.56)

(ρw)n+1 = (ρw)∗∗ − ∆t
∂pn+1

∂z
, wn+1 =

(ρw)n+1

ρn+1
. (2.57)

2.3.3 Boundary conditions

Boundary conditions must be specified to complete the time advancement at each time

step. We now introduce four different types of boundary conditions for inlet, outlet, wall

and centerline.

2.3.3.1 Inlet boundary condition

Generating realistic inlet boundary conditions for DNS of spatially developing flows is

a challenging task. Effective and efficient turbulent inlet boundary conditions for DNS

should reflect the unsteady nature of turbulence. Different methods for generating inflow

boundary conditions have been developed by different researchers. A complete review of

these methods can be found in Tabor & Baba-Ahmadi (2010). They classified the existing
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replacements

Dz

r

Inflow generator Developing pipe

Figure 2.2: Geometry of the simulation domain.

methods into two main categories, (1) synthetic generation of turbulence and (2) precursor

simulation method. The synthetic generation of turbulence is based on the principles of

superposition of random fluctuations on the mean flow at the inlet using some spatial and

temporal correlations. In this work, we use the precursor simulation method, which is the

most accurate way of inflow turbulence generation (Tabor & Baba-Ahmadi, 2010). In this

case, a separate periodic simulation is performed to generate a database of turbulence data

to provide for the inflow of the spatially developing simulation. As it can be seen from

Fig. 2.2, the simulation setup for the supercritical fluid heat transfer simulations consists

of two parts, namely the precursor simulation (inflow generator) and the simulation of

the developing pipe flow. First, the precursor simulation is performed, and the library

of turbulence data is generated by sampling and storing the velocity. The stored library

of turbulence data is fed into the spatially developing pipe with the same inlet Re, mesh

resolution and time step as the for the simulation of the inlet flow field. As for the thermal

inlet boundary condition, we assumed that the fluid enters the domain with a uniform

enthalpy distribution.

2.3.3.2 Outlet boundary condition

A convective condition is used to model the outflow, where the details of the flow

velocity, pressure and temperature are not known prior to the solution of the flow

problem. Mathematically, this boundary condition is written as

∂η

∂t
+ C

∂η

∂z
= 0, (2.58)

where η can be any velocity components or enthalpy and C is convective outflow velocity,

which in this case is the outlet bulk velocity. It is evident that, the total mass must be

balanced for the entire domain. In order to check that, the net of inlet and outlet flow and

the net changes in mass in the interior of the domain is calculated:

ω =
y

V

∂ρ

∂t
rdr dθ dz +

x

outlet

ρw rdr dθ −
x

inlet

ρw rdr dθ. (2.59)
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Figure 2.3: Staggered grid in cylindrical coordinates close to centreline. Arrows are the

position of wall-normal velocity component u.

This value is being added to the outflow to satisfy the global mass conservation at each

time step; note that ω ≤ (10−3).

2.3.3.3 Wall boundary condition

Standard no-slip wall boundary conditions are used for the velocity and Neumann

conditions (constant heat flux) for enthalpy. To set the boundary condition, an iterative

Newton approach is used to solve the heat balance at the wall (α∂h/∂r|w = q) to calculate

the wall enthalpy. This is due to the non-linear coupling of wall enthalpy hw and wall

fluid properties αw.

2.3.3.4 Centreline boundary condition

The wall-normal velocity component u needs a special treatment at the centerline.

Referring to the figure 2.3, it can be seen that the wall-normal velocity u is collocated

with the centerline r = 0. The analysis of the discrete equations shows that center-line

condition is only needed for wall-normal velocity component u at first grid point located

at r = ∆r. In order to approximate the value of u at r = 0, a linear interpolation across

the centerline is used Akselvoll & Moin (1995),

u(0, θ, z) =
u(∆r, θ, z) − u(∆r, θ + π, z)

2
. (2.60)
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2.4 Equations of state

The state of a thermodynamic system is described by a variety of state variables, such as

pressure P, volume V , temperature T and entropy S . An EOS represents a functional

relationship between the state variables, such that F(P,V, T, S , ...) = 0. Most of the

equation of state used today are written to express mathematical relationships between

P, T and V . They are semi-empirical in nature and are fitted to data that are available

from experiments. In this part, we give an overview on different equations of state,

which are available and widely used.

2.4.1 Ideal gas equation of state

The simplest equation of state is known as the ideal gas law and defined as

PV = nRT, (2.61)

where n and R are the number of moles and the universal gas constant, respectively. The

ideal gas equation of state is reliable for non-polar gases at low pressures and high

temperatures (Moran et al., 2010). The main flaw in the ideal gas equation of state is the

assumption that intermolecular interactions are insignificant. These interactions are

negligible when the distance between molecules becomes large and kinetic energy of

particles is high (low pressures and high temperatures), but they do become important as

the distance between molecules decrease and kinetic energy of particles is low (high

pressures and low temperatures). In this conditions, intermolecular interactions cannot

be neglected, and one can obviously see the inaccurately predicted states by the ideal gas

equation of state. Many gases, such as Hydrogen, Nitrogen and noble gases like Helium

He and Neon Ne show ideal gas behaviour at ambient pressure.

2.4.2 Cubic equation of state

Cubic equations of state are the simplest equations to accurately represent the relation

between pressure P, volume V , and temperature T , of both gas and liquid, in a wide range

of temperatures and pressures. The general form of any cubic equation of state has the

first, second, and third power of specific volume or density. These equations of state

are simple, require only a few number of parameters and are computationally relatively

inexpensive. Among the cubic equations of state, three equations that have been widely

used are van der Waals, Soave-Redlich-Kwong and Peng-Robinson equations - they and

briefly described below.

• The van der Waals equation of state, derived by Johannes Diderik van der Waals

in 1873, modifies the ideal gas law. It approximates the properties of real gases by

considering the force interaction between molecules and their size via

(
P +

a

V2
m

)
(Vm − b) − RT = 0, (2.62)
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where Vm = V/n is the molar volume. The constant a involves the intermolecular

forces and b is related to the size of molecules. A higher the value of a

corresponds to a stronger attraction between molecules, which results in a

decrease of the real gas pressure. As it can be seen from Eq. (2.62), the constant b

represents the excluded volume occupied by the gas molecules. The van der Waals

equation was the first equation, which was able to work around the gas-liquid

coexistence line. The constants a and b, known as the van der Waals constants, are

generally calculated from critical properties Pcr,Vcr and Tcr as

a =
27 (RTcr)

2

64Pcr

, b =
RTcr

8Pcr

. (2.63)

Usually, the van der Waals equation is expressed in non-dimensional form with

reduced state variables Pr = P/Pcr, Vr = Vm/Vcr and Tr = T/Tcr, as follows
(
Pr +

3

V2
r

)
(3Vr − 1) − 8Tr = 0. (2.64)

In order to compute the deviation of thermodynamic properties with respect to an

ideal gas, departure functions are defined. Departure functions are usually defined

for enthalpy H, entropy S , Internal Energy U, Helmholtz energy A and Gibbs free

energy G. For enthalpy and entropy these departure functions are as follows

H − Hig

RT
= −

∫ ∞

Vm

T
(
∂Z

∂T

)

Vm


dVm

Vm

+ Z − 1, (2.65)

S − S ig

R
= −

∫ ∞

Vm

T
(
∂Z

∂T

)

Vm

+ 1 − Z


dVm

Vm

+ ln (Z) , (2.66)

where the subscript ig stands for ideal state and Z = PVm/RT is the compressibility

factor. The departure functions for the van der Waals equation of state are

H − Hig

RT
= − 2a

VmRT
+

b

Vm − b
, (2.67)

S − S ig

R
= − 2a

VmRT
+ ln

(
b

Vm − b

)
+ ln (Z) . (2.68)

Thermodynamic properties are computed using these departure functions. For

instance, isobaric heat capacity for van der Waals equation of state is calculated

using

CP =

(
∂H

∂T

)

P

. (2.69)

A drawback of these models is that in reality the constants a and b do not remain

constant over the entire ranges of T and P; the intermolecular force interaction

constant a shows temperature dependency and the constant b seems to be density-

dependent. Another flaw of the van der Waals equation of state is its inability in

complex mixtures, where several interaction parameters are required.
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• The Soave-Redlich-Kwong equation of state was formulated first by Otto Redlich

and Joseph Neng Shun Kwong (Redlich-Kwong) in 1949, to make the

intermolecular force constant a temperature-dependent, which showed significant

improvement over the van der Waals equation. The Redlich-Kwong equation of

state performs relatively well for the simple fluids such as Argon and Xenon, for

which the acentric factor (is the measure of the non-sphericity or centricity of

molecules) is zero. However, for complex fluids with non-zero acentric factors the

results were not in good agreement with experiments. Soave (1972) in 1972

modified the Redlich-Kwong equation of state to involve the non-sphericity of

molecules as follows,

(
P +

κa

Vm (Vm + b)

)
− RT

Vm − b
= 0, (2.70)

with

a = 0.4275
(RTcr)

2

Pcr

, b = 0.08664
RTcr

Pcr

.

κ =
[
1 + ψ

(
1 − T 0.5

r

)]2
. (2.71)

ψ = 0.48508+ 1.55171ω− 0.15613ω2. (2.72)

ω is the acentric factor which is a standard for the phase characterization of single

and pure components, along with critical temperature, pressure, and volume and

molecular weight. The enthalpy departure function for the Soave-Redlich-Kwong

equation of state is (Mak, 1988)

H − Hig

RT
= Z − 1 − 4.9284 (1 + ψ)

√
κ

Tr

ln

(
1 +

0.08664Pr/Tr

Z

)
, (2.73)

S − S ig

R
= 4.9284

(
2κ

Tr

− ∂κ

∂Tr

)
ln

(
Z

Z + 0.08664Pr/Tr

)
(2.74)

+ ln

(
Z

Z − 0.08664Pr/Tr

)
+ ln (Z) , (2.75)

Soave’s modification was able to predict the phase behaviour of complex fluids in

comparison with the original Redlich-Kwong equation of state.

• The Peng-Robinson equation of state was developed in 1976 by Peng and

Robinson. The temperature dependency of the attractive term a and the acentric

factor ω introduced by Soave is preserved, however, they presented various
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parameters to describe this dependency and further manipulated the pressure

correction term as follows,

P +
κa

V2
m + 2Vmb − b2

− RT

Vm − b
= 0, (2.76)

with

a = 0.4572
(RTcr)

2

Pcr

, b = 0.0778
RTcr

Pcr

,

κ =
[
1 + ψ

(
1 − T 0.5

r

)]2
. (2.77)

ψ = 0.37464 + 1.54226ω− 0.26992ω2 (2.78)

The departure functions for Peng-Robinson equation of state are (Mak, 1988)

H − Hig

RT
= Z − 1 − 2.078

(1 + ψ)
√
κ

Tr

ln

(
Z + 0.1878Pr/Tr

Z − 0.0322Pr/Tr

)
, (2.79)

S − S ig

R
= ln

(
Z − 0.0778

Pr

Tr

)
−2.078ψ

(
1 + ψ
√

Tr

− ψ
)

ln

(
Z + 0.1878Pr/Tr

Z − 0.0322Pr/Tr

)
. (2.80)

Although the Peng-Robinson equation of state is generally superior in predicting

the liquid phase density of many materials, it exhibits a performance similar to the

Soave-Redlich-Kwong equation.

2.4.3 Multi-parameter equation of state

Advanced equations of state are formulated to describe the real fluid properties for entire

range of fluid states, and often expressed using the reduced form of the Helmholtz energy

as a function of reduced density and temperature,

a(ρ, T )

RT
=

ai(ρ, T )

RT
+

ar(ρ, T )

RT
= αi(ρr, Tr) + α

r(ρr, Tr), (2.81)

where a and α are the dimensional and non-dimensional form of the Helmholtz energy.

αi(ρ, T ) and αr(ρ, T ) are the ideal and non-ideal part of the Helmholtz energy, respectively.

All thermodynamic properties can be calculated using this relation. For instance, pressure

and its derivatives (Span, 2000) are calculated as follows,

p(ρ, T ) = ρ2

(
∂a

∂ρ

)

T

,
p

ρRT
= 1 + ρr

(
∂αr

∂ρr

)

Tr

,

(
∂p

∂ρ

)

T

= RT

1 + 2ρr

(
∂αr

∂ρr

)

Tr

+ ρ2
r

(
∂2αr

∂ρ2
r

)

Tr

 ,
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(
∂p

∂T

)

ρ

= Rρ

1 + ρr

(
∂αr

∂ρr

)

Tr

+ ρrTr

(
∂2αr

∂ρr∂Tr

) . (2.82)

The ideal gas contribution to the Helmholtz energy is given by Span (2000)

ai = hi
0 +

∫ T

T0

ci
pdT − RT − T

si
0 +

∫ T

T0

ci
p

T
dT − R ln

(
ρT

ρ0T0

) , (2.83)

where the subscripts 0 stands for reference values. The reduced form of the ideal gas

contribution to the Helmholtz energy can be written as follows,

αi = −1 +
hi

0

RT
−

si
0

R
+ ln

ρrTr

ρr0Tr0
+

1

RTr

∫ Tr

Tr0

ci
p

Tr

dTr −
1

R

∫ Tr

Tr0

ci
p

Tr

dTr. (2.84)

As it was shown, the ideal gas contribution to the Helmholtz energy is supported by theory.

However, the non-ideal behaviour is usually computed using real fluid data and empirical

models. The approach, which is required to formulate the αr(ρr, Tr), uses optimisation to

derive the parameter estimates, taking the reduced temperature Tr and the reduced density

ρr as the independent variables. The general functional form of the reduced non-ideal part

of Helmholtz energy reads

αr(ρr, Tr) =

KPol∑

k=1

Nkρ
dk
r

(
1

Tr

)lk

+

KPol+KExp∑

k=KPol+1

Nkρ
dk
r

(
1

Tr

)lk

e−ρ
tk
r , (2.85)

where Nk are the coefficient for each term and dk, lk and tk are the exponents for ρr, Tr

and exponential ρr. The values of KPol and KExp have been chosen differently by

different authors and represent varied levels of accuracy and numerical stability, e.g.,

Span & Wagner (2003a,b) and Kunz & Wagner (2012). More detailed descriptions on αr

formulation are provided by Kunz & Wagner (2012). Currently, multi-parameter

equations of state are the most accurate equations of state in the thermodynamic region

close to the critical point. Thermodynamic properties are derived from the different

cubic equations of state and are compared to the ones obtained from the NIST database

(Lemmon et al., 2002) using the multi-parameter equation of state. Figures 2.4 and 2.5

show the comparison of predicted density ρ and isobaric heat capacity cp, respectively. It

can be seen that the agreement of the thermodynamic properties derived from cubic

equations with those derived from the multi-parameter equation of state decreases in the

following order: Peng-Robinson, Soave-Redlich-Kwong and van der Waals.

2.5 Transport properties

2.5.1 Dynamic viscosity and thermal conductivity

In the supercritical region the transport properties such as conductivity λ and viscosity µ

show a peculiar behaviour with changes in pressure and temperature (for a review see
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Figure 2.4: Variation of density of carbon-dioxide CO2 with temperature T at pressures

of P0 = 80 and 90 bar in different equations of state. Orange - ideal gas; red - van

der Waals; blue - Soave-Redlich-Kwong; green - Peng-Robinson; black - NIST database

(Lemmon et al., 2002).
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Figure 2.5: Variation of specific heat capacity of carbon-dioxide CO2 with temperature T

at pressures of P0 = 80 and 90 bar in different equations of state. Red - van der Waals; blue

- Soave-Redlich-Kwong; green - Peng-Robinson; black - NIST database (Lemmon et al.,

2002).
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Millat et al. (1996)). To analyse the behaviour of these transport coefficients in the

supercritical region, there has been models for the viscosity and thermal conductivity,

which were developed by Vesovic et al. (1990). Their model has been widely used as a

benchmark for transport properties. The functional form of their model is as follows

X(ρ, T ) = X(0, T ) + ∆cX(ρ, T ) + ∆X(ρ, T ). (2.86)

The first term is the contribution to the transport property stems from the pure molecular

interaction in the limit of zero density. The second term represents the contributions of

long-range fluctuations near critical point to the divergence of both the viscosity and

thermal conductivity. The last term arises from the effects such as multibody collisions,

molecular velocity correlations, and collisional transfer. They applied this model to

predict the transport properties of CO2 and showed that the model is valid for the

temperature range of 100K ≤ T ≤ 1000K for viscosity and 100K ≤ T ≤ 1500K for

thermal conductivity and pressures up to 100MPa. They found a deviation of < 5% for

the viscosity for gas phases, while for liquid phase the deviation was 7%. They reported

that the large deviation for the liquid phase was due to the inconsistencies between the

available experimental data. Later on, Fenghour et al. (1998) used the same model with

more accurate experimental data and reported a large validity range for temperature

(100K ≤ T ≤ 1500K) and pressure (up to 300MPa) for viscosity. Figures 2.6 and 2.7

show the comparison of transport properties of CO2 obtained from two widely used

databases, NIST REFPROP (Lemmon et al., 2002) and PROPATH (PROPATH Group,

1999). It can be seen that the main discrepancy between two databases is the prediction

of the thermal conductivity.

2.5.2 Bulk viscosity

The classical compressible form of Navier-Stokes equations are usually used by

considering the Stokes hypothesis (Stokes, 1849), which relates the bulk viscosity to the

dynamic and second viscosity as µb = µ
′ + 2µ/3 = 0. Even though the Stokes hypothesis

was assumed for incompressible (∇.u = 0) and weakly compressible flows (∇.u ≈ 0),

this hypothesis has been used in many compressible flows and flows with variable

density simulation. Recently, there have been a few studies on the importance of the bulk

viscosity in compressible flow simulations (Chikitkin et al., 2015; Cramer & Bahmani,

2014), and property variable flows (Hasan & Farouk, 2012). Chikitkin et al. (2015)

studied the effect of bulk viscosity on the supersonic flow past spacecraft. Their results

show that even small values of bulk viscosity µb/µ ≈ O(1) changes the structure of the

shock wave. They observed that the shock thickness increases and that the obtained

density profiles are closer to experiments. Hasan & Farouk (2012) used a set of

analytical equations proposed by Onuki (2002) to calculate the bulk viscosity of

near-critical CO2 as a function of pressure and temperature (this set of equations are

valid only for T ≥ Tcr). They showed that near critical point (P0 = 73.8 bar) the

µb/µ ≈ O(104) − O(1) in temperature range of 304-314K. In this work, we use the same

approach (Onuki, 2002) to compute the bulk viscosity for temperatures above the critical
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Figure 2.6: Variation of thermal conductivity of carbon-dioxide CO2 with temperature T

and pressure with different models. Black - NIST REFPROP database (Lemmon et al.,

2002) using model developed by Vesovic et al. (1990) for thermal conductivity; red -

database of PROPATH version 13.1 (PROPATH Group, 1999).
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Figure 2.7: Variation of dynamic viscosity of carbon-dioxide CO2 with temperature T

and pressure with different models. Black - NIST REFPROP database (Lemmon et al.,

2002) using model developed by Fenghour et al. (1998) for viscosity; red - database of

PROPATH version 13.1 (PROPATH Group, 1999).
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Figure 2.8: Variation of bulk viscosity of carbon-dioxide CO2 with temperature T at

different pressures. Orange - P0= 74.5 bar; red - P0= 75 bar; blue - P0= 80 bar; green -

P0= 85 bar; black - P0= 90 bar.

point T ≥ Tcritical (right side of figure 2.8). To estimate the bulk viscosity at temperatures

below the critical point T < Tcr an analytical scaling is applied. As it can be seen, the

bulk viscosity shows a similar behaviour as isobaric heat capacity and attains a peak at

the pseudo-critical temperature, which tends to infinity at pressures close to the critical

point. The simulations were performed using these results for the conditions discussed in

chapter 3, however, no changes in heat transfer were observed. Therefore, for the results

discussed in this thesis no bulk viscosity was considered. We expect that for conditions

closer to the critical point, or for flows with stronger dilation the bulk viscosity will have

stronger effects on the overall results.

2.6 Implementation of thermophysical properties of fluid

in the computer program

In the previous sections, we introduced several equations of state and models for

transport properties that can be used to approximate the real gas behaviour of fluids.

Currently, the most accurate equations of state in the thermodynamic region close to the

critical point are multi-parameter equations of state (Kunz & Wagner, 2012) and the

relations for the viscosity and thermal conductivity are given in Fenghour et al. (1998)

and Vesovic et al. (1990), respectively. These multi-parameter equations of state and the

models for the transport properties are implemented in the NIST REFPROP database

(Lemmon et al., 2002) for pure fluids, pseudo-pure fluids (such as air), and mixtures
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with up to 20 components. In this work we use this database for the thermopyhsical

properties of supercritical carbon-dioxide CO2. Different properties of carbon-dioxide

CO2 as a function of enthalpy for different pressures P0 are plotted in figure 2.9.

Because the thermodynamic pressure is constant in time and space, the density, dynamic

viscosity, thermal conductivity, etc. are tabulated as a function of enthalpy and then

calculated using a third-order spline interpolation along an isobar line.

2.6.1 Computer program

The computer program that solves Eqs. (2.12)-(2.16) is written in Fortran 90 and

parallelised using message passing interface (MPI) and the 2DECOMP&FFT library for

two dimensional pencil decomposition (Li & Laizet, 2010). Figure 2.10 shows how the

3D pipe is partitioned in two dimensions.

Some operations performed in the simulations require the full sweep of data points in

a specific direction. For instance, the derivatives in θ and z directions in the Poisson

solver for pressure are calculated using forward-backward FFT algorithm. In order to

evaluate these derivatives along a particular direction, we need the full sweep of the

pencil decompositions of the data points in that direction. This is achieved as follows

(see figure 2.10):

• transpose from r to θ: A→ B

• transpose from θ to z: B→ C

• transpose from r to z: A→ B→ C

• transpose from z to θ: C → B

• transpose from z to r: C → B→ A.

The simulations are preformed using 1152 (4 pencils in circumferential direction Nθ and

288 pencils in axial direction Nz) processors on 48 bullx B720 nodes on Cartesius surfsara

(Dutch supercomputer). The time step for both inflow generator and developing pipe

simulations was set to ∆t = 2 × 10−5 and the corresponding maximum CFL number was

0.15. Statistics were sampled after 10 time units 5× 105∆t for each simulation. The time-

averages were taken over 20 time units, which correspond to 10 and 5 flow through times

for simulations with L = 30D and L = 60D, respectively. The samples were taken at an

interval of 500 time steps.
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Figure 2.9: Property variations of carbon-dioxide CO2 vs. enthalpy/temperature for

pressures P0 = 78, 80 and 82 bar based on NIST database (Lemmon et al., 2002) (a)

Density ρ and isobaric heat capacity cp (b) Dynamic viscosity µ and thermal conductivity

λ ( ) (c) Speed of sound c and thermal expansion coefficient β(d) Prandtl numbers

Pr. The peak of the heat capacity at constant pressure indicates the location of the pseudo-

critical temperature Tpc; red - P0 = 78; black - P0 = 80; blue - P0 = 82.
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Chapter 3

DNS of heated turbulent pipe flows with a fluid at supercritical pressures are

performed at a Reynolds number of Reτ0 = 360, in order to study the effect of buoyancy

and large variations of thermophysical properties on turbulent statistics. A constant wall

heat flux is applied and the temperature range within the flow domain incorporates the

thermodynamic region where large variations in thermophysical properties occur. The

contribution of these property variations on the mean flow is studied. As compared to

ideal gas heat transfer, additional terms appear in the mean flow governing equations.

These terms can significantly affect the energy balance because they modify the averaged

wall heat flux and the enthalpy diffusion close to the pipe wall. Furthermore, the

averaged thermophysical properties, especially the isobaric heat capacity cp, deviate

significantly from those evaluated using the mean temperature or enthalpy. This is due to

an averaging artefact called the Jensen inequality, caused by the enthalpy fluctuations

and the non-linear dependence of thermophysical properties with respect to the enthalpy.

Turbulent statistics for different forced convection and mixed convection cases with the

upward/downward flow are discussed. A decrease in turbulent kinetic energy is observed

for the forced convection and the low buoyancy case, which causes heat transfer

deterioration indicated by high wall temperatures. For the moderate and high buoyancy

cases, the turbulence activity first reduces (heat transfer deterioration) and then increases

due to turbulence recovery. In the case of downward flow, turbulence activity

continuously increases, which results in enhancement of heat transfer for the entire pipe.

Turbulent statistics are reported to highlight the effect on the observed wall temperature

distribution and related heat transfer mechanisms.

3.1 Introduction

It was shown that fluids at supercritical pressure do not undergo a distinct liquid to gas

phase transitions when heated from a liquid state. However, the continuous transition

form a liquid-like to a gas-like phase still exhibits significant deviations from ideal gas

behaviour. During the continuous transition the thermophysical properties of the fluid

vary significantly within a narrow temperature range across the pseudo-critical

temperature (Tpc). Experimental and previous numerical studies of heat transfer

characteristics of flows at supercritical pressure have shown that these large

thermophysical property variations alter the conventional behaviour and statistical

properties of turbulence and turbulent heat transfer. Yoo (2013) presented a

comprehensive review of turbulent flows at supercritical pressure and their

characteristics. A detailed turbulent statistics containing second-order moments for

Reynolds stresses and turbulent heat flux obtained from DNS using the low-Mach

number approximation of the Navier-Stokes equations are given in Bae et al. (2005,

2008). Fully compressible DNS of turbulent mixing layers with supercritical fluids are

given in Taskinoglu & Bellan (2010); Masi et al. (2013). The effect of viscosity

fluctuations on the turbulent kinetic energy budgets in heated boundary layers with

temperature dependent viscosity was studied by Lee et al. (2013) using DNS. They

found that the turbulence energy increases near the wall due to enhanced energy transfer
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Figure 3.1: Geometry of the simulation domain.

via additional diffusion-like terms caused by viscosity stratification. The role of

turbulent statistics due to viscosity and thermal conductivity fluctuations in an isothermal

compressible flow were discussed by Huang et al. (1995).

The objective of this chapter is to further investigate the turbulent heat transfer

mechanisms to supercritical fluids in pipe flows using detailed turbulent flow statistics.

The simulation conditions correspond to different forced and mixed convection cases in

upward and downward flows. We discuss turbulent statistics, not discussed previously,

such as turbulent shear stress, radial turbulent heat flux, turbulent kinetic energy and its

production rates (shear and buoyant production). Additionally, we show the interaction

of highly non-linear thermophysical property variations (viscosity µ, thermal

conductivity λ, isobaric heat capacity cp and density ρ) with turbulent fluctuations in the

flow field. These interactions generate additional second-order moments related to the

viscosity-velocity-gradients and thermal conductivity-temperature-gradients in the mean

flow governing equations. We show that these correlations significantly alter the mean

enthalpy distribution (and the related temperature) within the flow field and the resulting

mean enthalpy at the wall. We further show that the properties evaluated at the mean

enthalpy strongly deviate from their corresponding Reynolds or Favre averaged mean

value. This can be explained using the Jensen inequality. These findings can help to

improve present turbulence models, which currently fail to predict turbulent heat transfer

to fluids at supercritical pressures (He et al., 2008a).

3.1.1 Flow domain, boundary and simulation conditions

The simulation setup for the supercritical fluid heat transfer simulations consists of two

parts, namely the inflow generator and the simulation of the developing pipe flow

Figure 3.1 (discussed in chapter 2).

A periodic adiabatic pipe flow simulation with a pipe length equal to five times the

pipe diameter (L/D = 5) and a bulk Reynolds number of Reb ≈ 5300 is used to generate

the inflow condition for the developing pipe. The mesh has a resolution of 126×288×288

points along the radial (r), circumferential (θ) and axial direction (z), respectively. The

mesh for developing pipe is 126×288×1728 and has a length of L/D = 30. Two

simulations have been done for longer pipe with the length of L/D = 60 and mesh of
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Table 3.1: Flow conditions for the supercritical fluid flow simulations

Case Type Flow dir. L/D Ri0 Q

A Forced - 30 0 2.4

B Mixed up 30 9.96 2.4

C Mixed up 30 79.67 2.4

D Mixed up 30 268.89 2.4

E Mixed down 30 99.59 2.4

F Forced - 30 0 4.8

G Mixed up 30 48.94 4.8

A60 Forced - 60 0 2.4

C60 Mixed up 60 79.67 2.4

126×288×3456. A uniform grid spacing is used in the axial and circumferential

directions, while the radial grid is non-uniform and finer close to the wall. The

corresponding grid resolutions for the dynamic scales are

0.55 (wall) ≤ △r+ ≤ 4.31 (centre), (D/2△θ)+ = 3.93 and △z+ = 6.25 in wall units based

on Reτ = 360. Nine cases with different buoyancy values, pipe lengths and flow

directions are simulated. For all simulations the inflow conditions correspond to P0 = 80

bar and T0 = 301.15 K; table 3.1 summarises the flow conditions in terms of

non-dimensional parameters.

3.2 Validation cases

The numerical scheme developed in this work is validated for four cases. These

correspond to one fully developed adiabatic pipe (no heating), one developing and two

fully developed pipe flows with constant heat flux. The root-mean-square (rms) velocity

profiles are shown in Figure 3.2 and compared with the data from Wu & Moin (2008).

An excellent agreement is obtained with a mesh that is almost twice as coarse in each

direction as compared to the mesh used by Wu & Moin (2008) (256×512×512 grid

points). The developing heated pipe flow is validated using experimental results of

Shehata & McEligot (1998) for a strongly heated air flow with strong properties

variations. The case used in this work corresponds to Run635 (Reb = 6025 and

q = 0.0035) in Shehata & McEligot (1998). The constitutive relations for the

thermophysical properties are based on Perkins & McEligot (1975). Figure 3.3 shows

the comparison of the temperature distribution along the pipe wall. A good agreement

with the experimental data is obtained. The comparison of the radial temperature profile

with the experiments at three different cross-sections is shown in Figure 3.4, again

showing good agreement.

The two fully developed turbulent pipe simulations with constant heat flux are

validated using experimental data for upward mixed convection of air as given in

44



Turbulent heat transfer flow at supercritical pressures

0 0.2 0.4 0.6 0.8 1
0

0.5

1

1.5

2

2.5

3

w

u

v

u
′ i,

rm
s

y = 1 − 2r

Figure 3.2: Root-mean-square velocity fluctuations for the inflow generator. Lines -

present study; symbols - Wu & Moin (2008).
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Figure 3.3: Wall temperature distribution for the developing strongly heated pipe flow.

Lines - present study; symbols - Shehata & McEligot (1998).
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z = 24.5.

Carr et al. (1973). The cases considered are N11 with Reb = 5300 and Gr = 22.4 × 106

and N13 with Reb = 5000 and Gr = 15.3 × 106. For both cases the Prandtl number is

Pr = 0.71. Figures 3.5 and 3.6 shows the comparison of the streamwise velocity and the

total heat flux profile for cases N11 and N13. Also here a good agreement is observed

for both cases.

3.3 Supercritical heat transfer results and discussion

In the results discussed, the mean quantities are obtained by taking a statistical average

over time and the homogeneous circumferential direction using Reynolds and Favre

averaging. Velocity components and enthalpy are Favre averaged (mass weighted),

whereas pressure, density and transport properties are Reynolds averaged. For a generic

variable γ, Reynolds averaged mean γ and its fluctuation γ′ are defined as γ = γ + γ′,
with γ′ = 0. Favre averaged mean γ̃ and its fluctuation γ′′ are defined as γ = γ̃ + γ′′, with

γ̃ = ργ/ρ, γ′′ = −ρ′γ′/ρ , 0 and ργ′′ = 0.

The bulk quantities, such as bulk enthalpy hb and bulk velocity Ub, are computed

based on mass and energy conservations as follows:

hb =

∫ R

0

ρwhrdr/

∫ R

0

ρwrdr, (3.1)
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Figure 3.7: Instantaneous Pr number contour in the r − z plane at a downstream location

for case A.

Ub =

∫ R

0

ρwrdr/ρb. (3.2)

Bulk density ρb and Tb are calculated using hb via interpolation from the table.

3.3.1 Bulk quantities and statistical averages

The influence of different mesh resolutions has been studied in this section. The mesh

resolution for the inflow generator is clearly sufficient to resolve the smallest turbulent

structures, as discussed earlier in Figure 3.2. For the heated pipe flow with CO2 above its

critical pressure, the thermal scales are expected to be smaller than the Kolmogorov

length scale, since the Prandtl number Pr > 1 (figure 2.9(d)). Figure 3.7 shows a Prandtl

number contour plot for case A at one time instant. As stated earlier, the Prandtl number

at the inlet is Pr0 = 3.19, whereas very close to the wall it is approximately unity. In a

very thin region away from the wall, where the enthalpy corresponds to the

pseudo-critical value, the Prandtl number exhibits a maximum value of 14. For most of

the remaining flow Pr ≈ 4. Therefore, the radial mesh distribution has been kept

constant until y+ ≤ 30 where the flow, depending on streamwise location, crosses the

pseudo-critical point. Based on Tennekes & Lumley (1972), the relation between the

smallest velocity scales η and the thermal structures ηθ is given as ηθ = η/
√

Pr. Thus, the

mesh resolution should be approximately twice–and at the location of the pseudo-critical

temperature four times–as fine as required to resolve the velocity field. The mesh

resolution in terms of the Kolmogorov η and thermal scales ηθ is shown in figure 3.8,

where it can seen that the Kolmogorov scales are well resolved in all directions (lines

with symbols). The resolution for the thermal scales (lines) is 0.5 < ∆y/ηθ < 2.8 in the

wall-normal direction, 0.2 < ∆(rφ)/ηθ < 9 in the circumferential direction and

4 < ∆x/ηθ < 15 in the streamwise direction. The local maxima of the lines correspond to

the locations of the pseudo-critical point, where the spatial resolution indicates that the

thermal scales are slightly under-resolved. A comparable mesh resolution has been used

by Lee et al. (2013) and Zonta et al. (2012). For example, the mesh resolution used
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by Lee et al. (2013) is 0.599 < ∆y/ηθ < 2.99 in wall-normal direction, ∆z/ηθ = 7.9 in

spanwise direction and ∆x/ηθ = 12.4 in streamwise direction. Thus, we expect the mesh

resolution to capture all the relevant scales.

To quantify this, a simulation with a coarser mesh of 120×128×1536 points was

performed. In comparison, the mesh size for the same domain size used in Bae et al.

(2005) is 68×128×768 in radial, circumferential and axial direction, respectively. The

results of both meshes are compared in terms of averaged streamwise wall temperatures

and radial turbulent heat fluxes in Figures 3.9 and 3.10, respectively. It can be seen that

the differences are negligible.

As mentioned before, the speed of sound abruptly decreases in the supercritical

region (see Figure 2.9(c)); therefore, the applicability of the low-Mach number

approximation should be examined. Figure 3.11 shows the variation of inlet Mach

number with increasing of pipe diameter for thermodynamic pressure P0 =80 bar;

M = U∗
b
/c∗ where U∗

b
= Rebµ

∗/(ρ∗D∗). As it can be seen, for pipes with D∗ ≥ 1mm,

which is the application diameter of authors interest (see Jiang et al. (2008); Zhang et al.

(2012)), the Mach number is O(10−3). Figure 3.12 shows the instantaneous Mach

number contour plot for case A for D∗ = 1mm. It shows that the low-Mach number

approximation also preserves in downstream, where the speed of sound has the lowest

value.

Based on Morkovin’s hypothesis the compressibility effects are mainly due to the

variable property effect and the turbulence structures of compressible boundary layers

closely follow the incompressible pattern as long as the ratio of the root-mean-square

density fluctuations to the mean density ρ′rms/ρ is small (Morkovin, 1962; Bradshaw,

1977). This hypothesis is also extensively approved in the study of wall-bounded

compressible turbulent flow. Figure 3.13 shows the profiles of enthalpy fluctuations

h′′rms =

√
ρh′′h′′/ρ and thermophysical property fluctuations for case A at z = 15. All

thermophysical property fluctuations show the similar profile to enthalpy fluctuations.

As can be seen, the root-mean-square density, viscosity and α reach the maximum of 35,

32 and 52%, respectively, of the local mean quantities. These large-density fluctuations

show the inapplicability of Morkovin’s hypothesis turbulent heat transfer at supercritical

pressures (Morkovin, 1962). Note, this hypothesis may be valid at supercritical pressures

much higher than critical pressures, where the thermophysical properties are less

dependent on temperature and pressure.

Figure 3.14 shows the comparison of the wall temperature profiles between present

DNS and that of Bae et al. (2005) for the six corresponding cases (case E corresponds to

case F of Bae et al. (2005)). The forced convection (case A) provides a good match with

Bae et al. (2005), but the agreement for the mixed convection cases is poor. However,

the physical trend between the present results and that of Bae et al. (2005) is similar. For

small buoyancy effects (case B), the heat transfer deterioration is higher (as seen by the

higher wall temperature) than that of the forced convection (case A). By increasing the

buoyancy effect (case C), the wall temperature increases until approximately z = 13 and

then decreases as a result of turbulence recovery, while this recovery starts earlier (z = 9)

for larger buoyancy (case D). In downward flow (case E), there is an immediate recovery
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Figure 3.8: Spatial resolution normalized by Kolmogorov scale (solid lines) and thermal

scales ηθ = η/
√

Pr (dashed lines), (a) radial, (b) circumferential and (c) streamwise

resolution for case A. Blue - z = 0, black - z = 5, red - z = 20.
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at z = 1 and the wall temperature distributions is almost constant after the recovery. It is

seen that the wall temperature is lower compared to corresponding upward flows (case

C). For case G, which is imposed by higher wall heat flux, the variation of wall

temperature is stiffer than other cases. However, the wall temperature experiences a

sudden recovery at z = 13 and reaches almost constant values. The results of Bae et al.

(2005) show a higher deterioration for case B and the onset of heat transfer recovery is

slightly earlier for cases C and D. The wall temperature of case G is comparable with

Bae et al. (2005) in deterioration part, while larger inconsistency appears in the recovery

region. Note, the main differences between the present DNS and that of Bae et al. (2005)

are mesh resolution, time step (approximately 65 times smaller time-step in this work),

fluid property databases (PROPATH Group (1999) in their work) and numerical

schemes.

The distributions of streamwise average wall temperature along the pipe with length

of L/D = 60 are plotted in figure 3.15. As it can be seen, for case A60 the slope of wall

temperature ∂T wall/∂z decreases toward the end of pipe. Case E60, exhibits a secondary

deterioration after recovery, which starts at z = 38.

Figure 3.16(a) shows the distribution of bulk enthalpy in streamwise direction for all

cases. Based on the overall energy conservation, for cases with constant wall heat flux,

the distribution of the bulk enthalpy increases linearly as a function of z, namely

hb = 4Qz/Reb0Pr0. As it is expected, the bulk enthalpy computed from DNS data

follows a linear profile with a slope of hb = 4Q/Reb0Pr0, which verifies the conservation

of energy. Unlike the bulk enthalpy hb, the bulk temperature distribution exhibits a

concave profile, which is more obvious for cases F and G. This non-linear behaviour

stems from the non-linear trend of cp via the expression cp = (∂h/∂T )P. Figures 3.16(c)
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Figure 3.15: Distribution of streamwise average wall temperature along the pipe with

length of L/D = 60. Black - case A60; green - case E60.
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Figure 3.16: (a) bulk enthalpy hb, (b) bulk temperature Tb, (c) bulk density ρb and (d)

bulk velocity Ub.
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and 3.16(d) show the streamwise distributions of bulk density and velocity, respectively.

As discussed before, because of thermal expansion (reduction of bulk density in

figure 3.16(c)), a flow acceleration occurs, which results in increasing bulk velocity

(figure 3.16(d)). Note, the slope of the bulk velocity distribution is increasing. The

reason is that the bulk temperature approaches the pseudo-critical temperature

(Tpc = 1.021) where the relation between density and temperature is highly non-linear.

Next, we examine the effects of thermal expansion and buoyancy force on mean

streamwise velocity and mean enthalpy. In the forced convection case (A), as clearly

shown in figure 3.17(a), a flow acceleration due to thermal expansion occurs near the

wall such that the velocity profile becomes fuller. Further downstream, as fluid

continuously heated, the thermal expansion spreads towards the core region, which

results in increasing streamwise velocity (z = 15, 22.5). In case B (upward flow with low

buoyancy), as shown in figure 3.17(b), the flow acceleration is higher at near-wall region,

because of the combined influence of the buoyancy force and thermal expansion;

buoyancy force favours the flow acceleration. It can be seen that with increasing

buoyancy, such as cases C and D, the velocity distribution deforms to an M-shape profile

across the pipe, where ∂w̃/∂r > 0 in the core flow. The formation of M-shaped velocity

profiles in the upward flow cases, reduces the tendency towards heat transfer

deterioration, as will be discussed later. In the case of downward flow, the buoyancy

force is against the flow direction and due to lower flow acceleration in the near-wall,

higher turbulence levels are maintained.

In the following, we briefly examine the changes in temperature profiles for different

cases (figure 3.18). Although the thermal wall boundary condition is the same for all

cases in this figure, the temperature distributions are different. The temperature is

continuously increasing along the pipe for cases A and B with a larger streamwise

temperature gradient for case B (∂T/∂z|B > ∂T/∂z|A more obvious in the near-wall

region). This is in agreement with the wall temperature distributions discussed in

figure 3.14. In the case of moderate buoyancy (case C), near-wall fluid is heated to the

highest temperature (T wall = 1.11) at z = 20 and then it decreases farther downstream,

while in the core region it is monotonically increasing. A similar behaviour is observed

for case D (high buoyancy), except that the near wall temperature increases until z = 11

and then decreases farther downstream. Compared to forced convection and upward

flows, in downward flow (case E) the temperature profile at the near-wall shows small

changes, but the temperature in the core region is increasing, which is because of

continuously transferred heat to the core region.

3.3.2 Turbulent statistics

The statistical analysis of DNS data helps to clarify the role of dynamical characteristics

of turbulence and buoyancy on mean quantities. The Favre/Reynolds averaged equations

are given as

∂ρũi

∂xi

= 0, (3.3)
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Figure 3.17: Streamwise velocity profile at different down-stream locations (a) case A,

(b) case B, (c) case C, (d) case D, (e) case E. Black - z = 0; red - z = 7.5; green - z = 15;

blue - z = 22.5.
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Figure 3.18: Temperature profile at different down-stream locations (a) case A, (b) case

B, (c) case C, (d) case D, (e) case E. Black - z = 5; red - z = 11; green - z = 20; blue -

z = 25.
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∂ρũiũ j

∂x j

= − ∂p

∂xi

+
1

Reτ0

∂τi j

∂x j

−
∂ρu′′

i
u′′

j

∂x j

∓ ρRi0δi3, (3.4)

∂ρũih̃

∂xi

= − 1

Reτ0Pr0

∂qi

∂xi

−
∂ρu′′

i
h′′

∂xi

, (3.5)

where

τi j = 2µS̃ i j + 2µ′S ′′
i j
+ 2µS ′′i j, (3.6)

and

qi = −α
∂h̃

∂xi

− α∂h′′

∂xi

− α′ ∂h′′

∂xi

. (3.7)

As compared to ideal gas fluids with constant transport properties the momentum and

energy equations contain additional terms. Note, that the terms 2µS ′′
i j

and α∂h′′/∂xi

appear only due to Favre decomposition and are zero if Reynolds decomposition is

applied for the diffusion terms (τi j = 2µS i j + 2µ′S ′
i j

and qi = −α∂h/∂xi − α′∂h′/∂xi). It

can be shown that α′∂h′/∂xi = α′∂h′′/∂xi and that αh/∂xi = αh̃/∂xi + αh′′/∂xi. It is

commonly assumed that S ′′
i j

, as well as h′′, are small in ideal gas flows. However, for

flows at supercritical pressure this is not the case and S ′′
i j

and h′′ are important in terms

of turbulence modelling, wherein the mean governing equations are solved for ũi and h̃

(hence the diffusion terms are a function of ũi and h̃). Modelling requirements of γ′′ for

isothermal compressible flows were also highlighted by (Huang et al., 1995). The

significance of these additional terms is discussed in section 3.3.3.

Following turbulent statistics are discussed: Reynolds shear stress ρu′′w′′, radial

turbulent heat flux ρu′′h′′, turbulent kinetic energy and production rate of turbulent

kinetic energy (both shear and buoyancy). Four streamwise locations are used to study

the turbulent statistics, whereby the first streamwise location corresponds to the inlet

condition. The inlet condition is used as a reference state to study the downstream

development of the flow.

3.3.2.1 Case A

Case A represents the forced convection case, where figure 3.19 shows the Reynolds

shear stress (a), the radial turbulent heat flux (b), the turbulent kinetic energy (c) and its

shear production rate (d). As discussed in section 1.4, flow acceleration due to thermal

expansion causes a decrease in turbulence. The decrease in turbulence is evident as the

Reynolds shear stress, the turbulent kinetic energy and the production rate all decrease

as one proceeds downstream. Interestingly, the DNS data for the turbulent heat flux in

figure 3.19(b) show a constant peak at all locations, except at the inlet (where the heat

flux is not active yet). This can be explained by means of the production of the radial

turbulent heat flux Pρu′′h′′ ∝ −ρu′′u′′∂h̃/∂r. As ρu′′u′′ decreases due to deterioration,

∂h̃/∂r increases, maintaining Pρu′′h′′ nearly constant.
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Figure 3.19: Evolution of Reynolds shear stress (a), turbulent heat flux (b), turbulent

kinetic energy (c) and turbulent shear production rate (d) along the pipe for case A. Black

- z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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3.3.2.2 Case B

Case B represents an upward flow case with small buoyancy. Buoyancy in upward flows

causes local flow acceleration, thereby decreasing the turbulence further as compared to

the forced convection case. The recovery in heat transfer due to buoyancy is not

observed within the simulated domain of L/D = 30. The DNS results for case B are

shown in figure 3.20 for Reynolds shear stress (a), radial turbulent heat flux (b), turbulent

kinetic energy (c), shear (d), buoyant (e) and total production (f) rate of turbulent kinetic

energy. The results show the same trend as those in case A, but with a larger decrease in

turbulence and hence higher wall temperature (higher heat transfer deterioration).

Because of the structural effects of buoyancy, there is an additional source of turbulent

kinetic energy production, namely buoyant turbulent kinetic energy production shown in

figure 3.20(e). The buoyant production term is included in the mean pressure gradient in

transport equation of turbulent kinetic energy, which is defined as follows (Canuto,

1997),

Bk = −w′′
∂p

∂z
. (3.8)

Using the hydrostatic equilibrium equation ∂p/∂z = ∓ρgz = ∓ρRi0z and the fact that

w′′ = −ρ′w′/ρ, buoyancy production reads

Bk = ∓Ri0zρ′w′. (3.9)

Because of a stably stratified density field (density close to the wall decreases in

streamwise direction), the buoyancy production is negative and has the same sign as the

turbulent dissipation. However, the buoyant production transfers the turbulent kinetic

energy back to the mean flow. The value of the buoyant production is small as compared

to the shear production rate in this case.

3.3.2.3 Case C

Case C represents an upward flow with moderate buoyancy. The flow undergoes both,

deterioration and recovery. The DNS results for case C are shown in figure 3.21, again

for Reynolds shear stress (a), radial turbulent heat flux (b), turbulent kinetic energy (c),

shear (d), buoyant (e) and total production (f) rate of turbulent kinetic energy.

Deterioration, followed by recovery of turbulence, can be observed in Reynolds shear

stress, figure 3.21(a). In the deterioration region (until z ≈ 18), the Reynolds shear stress

decreases and becomes partially negative at locations slightly away from the wall and

centreline. As z increases the negative portion of the Reynolds shear stress moves

towards the centre of the pipe. At farther downstream locations (z > 20) the Reynolds

shear stress is negative in most of the radial domain, except close to the wall where it

remains positive. It corresponds to the location, where the recovery starts. The recovery

onset closely follows the velocity profile, which deforms into an M-shape (external

effects) as shown in figure 3.17(c). The turbulent heat flux also increases after the

recovery onset. By comparing the turbulent heat flux until z = 15, it can be seen that the
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Figure 3.20: Evolution of Reynolds shear stress (a), turbulent heat flux (b), turbulent

kinetic energy (c), shear (d), buoyant (e) and total production rate (f) along the pipe for

case B. Black - z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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values are almost identical, but it significantly increases thereafter. Figure 3.21(d) shows

the shear production rate, which becomes slightly negative at z = 22.5. The reason for

this is that the velocity gradient becomes zero and the Reynolds shear stress is small.

The buoyancy production term in figure 3.21(e), unlike for case B, shows a positive

value (structural effects), which reveals the presence of a locally unstable stratified

density field (see section 1.4). When the shear production rate decreases to zero (z ≈ 18)

the buoyancy production rate is the highest, therefore providing a continuous source of

turbulence production. As the shear stress production rate recovers, the buoyancy

production rate decreases (z = 22.5). It results in a considerable magnitude of turbulent

kinetic energy close to the wall, even if the Reynolds shear stress deteriorates, as can be

seen in figure 3.21(c) and 3.21(f). This phenomenon is rarely observed in flows

undergoing small changes in density (ideal gas), where the buoyancy production term is

not as dominant. There, the turbulent kinetic energy also shows a decrease along with

the Reynolds shear stress in the deterioration regime (see Ref. Bae et al. (2006)).

3.3.2.4 Case D

Case D represents an upward flow with strong buoyancy. Similar to case C, the flow

undergoes both, deterioration and recovery. The DNS results for case D are shown in

figure 3.22, again for Reynolds shear stress (a), radial turbulent heat flux (b), turbulent

kinetic energy (c), shear (d), buoyant (e) and total production (f) rate of turbulent kinetic

energy. The results show the same trend as those in case C, but with an earlier onset of

recovery (z ≈ 9) and a larger increase in turbulence. This leads to lower wall temperatures

in the recovery region. In the deterioration region (until z ≈ 9), the Reynolds shear stress

sharply decreases and becomes negative at locations slightly away from the wall. Further

downstream, the Reynolds shear stress is negative in most of the radial domain, except

close to the wall. The Reynolds shear stress peaks to an absolute value of 1.2 at z = 22.5,

which is 1.5 times the peak value at the inlet. The turbulent heat flux also increases after

the recovery onset. Comparing the Reynolds shear stress and turbulent heat flux for cases

A and D at z = 7.5, one can see that both values for case A are higher, but the wall

temperature is higher. The reason is the high local flow acceleration due to buoyancy

close to the wall, which causes an increase of advective heat transfer (section 1.4).

Figure 3.22(d) shows a negative value of the shear production rate between two

positive peaks in the recovery regime. This is due to the fact that the velocity gradient

and the Reynolds shear stress change sign at different locations. This can be observed in

figure 3.23, which shows the velocity gradient ∂w̃/∂r and the turbulent shear stress

ρu′′w′′. At the location of ρu′′w′′ = 0 the velocity gradient ∂w̃/∂r is large and vice versa.

Another interesting point to note is the buoyancy production term in figure 3.22(e),

which for case D has the same order of magnitude and the same sign as the shear

production rate. Similar to case C, when the shear production rate decreases to zero

(z = 7.5), the buoyancy production rate is the highest, which keeps/increases the source

of turbulence production (figure 3.22(f)).
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Figure 3.21: Evolution of Reynolds shear stress (a), turbulent heat flux (b), turbulent

kinetic energy (c), shear (d), buoyant (e) and total production rate (f) along the pipe for

case C. Black - z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.22: Evolution of Reynolds shear stress (a), turbulent heat flux (b), turbulent

kinetic energy (c), shear (d), buoyant (e) and total production rate (f) along the pipe for

case D. Black - z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.23: Comparison of Reynolds shear stress ρu′′w′′ and ∂w̃/∂r/100 for case D.

Solid lines - ∂w̃/∂r/100; dashed lines - ρu′′w′′; black - z = 7.5; red - z = 15; green -

z = 22.5.

3.3.2.5 Case E

Case E presents a downward flow with moderate buoyancy. In this case, the flow

experiences a very short deterioration in the inlet region (z = 1) followed by a recovery.

Similar to previous cases, the DNS results for case E are shown in figure 3.24.

Compared to forced convection in upward flows, an absolute enhancement in turbulence

is observed (figures 3.24(a), 3.24(b) and 3.24(c)). As mentioned in section 1.4,

downward heated flows are always unstably stratified (g∂ρ/∂z < 0), in which the buoyant

turbulent production acts as a source (positive) in the turbulent kinetic energy budget

(figure 3.24(e)). Also, external effects of buoyancy, which change the mean velocity

profile (see figure 3.17(e)), further promote shear production (figure 3.24(d)).

3.3.3 Significance of correlations with property fluctuations

3.3.3.1 Momentum

The dominant shear stress in the pipe flow is τrz, which can be decomposed as

τrz = (2µS̃ rz + 2µ′S ′′rz + 2µS ′′rz). (3.10)

The second-order moment 2µ′S ′′rz and the first order moment 2µS ′′rz appear only due to

property fluctuations and will be zero for constant property flows. A comparison of 2µS̃ rz,

2µ′S ′′rz, 2µS ′′rz and τrz is shown for cases A and E in figure 3.25. 2µS ′′rz is appreciable only

very close to the wall, while 2µ′S ′′rz, caused by viscosity fluctuations, is negligible. From
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Figure 3.24: Evolution of Reynolds shear stress (a), turbulent heat flux (b), turbulent

kinetic energy (c), shear (d), buoyant (e) and total production rate (f) along the pipe for

case E. Black - z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.25: Contribution of correlations on total viscous shear stress for (a) case A and

(b) case E at z = 15. Black - τrz; red - 2µS̃ rz; green - 2µS ′′rz; blue - 2µ′S ′′rz.

a physical point of view, this can be attributed to the fact that the gradient of the mean

flow w̃ close to the wall is very high compared to that of the fluctuating component w′′.

3.3.3.2 Energy

Among the additional terms generated, namely ∂/∂xi(α∂h′′/∂xi) and ∂/∂xi(α′∂h′′/∂xi),

only the radial gradients play a significant role. The total radial heat flux can then be

written as

qr,tot = α
∂h̃

∂r
+ α

∂h′′

∂r
+ α′

∂h′′

∂r
. (3.11)

Again, the first order moment α∂h′′/∂r and the second-order moment α′∂h′′/∂r are zero

for constant property flows. Figure 3.26 shows the comparison of the radial heat flux

terms at z = 15 for cases A and E. It is important to note that the total heat flux at the

wall qr,tot is equal to 2.4, which is the non-dimensional constant wall heat flux Q used in

the simulation. The mean heat flux α∂h̃/∂r is modified not only close to the wall, but also

at the wall, where its value is 2.7 and 3.15, which are 12.5% and 31% higher than Q for

cases A and E, respectively. This can be thought of as a quenching effect due to α∂h′′/∂r

and α′∂h′′/∂r, which are negative at the wall. This will result in a higher mean enthalpy

at the wall, hence also modifying the heat transfer coefficient. It is interesting to note that

the α∂h′′/∂r and α′∂h′′/∂r are zero at the wall if the isothermal wall boundary condition

is applied. The peak value of the mean heat flux is approximately 45% higher than the

total heat flux for case A around y+ ≈ 3. Figure 3.27 shows the derivatives of α∂h̃/∂r,

α∂h′′/∂r, α′∂h′′/∂r and ρu′′r h′′, as they appear in the energy equation. It can be seen that
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Figure 3.26: Contribution of correlations on total heat flux for (a) case A and (b) case E

at z = 15. Black - qr,tot; red - α∂h̃/∂r; green - α∂h′′/∂r; blue - α′∂h′′/∂r.

the magnitude of the additional terms is significant close to the wall for both cases, hence

causing an additional enthalpy transfer.

3.3.4 Quadrant analysis

The quadrant analysis provides information to identify fractional contributions of

instantaneous fluctuations to turbulence statistics, such as the turbulent shear stress

ρu′′w′′ and the turbulent heat flux −ρu′′h′′, investigated here. Independently,

Wallace et al. (1972) and Willmarth & Lu (1972) developed this method in order to

distinguish the individual contributions of ejection and sweep events to drag or heat

transfer. Since then, this analysis has been used in many different flows; e.g., boundary

layer flows (Lee et al., 2013; Nolan et al., 2010), turbulent channel flows (Moin & Kim,

1985; Antonia et al., 1992) and to study the mechanism of particle motions in turbulent

flows (Zeinali et al., 2012). Ejection events (also called burst activities) originate in the

vicinity of the wall and transport fluid away from the wall, while sweep events originate

in the core flow and move fluid towards the wall.

For this technique, ρu′′w′′ is conditionally averaged based on instantaneous values of√
ρu′′ and

√
ρw′′. Depending on the sign of

√
ρu′′ and

√
ρw′′, four individual

contributions to the turbulent shear stress are distinguished, which are then averaged and

plotted in four quadrants. The result of this conditional averaging is shown in

figures 3.28-3.31 as a function of wall-normal distance for cases B to E (case A will be

discussed in the next chapter). The quadrants Q1 and Q3 are the so-called sweep and

ejection events, which have the largest contributions to the Reynolds shear stress. In the

low buoyancy upward flow (case B) all contributions to the Reynolds shear stress are

attenuated as proceeding downstream (similar behaviour is observed for case A).
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Figure 3.27: Derivative of heat flux terms for case A at z = 15. Black - ∂(rα∂h̃/∂r)/(r∂r);

red - ∂(rα′∂h′′/∂r)/(r∂r); green - ∂(rα∂h′′/∂r)/(r∂r); blue - −∂(rρu′′r h′′)/r∂r.
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Figure 3.28: Fractional contribution to the Reynolds shear stress ρu′′w′′ for case B. Black

- z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.29: Fractional contribution to the Reynolds shear stress ρu′′w′′ for case C. Black

- z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.

10-2 10-1 100

10-2 10-1 100

10-210-1100

10-210-1100

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

y = 1 − 2r y = 1 − 2r

ejection

outward sweep

inward

Q1Q2

Q3 Q4

Figure 3.30: Fractional contribution to the Reynolds shear stress ρu′′w′′ for case D. Black

- z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.31: Fractional contribution to the Reynolds shear stress ρu′′w′′ for case E. Black

- z = 0; red - z = 7.5; green - z = 15; blue - z = 22.5.

Compared to case B, there is a slight enhancement in all events at z = 22.5 for case C,

which is the location where turbulence recovery starts. As can be seen, outward and

inward motions show a larger increase among all events. This trend is more apparent in

the case of high buoyancy, where the upward and inward motions are the dominant

contributions to the Reynolds shear stress. This change in relative contributions stems

from structural and external effects of buoyancy. To highlight how structural effects

affect buoyant production of Reynolds shear stress, figure 3.32 shows Bρu′′w′′ = ∓Ri0zρ′u′

for cases C and D. For both cases the buoyancy production of Reynolds shear stress is

negative (i.e. ρ′ and u′ are positively correlated), which favours the negative contribution

of shear rate production Pρu′′w′′ = −ρu′′u′′∂w̃/∂r. In the case with downward flow (case

E) all the contributions are enhanced as expected. It can be seen that ejection and sweep

events have the largest increase compared to inward and outward events.

Similarly, also the radial turbulent heat flux ρu′′h′′ can be conditionally averaged

based on the sign of
√
ρu′′ and

√
ρh′′. Here, the quadrants Q1 and Q2 are associated

with cold fluid moving towards and away from the wall, respectively. Q3 and Q4

represent hot fluid moving away and towards the wall, respectively. Figures 3.33-3.36

show the contributions from each quadrant to the radial turbulent heat flux ρu′′h′′ plotted

as a function of wall-normal coordinate. In the case of low buoyancy upward flow (case

B) and moderate buoyancy downward flow (case E), there are no considerable changes

along the pipe (see also figures 3.20(b) and 3.24(b)). On the other hand, all events

increase in downstream direction for cases C and D, where the Q1 and Q3 events are

enhanced. Compared to the Reynolds shear stress, no relative importance in events for
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Figure 3.32: Buoyancy production of the Reynolds shear stress ρu′′w′′. Red - z = 7.5;

green - z = 15; blue - z = 22.5.

turbulent heat flux is observed for cases C and D. u′′ and h′′ are positively and h′′ and ρ′

are negatively correlated (see figures 3.32(a) and 3.32(b)). Therefore, one can expect that

the increase in turbulent heat flux results due to an enhancement in Q1 and Q3 events.

3.3.5 FIK identity

A general understanding of turbulent flows is that the major part of skin friction is

attributed to the near-wall vortical motions, i.e., ejection/sweep events (Robinson, 1991).

Based on this knowledge a variety of ideas have been examined to establish a theoretical

framework for skin friction drag reduction. Fukagata et al. (2002) have derived a general

mathematical relationship, called Fukagata-Iwamoto-Kasagi (FIK) identity, between the

skin friction coefficient and different dynamical contributions for wall-bounded flows,

e.g. channel and pipe flows and flat plane boundary layer flow. Since then it has been

used extensively to study drag reduction mechanisms and active control strategies in

fully developed channel and pipe flows (Fukagata & Kasagi, 2003), developing turbulent

boundary layers with suction and blowing (Kametani & Fukagata, 2011), heated

developing turbulent boundary layers (Lee et al., 2013) and compressible

flows (Gomez et al., 2009). Fukagata et al. (2005) also used the same approach to derive

an identity relation for the Nusselt number and turbulent heat flux in fully developed

incompressible channel flows.

In this work, we obtain the FIK identity to take into account the strong property

fluctuations in supercritical fluids, by integrating the streamwise momentum and

enthalpy equations twice in the radial direction. The FIK identity for the skin friction
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Figure 3.33: Fractional contribution to the turbulent heat flux ρu′′h′′/q for case B. Red -

z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.34: Fractional contribution to the turbulent heat flux ρu′′h′′/q for case C. Red -

z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.35: Fractional contribution to the turbulent heat flux ρu′′h′′/q for case D. Red -

z = 7.5; green - z = 15; blue - z = 22.5.
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Figure 3.36: Fractional contribution to the turbulent heat flux ρu′′h′′/q for case E. Red -

z = 7.5; green - z = 15; blue - z = 22.5.
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reads (the complete derivation can be found in appendix A):

C f ,FIK = −
2

ρbU2
b
Reτ0

R∫

0

rµS rzrdr

︸                         ︷︷                         ︸
CI

+
2

ρbU2
b

R∫

0

rρu′′r u′′z rdr

︸                    ︷︷                    ︸
CII

+
1

ρbU2
b

R∫

0

(R2 − r2)

〈
∂p

∂z

〉
rdr

︸                              ︷︷                              ︸
CIII

+
1

ρbU2
b

R∫

0

rρũrũzrdr

︸                  ︷︷                  ︸
CIV

+
1

ρbU2
b

R∫

0

(R2 − r2)

〈
∂ρũzũz

∂z

〉
rdr

︸                                   ︷︷                                   ︸
CV

+
1

ρbU2
b

R∫

0

(R2 − r2)

〈
∂ρu′′z u′′z
∂z

〉
rdr

︸                                     ︷︷                                     ︸
CVI

− 1

ρbU2
b
Reτ0

R∫

0

(R2 − r2)

〈
1

r

∂rµ′S ′rz

∂r

〉
rdr

︸                                                 ︷︷                                                 ︸
CVII

− 1

ρbU2
b
Reτ0

R∫

0

(R2 − r2)

〈
∂µS zz

∂z

〉
rdr

︸                                           ︷︷                                           ︸
CVIII

− 1

ρbU2
b
Reτ0

R∫

0

(R2 − r2)

〈
∂µ′S ′zz

∂z

〉
rdr

︸                                             ︷︷                                             ︸
CIX

± Ri0z

ρbU2
b

R∫

0

(R2 − r2) 〈ρ〉 rdr

︸                           ︷︷                           ︸
CX

,

(3.12)

where 〈 〉 indicates the following operation

〈Φ(r, z)〉 = Φ(r, z) − 2

R2

R∫

0

Φ(r, z)rdr. (3.13)

Equation (3.12) shows that the skin friction coefficient can be decomposed into a laminar

contribution CI , which for a constant property fluid is identical to the analytical solution

for laminar flows 16/Reb0, a turbulent contribution CII and several inhomogeneous

contributions CIII to CX . The merit of this equation is that different contributions to skin

friction can be compared for fluids with constant or variable properties.

Figure 3.37 presents the distribution of the local skin friction coefficient for all cases.

The skin friction coefficient is defined as C f = 2
(
µ∂w/∂r|wall

)
/
(
ρbU2

b

)
. The skin friction

coefficient at the inlet (or the inflow generator) is C f = 9.26 × 10−3, which is in perfect

agreement with the Blasius correlation (0.079/Re
1/4
b
= 9.27 × 10−3). The common

observation among all cases is that C f experiences a rapid reduction after the inlet due to

the sharp decrease in dynamic viscosity at the wall µw. After this initial decrease, µw
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Figure 3.37: Skin friction C f distribution for cases A to G (a), and for cases A60 and C60

(b). Black - case A and A60; red - case B; green - case C and C60; blue - case D; pink -

case E; dark blue - case F; orange - case G.

becomes almost constant and mostly the variation in ∂w/∂r|wall is responsible for

changes in C f (see figure 3.38). Compared to the forced convection (case A) and

downward flow case, the upward flows show an increase of C f due to buoyancy. This is

due to an increase in the mean streamwise velocity gradient, resulting from a favourable

buoyancy-induced flow acceleration.

The results of Eq. (3.12) are plotted for different cases in figure 3.39 (note,

insignificant terms are not shown). To verify the FIK derivation, the sum of all terms is

compared with C f computed by means of the velocity gradient at the wall. An excellent

agreement is obtained, ensuring correctness and consistency of Eq. (3.12) (symbols and

line overlap). As expected, the laminar and turbulent contributions at the inlet are

3.04 × 10−3 = 16/Reb0 and 6.23 × 10−3, respectively. Note, that the same agreement is

observed for those cases that are not shown. These contributions are identical to the

results of a fully developed pipe flow that have also been reported by Fukagata et al.

(2002). Interestingly, farther downstream, the laminar contribution CI is identical in all

cases shown in this figure (pink lines in figures 3.39(a) to 3.39(c)). The reason for this is

that the bulk Reynolds number Reb = ρbUbD/µb is the same for the cases with the same

heat flux. The term related to the turbulent contribution CII considerably changes further

downstream. With an increase in buoyancy for upward flows, CII reduces from the inlet

and its contribution to the skin friction becomes negative in cases C and D. This can be

explained by referring to figures 3.21(a) and 3.21(a), where the profile of Reynolds shear

stress becomes negative in the core region. In the case of downward flow (case E), this

term increases to values higher than C f ,FIK along the downstream direction (see figure

3.24(a)).
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Figure 3.38: (a) Wall dynamic viscosity and (b) wall streamwise velocity gradient. Black

- case A; red - case B; green - case C; pink - case E.

The inhomogeneous contributions play a significant role for the skin friction in

heated flows at supercritical pressures (unlike for the constant properties which will be

discussed in the next chapter). The behaviour of the term related to the streamwise

momentum flux (CV ) follows the evolution of the mean streamwise velocity profile along

the pipe. Depending on the rate of change in the radial profile of the streamwise

momentum ∂ρũzũz/∂z(r, z), this contribution can be negative or positive. For instance, at

the inlet region for upward flows, this value is positive in the near-wall region and

negative in the core region of the flow. Since the bulk flow has a larger contribution to

the integral (see figure 3.40), it results in negative values. The opposite holds for the

downward flow case (case E). In contrast to CV , the term CIV (the product of the mean

density, mean wall-normal and streamwise velocities) experiences an increase at the inlet

region in upward flows. This can be explained by the sharp changes of streamwise

velocity in the near-wall region, which results in a high positive/negative wall-normal

velocity at the inlet region. The last term CX , which is the contribution due to gravity,

depends on the value of Ri0 and the direction of the flow. As expected, this term

positively contributes to the total skin friction in upward flows; the opposite is true for

downward flow.

78



Turbulent heat transfer flow at supercritical pressures

0 5 10 15 20 25 30
-1

-0.5

0

0.5

1

S
k

in
fr

ic
ti

o
n

b
u

d
g

et
s

z

×10−2

9.27 × 10−3 = 0.079Re−0.25
b0

(a) Case B

0 5 10 15 20 25 30
-1

-0.5

0

0.5

1

1.5

2

S
k

in
fr

ic
ti

o
n

b
u

d
g

et
s

z

×10−2

(b) Case C

0 5 10 15 20 25 30
-2

-1

0

1

2

3

S
k

in
fr

ic
ti

o
n

b
u

d
g

et
s

z

×10−2

(c) Case D

0 5 10 15 20 25 30
-1

-0.5

0

0.5

1

1.5

S
k

in
fr

ic
ti

o
n

b
u

d
g

et
s

z

×10−2

(d) Case E

Figure 3.39: Componential contributions to the skin friction. The lines indicate the

individual terms as given in Eq. (3.12) and the symbols indicate the locally computed

skin friction C f . Black - C f ,FIK ; pink - CI ; blue - CII ; red - CIV ; green - CV ; dark blue -

CX .
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Similar to the skin friction, the FIK identity for the Nusselt number reads:

NuFIK =
32

αb(hwall − hb)

R∫

0

rα
∂h

∂r
rdr

︸                             ︷︷                             ︸
HI

− 32Reτ0Pr0

αb(hwall − hb)

R∫

0

rρu′′r h′′rdr

︸                                 ︷︷                                 ︸
HII

− 16Reτ0Pr0

αb(hwall − hb)

R∫

0

(R2 − r2)

〈
1

r

∂rρũrh̃

∂r

〉
rdr

︸                                                    ︷︷                                                    ︸
HIII

− 16Reτ0Pr0

αb(hwall − hb)

R∫

0

(R2 − r2)

〈
∂ρũzh̃

∂z

〉
rdr

︸                                                ︷︷                                                ︸
HIV

− 16Reτ0Pr0

αb(hwall − hb)

R∫

0

(R2 − r2)

〈
∂ρu′′z h′′

∂z

〉
rdr

︸                                                   ︷︷                                                   ︸
HV

+
16

αb(hwall − hb)

R∫

0

(R2 − r2)

〈
1

r

∂r

∂r
α′
∂h′

∂r

〉
rdr

︸                                                    ︷︷                                                    ︸
HVI

+
16

αb(hwall − hb)

R∫

0

(R2 − r2)

〈
∂

∂z
(α
∂h

∂z
)

〉
rdr

︸                                                 ︷︷                                                 ︸
HVII

+
16

αb(hwall − hb)

R∫

0

(R2 − r2)

〈
∂

∂z
(α′

∂h′

∂z
)

〉
rdr

︸                                                   ︷︷                                                   ︸
HVIII

,

(3.14)

where HI is laminar, HII is turbulent and the remaining terms are inhomogeneous

contributions to the Nusselt number. The subscript wall denotes wall quantities.

As mentioned before, the enhancement and deterioration of heat transfer can be

easily recognised from the behaviour of wall temperature. One way of representing the
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Figure 3.41: Distribution of local Nusselt number Nu (a) cases A to G (b) A60 and C60.

Black - case A and A60; red - case B; green - case C and C60; blue - case D; pink - case

E; dark blue - case F; orange - case G.

enhancement and deterioration of heat transfer is the Nusselt number, which is defined as

Nu = Q/
(
αb

(
hwall − hb

))
. It shows that the Nusselt number highly depends on wall

enthalpy, while D and Q are constant and αb and hb are locally identical for cases with

the same Q. The distribution of Nusselt number for all cases is plotted in figure 3.41.

The figure confirms the enhancement and deterioration of heat transfer, as discussed in

figures 3.14 and 3.15.

Next, the effect of componential contribution to Nusselt number is investigated in

figure 3.42 for cases B to E (again the negligible terms are not shown). As for the skin

friction discussed above, the FIK derivation for the Nusselt number is first verified. The

sum of all terms is compared with the locally calculated Nusselt number. A perfect

agreement is obtained, ensuring correctness and consistency of the derivation (symbols

and line overlap). The most significant contributions to the Nusselt number, in terms of

relative magnitude, are the radial turbulent heat flux HII , the laminar part HI and the

contribution of the mean streamwise enthalpy flux HIII . By comparing the evolution of

the laminar contribution for all cases, one can notice that they are qualitatively and

quantitatively similar. Therefore, the differences in Nusselt number stem from the

differences of HII and HIII . It is evident that downstream from the inlet the radial

turbulent heat flux HII has the largest contribution to the Nusselt number for all cases.

For case B, HII is continuously decreasing after z = 4.5, which can be explained by the

unchanged radial turbulent heat flux profile (figure3.20(b)), while hwall − hb is enhanced.

The term HIII has a positive contribution to Nusselt number at inlet region and decreases

further downstream. This is attributed to the streamwise gradient of the enthalpy profile

growth (thermal boundary layer) and its product with streamwise velocity. For case C,
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HII shows a recovery at z ≈ 17 and reaches the value close to the total Nusselt number

NuFIK near the outlet and HIII becomes negative after z = 25. The negative values of

HIII are related to the deformation of streamwise velocity to the M-shaped profile. In the

case of high buoyancy in the upward flow case, the radial turbulent heat flux contribution

HII shows a peculiar behaviour and exhibits a peak greater than the total Nusselt number

at z ≈ 23. The changes in HII is mainly attributed to the behaviour of the radial turbulent

heat flux (figure 3.22(b)), since hwall − hb shows smaller changes compared to cases B

and C. The overshoot of HII is compensated by the negative contribution of HIII , which

is in response of the M-shaped velocity profile. For the downward flow (case E), the

contribution of the radial turbulent heat flux HII becomes larger than Nu at z = 10 and

reaches a plateau. Similarly, the larger values of HII are balanced by the negative

contribution of HIII .

3.3.6 Instantaneous fields

For heated flows at the supercritical pressure the turbulent kinetic energy, depending on

flow conditions, showed a peculiar behaviour. It was shown that the turbulent structures

are weakened for forced convection and low buoyancy upward flow in response to

heating. In order to visualize the effects of heating and buoyancy on turbulent motions,

the iso-surfaces of streamwise vorticity ω′z = ((∂rv′)/(r∂r) − (∂u′)/(r∂θ)) are plotted in

figures 3.43 and 3.44 for cases A to E. It can be seen that the evolution of vortical

motions follows the behaviour of turbulent kinetic energy that was discussed before. As

expected, in the case of forced convection (case A) the streamwise vorticity fluctuations

become sparse along the pipe, which is due to thermal expansion. In addition to the

thermal expansion, stabilising effects of buoyancy in case B result in a rather significant

reduction in the population of structures in downstream direction.

For case C in the upstream region, the intensity of vortical motions significantly

weakened, while farther downstream the turbulence is re-established due to the

deformation of streamwise velocity to M-shaped profile. Similar behaviour is observed

for case D, except that the transition from deterioration to recovery region is shorter and

the vorticities in the recovery region are stronger. In the case of downward flow (case E),

the vortical motions are continuously increasing from the inlet through the entire pipe

length.

3.3.7 Jensen inequality

It has been observed that the averaged thermophysical properties (first order moment),

in particular, cp (and therefore α) deviates significantly from those evaluated using mean

temperature or enthalpy, such that for a thermophysical property φ in a turbulent flow

φ , φ(h̃, P0). (3.15)

This can be explained with the help of the Jensen inequality, which states that the convex

transformation of a mean is less than or equal to the mean after a convex transformation
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Figure 3.42: Componential contributions to the Nusselt number. The lines indicate the

individual terms as given in Eq. (A.9) and the symbols indicate the locally computed skin

friction Nu. Black - NuFIK ; pink - HI ; blue - HII ; green - HIII .
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Figure 3.44: Iso-vorticity surfaces ω′z = ±150 for z = 15 − 30 for different cases.

84



Turbulent heat transfer flow at supercritical pressures

f (x2)

f (cx1 + (1 − c)x2)

c f (x1) + (1 − c) f (x2)

f (x1)

x1 cx1 + (1 − c)x2 x2

x

f

f (x)

(a) Convex function

f (x2)

f (cx1 + (1 − c)x2)

c f (x1) + (1 − c) f (x2)

f (x1)

x1 cx1 + (1 − c)x2 x2

x

f

f (x)

(b) Concave function

Figure 3.45: Jensen inequality generalizes the statement that a secant line of a convex

functions (∂2 f (x)/∂x2 > 0) lies above the graph and for concave functions (∂2 f (x)/∂x2 <

0) lies beneath the graph.
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(Jensen, 1906) (figure 3.45(a)); the opposite is true for concave transformation (figure

3.45(b)). According to the Jensen inequality,

∑
pk f (xk) ≥ f (

∑
pkxk), (3.16)

where 1 ≤ k ≤ n, p1, ..., pn are positive numbers, which sum to 1 and f is a real continuous

function that is convex (∂2 f (x)/∂x2 > 0). If f is concave (∂2 f (x)/∂x2 < 0) the inequality

becomes
∑

pk f (xk) ≤ f (
∑

pkxk). Translated into Reynolds/Favre averaging with pk =

1/N the averaging operator, f a thermophysical property φ and xk the enthalpy hk, we get

1

N

∑
φ(hk) ≥ φ(

1

N

∑
hk). (3.17)

This can be written as

φ ≥ φ(h̃), if φ is convex, (3.18)

and φ ≤ φ(h̃), if φ is concave. (3.19)

Consequently, this inequality also generates an additional closure problems in terms of

turbulence modelling, as φ is not a prior known. Figure 3.46 demonstrates the Jensen

inequality for all thermophysical properties for case A. The DNS averaged properties are

compared with properties calculated using Reynolds and Favre averaged enthalpy h, h̃

and Reynolds averaged temperature T . The deviations for cp and λ are large with respect

to both h̃ and T . It can also be seen that cp < cp(h̃) in the concave part and cp > cp(h̃) in

the convex part. For ρ and µ the inequality is negligible with respect to h̃, however using

T shows large differences. This is caused by the larger curvature of the functional relation

between temperature and the thermophysical properties. Since the Jensen inequality is

most significant for cp, further discussion will be focused on cp only.

Figure 3.47(a) shows the inequality for cp for cases A and D at z = 15. At both case

the values for cp(h̃) show the same peak value. This is because cp(h̃) is interpolated on a

continuous distribution of h̃ and at the pseudo-critical point, cp(h̃) has its maximum.

However, the peak of cp changes its magnitude in both locations. The different peak

values are due to the turbulent enthalpy fluctuations only, as the functional relation

(convexity/concavity) between cp and h̃ does not change. The probability density

function of this fluctuations will also influence this inequality. Consequently, the Jensen

inequality is an averaging artefact that depends on the curvature of the function and the

fluctuations of the averaging quantity. The higher the curvature and the fluctuations, the

higher the differences between φ and φ(h̃). In order to estimate the extent of the Jensen

inequality it is suggested to use the enthalpy variance h′′rms =

√
ρh′′h′′/ρ as a parameter.

Figure 3.47(b) shows h′′rms for case A and D z = 15. It can be seen that, case D which

exhibits a lower enthalpy variance, also results in a lower difference between cp and

cp(h̃). This also provides a basis for modelling turbulence to account for the extent of the

Jensen inequality.

The dependence of the Jensen inequality on the enthalpy variance is shown in the

previous paragraph. However, it is interesting to point out that a sharp curvature of
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Figure 3.46: Effect of the Jensen inequality on averaging of thermophysical property (φ)

at z = 15 for case A. Black - φ; red - φ(h); green - φ(h̃); blue - φ(T ).

87



Chapter 3

0 0.05 0.1 0.15
0

2

4

6

8

10

c
p

y = 1 − 2r

(a) cp and cp(h̃)

0 0.05 0.1 0.15
0

0.01

0.02

0.03

0.04

h
′′ rm

s

y = 1 − 2r

(b) Variation of enthalpy variance h′′rms

Figure 3.47: Jensen inequality on averaging of cp and cp(h̃) and variation of enthalpy

variance h′′rms at z = 15. Solid lines - case A; dashed line - case C; red - cp; black - cp(h̃).

thermophysical properties also plays a dominant role in the production of the enthalpy

variance. The production term in the enthalpy variance transport equation can be written

as

P
h̃′′2
= −2ρu′′r h′′

∂h̃

∂r
− 2ρu′′z h′′

∂h̃

∂z
+ 2h′′

1

r

∂

∂r
(rα

∂h̃

∂r
) + 2h′′

∂

∂z
(α
∂h̃

∂z
). (3.20)

The two dominant terms are −2ρu′′r h′′ ∂h̃
∂r

and 2h′′ 1
r
∂
∂r

(rα ∂h̃
∂r

), where the second term can

further be decomposed as

2h′′
1

r

∂

∂r
(rα

∂h̃

∂r
) = 2h′′

1

r

∂(rα)

∂r

∂h̃

∂r
+ 2h′′α

∂2h̃

∂r2
. (3.21)

The first term on the right hand side is significant for fluids with strong α variations and

contributes to the production of the enthalpy variance.

3.3.8 The effects of bulk viscosity

In order to examine the effect of bulk viscosity µb on heated turbulent flow at

supercritical pressures, case A has also been simulated including the

temperature-dependent bulk viscosity at P0 = 80 bar. No significant differences are

observed. The reason is that the local dilation (see Eqs. (2.13-2.15)) is very small

compared to the strain rate (the ratio is ≈ O(10−3)), while the ratio of µb/µ is ≈ O(10).
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3.4 Conclusion

DNS of heated pipe flows with CO2 above the supercritical pressure were performed to

study the effect of buoyancy and large thermophysical property variations on the mean

flow statistics. We report turbulent statistics, which have not been discussed in the

literature, such as turbulent shear stress, radial turbulent heat flux, turbulent kinetic

energy and its shear and buoyant production rates. Different cases, with forced

convection and with mixed convection in upward and downward flows are discussed and

the observations for first five cases are summarised below:

1. In case A (forced convection), flow acceleration ∂ũz/∂z > 0 due to thermal

expansion causes a reduction in turbulent kinetic energy in the downstream

direction. The wall temperature shows a monotonous increase due to deteriorating

turbulence.

2. In case B (upward mixed convection with small buoyancy), the trend of turbulent

statistics is the same as that of case A, but with a higher reduction in turbulence and

hence a further increase of wall temperature. The flow acceleration due to thermal

expansion is augmented by local flow accelerations due to buoyancy. The structural

effect of buoyancy is of minor significance in this case.

3. In case C (upward mixed convection with moderate buoyancy), the deterioration of

heat transfer is followed by a recovery of turbulence which starts at the very end of

the pipe. The wall temperature shows an increase in the deterioration region (higher

temperature than case A), whereas in the recovery region it decreases to values

lower than case A. In the deterioration region, the Reynolds shear stress decreases

(becoming negative) at locations slightly away from the wall. Recovery starts after

the Reynolds shear stress is negative in most of the radial domain (except close to

the wall). It is observed that both structural and external effects of buoyancy play a

significant role in the recovery process.

4. In case D (upward mixed convection with high buoyancy), similar to case C, the

deterioration of heat transfer is followed by a recovery of turbulence. Even though

the deterioration of turbulence is larger as compared to case A, the wall temperature

remains lower due to the higher flow acceleration. In the deterioration region, the

deformation of Reynolds shear stress profile to negative values start much earlier

than case C and the reaches the values that are larger than the inlet. The role of

structural and external effects of buoyancy on the recovery heat transfer is more

pronounced than case C.

5. In case E (downward mixed convection with moderate buoyancy), except for a

small region near the inlet, the flow experiences enhancement of heat transfer for

the entire pipe. The Reynolds shear stress continuously increases. In contrary to

upward flows, the buoyancy force is in opposite direction of flow and induces

deceleration at near-wall region and acceleration at core region which results in
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flatter velocity profiles (external effects). The buoyancy production (structural

effect) in this case is always positive which favours the turbulent kinetic energy.

We furthermore highlight additional first and second-order moments in the mean flow

equations. They are found to be of major significance in the mean energy equation, where

they strongly modify the average heat flux distribution at- and close to the wall. The

smaller effect of property fluctuations on the mean momentum was observed. However,

they might play a large role in the energy budgets of the Reynolds stresses. The same

holds the energy budgets of the turbulent heat fluxes.

We derived two identities from the streamwise momentum equations and energy

equations in order to investigate componential contributions to the skin friction

coefficient and the Nusselt number, respectively. The sum of all terms of these identities

is compared with the locally calculated skin friction coefficient and Nusselt number and

a perfect agreement is obtained ensuring correctness and consistency of the derivation.

The analysis of the DNS also pointed out that cp deviates significantly from cp(h̃)

because of the Jensen inequality. It was shown that the larger the enthalpy fluctuation, the

larger the difference between cp and cp(h̃). Because the additional first and second-order

moments appear in the mean flow governing equations, they become important in terms

of turbulence modelling where they require closure. Furthermore, the closer the fluid state

is to the critical point, the higher the thermophysical property variations. This will cause

the effects observed herein to increase further.
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In this chapter we use DNS to study the effect of thermal boundary conditions on

developing turbulent pipe flows with fluids at supercritical pressure. Two different

thermal wall boundary conditions are studied: one that permits temperature fluctuations

and one that does not allow temperature fluctuations at the wall (equivalent to cases

where the thermal effusivity ratio approaches infinity and zero, respectively). Unlike for

turbulent flows with constant thermophysical properties and Prandtl numbers above

unity–where the effusivity ratio has a negligible influence on heat transfer–supercritical

fluids shows a strong dependency on the effusivity ratio. We observe a reduction of 7%

in Nusselt number when the temperature fluctuations at the wall are suppressed. On the

other hand, if temperature fluctuations are permitted, large property variations are

induced that consequently cause an increase of wall-normal velocity fluctuations very

close to the wall and thus an increased overall heat flux and skin friction.

4.1 Introduction

As already discussed in the previous chapter, owing to the unusual thermophysical

properties the heat transfer at a supercritical pressure is very different from that at

sub-critical pressures. It was shown that property fluctuations, in the case of an isoflux

wall boundary condition significantly affect the mean energy transfer and strongly

modify the average heat flux distribution at- and close to the wall. This motivated us to

study the effect of the thermal effusivity ratio on heat transfer to supercritical fluids.

The thermal effusivity ratio K (also called the thermal activity ratio) describes the

ability of two materials to exchange heat. The thermal effusivity is defined as the square

root of the product of density, thermal conductivity and specific heat capacity, namely

e =
√
ρλcp (Carslaw & Jaeger, 1959). For example, if two semi-infinite materials with

different temperatures T1 and T2 are brought into contact, the equilibrium contact

temperature is a function of K = e2/e1, expressed as Tc = (T1 + KT2) / (1 + K). It

follows that for K ≫ 1, the contact temperature is closer to T2, while for K ≪ 1 it is

closer to T1. In the case of heat transfer between a turbulent flow and a solid, the thermal

effusivity ratio (K=efluid/esolid) not only determines the averaged contact temperature but

also whether wall temperature fluctuations are allowed or suppressed. Kasagi et al.

(1989) investigated the effect of thermal effusivity ratio, wall thickness and Prandtl

number on wall temperature fluctuations and turbulent heat transfer. They found that for

thick solid walls and K → 0, no temperature fluctuations can occur, such that the thermal

boundary condition can be approximated as an ideal isothermal wall. This condition is

met for combinations of air and most solid materials and for water if heated or cooled by

a thick copper wall. On the other hand, for K → ∞ the wall heat flux can be described

by an ideal isoflux wall boundary condition. For values of K ≈ 1, such as water and

glass, temperature fluctuations at the wall are approximately 50% to that of an ideal

isoflux wall. Kasagi et al. (1989) also investigated the effect of wall thickness on

temperature fluctuations. For fluids with Pr ≈ 1 and a thermal conductivity a hundred

times lower than that of the solid, temperature fluctuations are independent for wall

thicknesses larger than the non-dimensional wall distance of y+ ≈ 100 of the fluid. By
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decreasing the wall thickness, the temperature fluctuations approach the value of the

ideal isoflux condition, even for K ≪ 1. Later, Tiselj et al. (2001a) confirmed the results

of Kasagi et al. (1989) by performing DNS of fully developed turbulent channel flows

with conjugate heat transfer by varying values of wall thickness, effusivity ratio and

Prandtl number.

Kays & Crawford (1993) found that in a fully developed turbulent pipe flow the effects

of temperature fluctuations on heat transfer vanish with increasing Prandtl number and

that the Nusselt number for isoflux and isothermal boundary conditions are equal if

Pr ≥ 0.7. This can be explained by the thickness of thermal resistance region, which

depends on the Prandtl number. For fluids with Pr ≪ 1 the dominant heat transfer

mechanism is thermal conduction, which causes the thermal resistance region to move

toward the centre of the pipe. In this case, different thermal wall boundary conditions

have a large influence on temperature fluctuations and consequently heat transfer from

the wall. A higher value of Pr causes the thermal resistance region to move closer to the

wall, such that the vanishing (small) velocity fluctuations very close to the wall mitigate

the effect of temperature fluctuations on the wall-normal turbulent heat flux. Studies on

flat plate boundary layers with respect to different thermal boundary conditions were

performed by Kong et al. (2000) and Li et al. (2009). They showed that close to the wall

the behaviour of the wall-normal heat flux for isothermal wall boundary conditions is

similar to that of the Reynolds shear stress, implying consistency between temperature

and streamwise velocity. They also confirmed that the mean temperature profiles and the

streamwise Stanton number (S t = Nu/(RePr)) distributions are independent of the

boundary condition for Prandtl numbers above unity. Further studies on this topic have

been performed by Iritani et al. (1985); Hetsroni & Rozenblit (1994); Mosyak et al.

(2001); Verzicco & Sreenivasan (2008), who also investigated the effect of thermal wall

boundary condition on wall temperature fluctuations and turbulent heat transfer.

In this chapter, we investigate the influence of thermal wall boundary conditions, namely

isothermal (K → 0) and isoflux (K → ∞), on heat transfer to fluids with large property

variations and high Prandtl numbers. The configuration is a heated developing pipe flow

with supercritical CO2 at a pressure of 80 bar. The fluid temperature at the inlet is

slightly below the thermodynamic pseudo-critical point and the fluid is heated at the

wall, such that the fluid crosses a region where strong thermophysical property variations

occur. If supercritical CO2 at 80 bar is considered as the heat transfer medium in a heat

exchanger made of stainless steel, the effusivity ratio at the pseudo-critical temperature

is of the order of K = 0.15. Thus, it can be expected that considerable temperature

fluctuations at the wall can occur, which can be estimated to approximately 20% that of

an ideal isoflux boundary conditions for thick walls. For thin walls, the fluctuations can

be even higher. However, the Prandtl number close to the pseudo-critical point is

approximately 14 (see figure 2.9(d)) and the effect of the thermal boundary

conditions–and thus wall temperature fluctuations–on the turbulent heat transfer should

be negligible. As we will outline in this work, this is not the case for fluids with large

property variations.

The organisation of the chapter is as follows. Section 4.2 discusses the simulation set-

up and boundary conditions. Section 4.3 outlines the results for the instantaneous fields
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(section 4.3.1), mean and turbulence statistics (section 4.3.2), quadrant analysis of the

Reynolds shear stress and the turbulent heat flux (section 4.3.3) and turbulence budgets in

section 4.3.4. In section 4.3.5, we exploit the FIK identity to examine the componential

contributions to skin-friction and Nusselt number. The summary of the results is given in

section 4.4.

4.2 Thermal boundary conditions and simulation set-up

Before we discuss the numerical details and the results, it is necessary to outline the

procedure for setting the thermal boundary conditions in our simulations. The aim of this

work is to investigate the effect of wall temperature fluctuations on the Nusselt number

for flows with variable thermophysical properties. Therefore, it is crucial that the

thermodynamic conditions for all the investigated cases are equivalent, such that the

observed effects on heat transfer only depend on wall temperature fluctuations and not

on different thermodynamic states (note, the thermophysical properties depend on the

absolute value of temperature).

Kong et al. (2000) and Li et al. (2009) investigated the effect of zero/non-zero wall

temperature fluctuations on the Nusselt number for constant property fluids by setting

isothermal and isoflux boundary condition, respectively. The Nusselt number is defined

as Nu = HL∗
re f
/λ∗

re f
, with the heat transfer coefficient H, a reference length L∗

re f
and a

reference thermal conductivity λ∗
re f

of the fluid. In their simulations, the

non-dimensional temperature Θ, the thermal wall boundary condition and the Nusselt

number Nu for K → 0 and K → ∞ can be summarised as follows,

K → 0 : Θ =
T ∗

wall
− T ∗

T ∗
wall
− T ∗∞

, Θ|wall = 0, Nu =
∂Θ

∂y

∣∣∣∣∣∣
w

, (4.1)

K → ∞ : Θ =
T ∗∞ − T ∗

q∗
wall

L∗
re f
/λ∗

re f

,
∂Θ

∂y

∣∣∣∣∣
wall

= 1, Nu =
1

Θ
, (4.2)

where T ∗∞ is the free stream temperature, T ∗
wall

is the wall temperature and q∗
wall

is the wall

heat flux. Note, the bar in (4.1) and (4.2) indicates Reynolds averaging to properly define

the average Nusselt number. It is apparent that for constant thermophysical properties,

the Nusselt number in (4.1) and (4.2) only depends on the non-dimensional temperature

Θ.

If the thermophysical properties are a function of temperature, the Nusselt number not

only depends on the temperature, but also on the thermal conductivity as follows

Nu =
λ∗ ∂T ∗

∂y∗

∣∣∣∣
w

λ∗
re f

(T ∗w − T ∗
b
)/L∗

re f

. (4.3)

Moreover, it is also not possible to use isoflux and isothermal boundary conditions and to

ensure the same thermodynamic conditions at the wall.
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Isoflux boundary condition (heat flux Q)

L = 30D

Averaged wall enthalpy hwall
is applied for successive simulation

D

r

z

Inflow generator

Figure 4.1: Simulation set-up: an inflow generator is used to provide a fully developed

turbulent flow for the developing pipe flows. A simulation with constant heat flux

is performed first, which then provides the averaged wall enthalpy for a successive

simulation.

We therefore use a different approach. First, we perform a simulation with a constant

heat flux boundary condition that corresponds to a solid-fluid configuration with K → ∞.

The averaged wall enthalpy obtained from this simulation is then used for a successive

simulation, whereby the wall enthalpy is constant in time but with the same streamwise

distribution as obtained from the simulation with the constant wall heat flux. This

simulation is associated with a solid-fluid configuration with K → 0. This procedure of

applying a fluctuating and non-fluctuating wall temperature boundary condition is

outlined in figure 4.1. The same approach was also performed for the constant property

simulations to verify this set-up. Note, an equivalent approach would have been to first

perform a simulation with an isothermal wall boundary condition (K → 0) and then to

use the obtained bulk enthalpy increase to calculate the streamwise heat flux distribution

for the successive simulation (K → ∞). Four cases have been investigated: two cases

with fluid properties corresponding to supercritical CO2 at 80 bar and two cases with a

constant property fluid. For both pairs, simulations with either a fluctuating or

non-fluctuating enthalpy boundary condition at the wall were performed. A summary of

all case studies is given in table 4.1.

4.3 Results and discussion

4.3.1 Instantaneous fields

The effects of thermal wall boundary condition on turbulence can be visually highlighted

by instantaneous enthalpy fluctuations in a plane parallel to the wall (θ − z) as depicted in

figure 4.2. The plane is located at y+ = 2.5 (based on inlet conditions), which corresponds

to a wall-normal position of y = 1 − 2r = 0.012. It should be noted that all simulations
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Case Fluid properties Thermal wall boundary condition

SCK→∞ supercritical CO2 isoflux Q =2.4 (case A from chapter 3)

SCK→0 supercritical CO2 averaged wall enthalpy hwall

CPK→∞ constant property isoflux Q =2.4

CPK→0 constant property averaged wall enthalpy hwall

Table 4.1: Case studies corresponding to thermal wall boundary conditions and fluid

properties.

use an identical inflow velocity field and that the enthalpy fluctuations are plotted at the

same time instant.

As seen in figure 4.2, turbulent structures are clearly observed in enthalpy

fluctuations and differences between SCK→∞ and SCK→0 are visible. The regions of low

and high enthalpy fluctuations are stronger for SCK→∞ as compared to SCK→0. Similar

differences in near-wall scalar fluctuations for incompressible boundary layers were

reported by Kong et al. (2000) and Li et al. (2009). The plot also shows a decrease in

streamwise coherency for SCK→0. In order to quantify the change in coherency,

figure 4.3 shows the streamwise autocorrelation function, defined as

pzz(±s) =

√
ρ(r, z)h′′(r, z)

√
ρ(r, z ± s)h′′(r, z ± s)

ρ(r, z)h′′(r, z)h′′(r, z)
(4.4)

at y+ = 2.5 (based on inlet condition) for both SCK→∞ and SCK→0 cases. It can be seen

that, the autocorrelation function clearly indicates shorter structures for case SCK→0 as

compared to SCK→∞. Furthermore, small-scale structures (ripples) can be observed in

figure 4.2, which emerge after approximately z > 10 at the shear layers between the

streaks that separate hot and cold fluid regions. The strong gradients of viscosity and

density across the shear layer cause destabilising effects (Govindarajan & Sahu, 2014).

Similar small-scale structures were also observed in Duan et al. (2010) for the case with

strong wall cooling.

4.3.2 Mean flow and turbulence statistics

Figure 4.4(a) shows the distribution of bulk enthalpy in the streamwise direction for all

four cases. Based on the overall energy conservation, it follows that for cases with

constant wall heat flux (cases SCK→∞ and CPK→∞) the distribution of the bulk enthalpy

increases linearly as a function of z, namely hb = 4Qz/ (Reb0Pr0). The bulk enthalpy is

defined as hb =

R∫

0

ρwhrdr/
R∫

0

ρwrdr. As can be seen, the symbols for the constant

property cases CPK→∞ and CPK→0 overlap, which highlights that the boundary condition

has no influence on the global energy balance. This result agrees well with the
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Figure 4.2: Instantaneous enthalpy fluctuations h′ in θ − z at y+ = 2.5 (based on inlet

condition). (a) SCK→∞ and (b) SCK→0.
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Figure 4.3: Two-point spatial correlation of enthalpy fluctuations pzz(±s) at y+ = 2.5

(based on inlet condition). Black - SCK→∞; red - SCK→0.
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Figure 4.4: (a) Comparison of streamwise distributions of the bulk enthalpy hb. Black line

- SCK→∞; red line - SCK→0; black symbols - CPK→∞; red symbols - CPK→0. (b) Nusselt

number ratio along the pipe. Lines - supercritical fluid; symbols - constant property fluid.

observation from previous studies (Kays & Crawford, 1993; Li et al., 2009) and also

confirms the consistency of applying the thermal boundary conditions, as described in

section 4.2. For the two supercritical fluid cases, however, the bulk enthalpy distributions

are affected by the thermal boundary conditions. In figure 4.4(a) it can be seen that less

energy is transferred to the fluid if the enthalpy at the wall is non-fluctuating (SCK→0)

and in figure 4.4(b) the Nusselt number ratio (NuK→∞/NuK→0) shows that NuK→∞ is

approximately 7% higher for the case with the fluctuating wall enthalpy boundary

condition.

To investigate this, the Nusselt number dependency on the wall boundary condition,

we will first analyse mean profiles for the enthalpy, velocity and several turbulence

correlations. Figure 4.5 shows the radial distribution of the mean enthalpy–normalised

by the value at the wall–and streamwise velocity for all cases investigated at a

streamwise location of z = 15. Hereafter, all radial profiles are shown at z = 15, since

this location is representative of almost the entire length of the pipe, except very close to

the inlet where the heating of the pipe starts (the region between z = 0 and z ≈ 3). While

the constant property cases show no difference with respect to the applied boundary

condition, the supercritical cases indicate a small difference. There are higher enthalpy

gradients at the wall for SCK→∞, which support the results of a higher heat flux from the

wall. The mean streamwise velocity shows only slightly higher values for SCK→∞ in the

near-wall region. Larger differences are obtained for the enthalpy variance h
′
rms as shown

in figure 4.6 for all four cases at the same streamwise location of z = 15. For CPK→∞ the

variance at the wall is non-zero and its slope is zero, while for the case CPK→0 the value

at the wall is zero and its slope is proportional to y. Similar observations were made in
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Figure 4.5: (a) Mean enthalpy h̃/h̃wall and (b) streamwise velocity w̃ at z = 15. Black line

- SCK→∞; red line - SCK→0; black symbols - CPK→∞; red symbols - CPK→0.

Tiselj et al. (2001b); Kong et al. (2000); Li et al. (2009). The supercritical cases show

higher variances for both cases. However, the main difference is that for case SCK→∞ the

slope of the enthalpy variance at the wall is non-zero. This can be explained by using

Reynolds decomposition for the instantaneous heat flux:

α
∂h

∂r
|wall + α

′ ∂h

∂r
|wall + α

∂h′

∂r
|wall = Q (4.5)

after multiplication with h′, substituting y = 1 − 2r and time averaging we obtain

∂h′2

∂y
|wall = −

α′h′ ∂h
∂y

α
|wall. (4.6)

Note, for the case SCK→∞ the wall heat flux Q is constant and thus the term h′Q vanishes

after averaging. When the property fluctuations are present, as they are in case SCK→∞
(α′ , 0), the right-hand side of equation (4.6) does not vanish–the consequence is that

the gradient of h′rms at the wall is non-zero (see solid line in figure 4.6). The enthalpy

variance for the case SCK→0 shows a similar behaviour as for CPK→0, because the fixed

wall enthalpy boundary conditions results in zero and negligible property fluctuations at

and close to the wall, respectively.

Next, components of the total radial heat flux are compared for different thermal wall

boundary conditions. Using Reynolds decomposition, the heat flux can be decomposed

as

qr,tot = α
∂h

∂r
+ α′

∂h′

∂r
− ρu′′r h′′Reτ0Pr0, (4.7)
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Figure 4.6: Enthalpy fluctuations h
′
rms at z = 15. Black line - SCK→∞; red line - SCK→0;

black symbols - CPK→∞; red symbols - CPK→0.

where α∂h/∂r is the averaged molecular heat flux, ρu′′h′′ is the turbulent heat flux and

α′∂h′/∂r is an additional averaging term due to property fluctuations. Their profiles for

all cases are shown in figure 4.7 at z = 15. As can be seen in figure 4.7(a), the averaged

molecular heat flux for the constant property cases is 2.4 at the wall, which corresponds to

the specified heat flux value for the case CPK→∞; and the different thermal wall boundary

conditions (cases CPK→∞ and CPK→0) have no effect on the overall heat transfer since

Pr ≥ 1. For the supercritical case SCK→∞, however, the averaged molecular heat flux

at the wall is substantially higher than the specified value of 2.4 (see figure 4.7(b)). The

additional term α′∂h′/∂r in (4.7) causes a negative heat flux contribution of approximately

−0.1. For the case SCK→0 the wall value for the averaged molecular heat flux α∂h/∂r is

below 2.4 and the additional term α′∂h′/∂r = 0. This confirms the decreased heat transfer

rate as shown in figure 4.4 when the constant heat flux boundary condition SCK→∞ is

replaced by its corresponding averaged wall enthalpy in case SCK→0.

The effect of thermal wall boundary conditions on the averaged heat flux and the

additional term is limited to the near-wall region y ≤ 0.03, while the turbulent heat flux is

affected over the entire cross-section of the pipe. It can be seen that −ρu′′h′′ for SCK→0

is lower than for SCK→∞. This difference stems from the correlation between enthalpy

h′ and density ρ′ fluctuations, whereby enhanced density fluctuations ρ′ cause increased

mass fluctuations and consequently larger velocity fluctuations.

This is quantified in figure 4.8 by means of probability density functions (PDF) of

radial u
′′

and streamwise w
′′

velocity fluctuations and the turbulent shear stress. The radial

u
′′

and streamwise w
′′

velocity fluctuations are compared at two different wall-normal

locations for the cases SCK→∞ and SCK→0 in figures 4.8(a) and 4.8(b). Two observations
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Figure 4.7: Wall-normal heat flux qr at z = 15 (a) CPK→∞ and CPK→0 and (b) SCK→∞
and SCK→0. Solid lines - SCK→∞ and CPK→∞; dashed lines - SCK→0 and CPK→0; black -

α∂h/∂r; red - α′∂h′/∂r; green - −ρu′′h′′Reτ0Pr0.

can be made. First, both radial and streamwise velocity fluctuations are higher for SCK→∞
than for SCK→0 (however, more pronounced in streamwise velocity), which again can

be linked to the effect of higher density fluctuations in SCK→∞. Second, the velocity

fluctuations for both cases increase close to the wall, while they decrease close to the

centre if compared to the CPK→0 (CPK→∞). The latter observation can also be seen from

the profile of the Reynolds shear stress, which is plotted in figure 4.8(c) at the same

streamwise position for different cases. As discussed in our previous work (Nemati et al.,

2015), this is due to flow acceleration by means of thermal expansion, which results

in an increase in the bulk velocity. In laminar flows, the thermal expansion increases

the convective heat transfer because of flow acceleration. In turbulent convection the

effects are opposite (Kim et al., 2008b). Although flow acceleration increases the velocity

close to the wall, it reduces turbulence production. The wall-normal velocity gradient in

the viscous dominant region increases, where it has a small influence on the turbulence

production, while further away from the wall the velocity gradient decreases and thus also

decreases the turbulence production.

4.3.3 Quadrant analysis

Next, we use the quadrant analysis to examine the effects of thermal effusivity ratio on

fractional contributions of instantaneous fluctuations to turbulent heat flux ρu′′r h′′ and the

turbulent shear stress ρu′′r u′′z . Similar to chapter 2 ρu′′r h′′ and ρu′′w′′ are conditionally

averaged into four quadrants of
√
ρu′′r −

√
ρh′′ and

√
ρu′′r −

√
ρw′′ planes. Figure 4.9(a)

shows the contributions from each quadrant to the radial turbulent heat flux ρu′′r h′′ plotted
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Figure 4.8: (a) PDF of radial velocity fluctuations u
′′
, (b) streamwise velocity fluctuations

w
′′

at two different wall-normal positions and (c) turbulent shear stress profile ρu
′′
w
′′

at

z = 15. Black - SCK→∞; red - SCK→0; green - CPK→∞ (CPK→0).
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as a function of wall-normal coordinate. In the case of non-fluctuating wall temperature

(case SCK→0), all contributions to the turbulent heat flux are attenuated. It can be seen that

the Q1 and Q3 events, which have the largest contributions, are smaller for case SCK→0

than for SCK→∞. In other words, for the case SCK→0 the hot fluid has less tendency to

leave the wall, which consequently leads to the lower heat transfer.

The fractional contributions to the Reynolds shear stress ρu′′w′′ are shown in figure

4.9(b) for SCK→∞ and SCK→0. Similar to the turbulent heat flux, all contributions to

the Reynolds shear stress are decreased when the fluctuating wall temperature (SCK→∞)

is changed to the non-fluctuating wall temperature condition (SCK→0). Sweep Q1 and

ejection Q3 events, which have positive contributions to the Reynolds shear stress, show

the largest differences.

4.3.4 Turbulence budgets

To study the effect of different enthalpy wall boundary conditions on the averaged

transport equation for turbulence kinetic energy and wall-normal turbulent heat flux,

their budgets are examined next. The evolution equation for the Favre-averaged

turbulence kinetic energy is k = ũ
′′
i
u
′′
i
/2 can be written as follows (Huang et al., 1995):

∂ρk

∂t
+Ck = Pk + Tk + Πk + Φk + Vk + ǫk + E

(1)
k
+ E

(2)
k
, (4.8)

with

Ck =
∂ρũ jk

∂x j

, Pk = −ρũ
′′
i
u
′′
j

∂ũ j

∂xi

, Tk = −
1

2

∂ρũ
′′
i
u
′′
i
u
′′
j

∂x j

,

Πk = −
∂p′u′′

j

∂x j

, Φk = p′
∂u′′

j

∂x j

, Vk =
1

Reτ0

∂τ
′
i j

u
′′
i

∂x j

,

ǫk = −
1

Reτ0
τ
′
i j

∂u
′′
i

∂x j

, E
(1)
k
= u

′′
i

1

Reτ0

∂τi j

∂x j

, E
(2)
k
= −u

′′
i

∂p

∂xi

, (4.9)

where

τi j = µ

(
∂ui

∂x j

+
∂u j

∂xi

)
+µ

′


∂u

′
i

∂x j

+
∂u

′
j

∂xi

−
2

3
µ
∂uk

∂xk

δi j−
2

3
µ′
∂u′

k

∂xk

δi j, τ
′

i j = τi j−τi j. (4.10)

The terms in Eq. (4.9) are mean convection Ck, turbulence production Pk, turbulence

diffusion Tk, pressure diffusion Πk, pressure dilatation Φk, viscous diffusion of

turbulence kinetic energy Vk, turbulence dissipation ǫk and E
(l)
k

(l = 1, 2) are additional

terms due to density and velocity fluctuations. These terms are referred to as additional
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Figure 4.9: Fractional contribution to the (a) radial turbulent heat flux ρu′′h′′ and (b)

Reynolds shear stress ρu′′w′′ at z = 15. Black - SCK→∞; red - SCK→0.

104



The effect of thermal wall boundary conditions

correlations and result from turbulent fluctuations that are responsible for energy

exchange between mean and turbulence kinetic energy (see Huang et al. (1995)).

Emphasis is given to Pk, Tk, Vk, ǫk and Ek =
∑2

l=1 E
(l)
k

and their profiles are shown in

figure 4.10 for all cases at z = 15. Note, the budgets for the constant property cases

shown in figure 4.10(a) do not change in the streamwise direction since the energy

equation is a passive scalar and the velocity field is unaffected by the heat transfer. Thus

the profiles in figure 4.10(a) also correspond to the inlet condition for the supercritical

cases as shown in figure 4.10(b).

As discussed in our previous work (Nemati et al., 2015), flow acceleration due to

thermal expansion causes a decrease in turbulence for the supercritical cases. The

production rate in figure 4.10(b) is substantially lower than for the constant property case

in figure 4.10(a). The turbulence dissipation also shows a reduction for both supercritical

cases, except for SCK→∞ very close to the wall. An equivalent effect has been observed

in Zonta et al. (2012), where they studied the effect of viscosity variations on turbulence

statistics in fully developed channel flows. They observed that on the hot side of the

channel (low viscosity) the turbulent dissipation decreases above the viscous sublayer,

but increases between the viscous sublayer and the wall. The turbulent diffusion Tk is

reduced due to the reduction in turbulence caused by flow acceleration and thermal

expansion.

With respect to the different boundary conditions, it can be seen that the turbulence

production Pk experiences a larger reduction for the non-fluctuating wall enthalpy case

SCK→0 as compared to SCK→∞. This can be further analysed by expanding Pk, in

cylindrical coordinates, to

Pk = −ρu
′′
u
′′ ∂ũ

∂r
− ρu

′′
w
′′ ∂ũ

∂z
− ρv

′′
v
′′ ũ

r
− ρu

′′
w
′′ ∂w̃

∂r
− ρw

′′
w
′′ ∂w̃

∂z
. (4.11)

The product of Reynolds shear stress and streamwise velocity gradient is the dominant

source of turbulence kinetic energy production (fourth term in Eq. (4.11)). Based on the

results discussed in section 4.3.2, the higher Pk in SCK→∞ can thus be explained by the

higher Reynolds shear stress ρu
′′
w
′′

(figure 4.8(c)), since the streamwise velocity

gradient shows only small differences in the near-wall region (figure 4.5(b)). The

turbulence dissipation in SCK→0 is slightly smaller over the entire cross-section of the

pipe than it is for SCK→∞, but larger differences are observed very close to the wall. This

is a direct consequence of the higher gradients in velocity fluctuations for case SCK→∞.

The larger dissipation in the near-wall region is balanced with a higher energy transfer

due to viscous diffusion in the near-wall region for case SCK→∞. The turbulence

diffusion Tk and the additional terms are less affected by the thermal boundary condition.

As can be seen, the additional terms E
(1)
k

and E
(2)
k

contribute to the production and sink

of turbulence kinetic energy, respectively. Figure 4.11 shows the largest components of

E
(1)
k

and E
(2)
k

at z = 15 for SCK→∞ and SCK→0. The term w
′′ (∂rτrz/r∂r) /Reτ0 (part of

E
(1)
k

) corresponds to a source (energy is received from the mean flow), whereas the term

−w
′′
∂p/∂z (part of E

(2)
k

) corresponds to a sink (energy is transferred to the mean flow) of

turbulent kinetic energy. Comparing these two additional terms for the cases SCK→∞ and
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Figure 4.10: Turbulence kinetic energy k = 1/2ũ
′′
i
u
′′
i

budgets at z = 15 (a) CPK→∞
(CPK→0), (b) solid lines SCK→∞ and dashed lines SCK→0. Black - Pk; red - Tk; green

- ǫk; blue - Vk; pink - Ek. Note, the profiles for CPK→∞ (CPK→0) are equivalent to z = 0

for the SC cases.

SCK→0, it is possible to observe a reduction in magnitude for SCK→0 that stems from the

difference in streamwise velocity fluctuations (see figure 4.8(b)) in the near-wall region.

Similar to the turbulence kinetic energy, an evolution equation for the Favre-averaged

turbulent heat flux can be formulated as:

∂ρu
′′
i
h
′′

∂t
+Ce,i = Pe,i + Te,i + Πe,i + Ve,i + ǫe,i + Ee,i, (4.12)

with

Ce,i =
∂ũ jρu

′′
i
h
′′

∂x j

, Pe,i = −ρu
′′
j
h
′′ ∂ũi

∂x j

− ρu
′′
i
u
′′
j

∂h̃

∂x j

, Te,i = −
∂ρu

′′
i
u
′′
j
h
′′

∂x j

,

Ψe,i = −h
′′ ∂p

′

∂xi

, Ve,i =
1

Reτ0

∂τ
′
i j

h
′′

∂x j

+
1

Reτ0Pr0

∂q
′
j
u
′′
i

∂x j

,

ǫe,i = −
1

Reτ0
τ
′
i j

∂h
′′

∂x j

− 1

Reτ0Pr0
q
′
j

∂u
′′
i

∂x j

,

E
(1)
e,i
= h

′′

(
1

Reτ0

∂τi j

∂x j

− ∂p

∂xi

)
, E

(2)
e,i
=

1

Reτ0Pr0
u
′′
i

∂q j

∂x j

, (4.13)

where

qi = −α
∂h

∂x j

− α′ ∂h
′

∂x j

, q
′

i = qi − qi. (4.14)
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. Solid lines - SCK→∞; dashed lines -

SCK→0; black - w
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(∂rτrz/r∂r) /Reτ0; red - −w
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Here the terms are mean convection Ce,i, production Pe,i, turbulence diffusion Te,i,

enthalpy–pressure-gradient correlation Ψe,i, molecular diffusion Ve,i, dissipation of

turbulent heat flux ǫe,i and E
(l)
e,i

(l = 1, 2) are additional terms that stem from density,

velocity and enthalpy fluctuations. Figure 4.12 shows profiles of Pe,r, Ψe,r, Ve,r, ǫe,r and

E
(2)
e,r (remaining terms are insignificant) for the constant property and the supercritical

pressure cases with different wall enthalpy boundary conditions at z = 15. It is evident

from figure 4.12(a) that the budgets for the constant property cases with different

boundary conditions collapse over a wide range. Only minor differences between

CPK→∞ and CPK→0 appear for the dissipation ǫe,r, viscous diffusion Ve,r and

enthalpy–pressure-gradient correlation Ψe,r very close to the wall. This is due to the wall

enthalpy fluctuations in case CPK→∞. The production Pe,r does not change, because it

contains products of turbulent heat flux and velocity gradients and turbulent stresses and

enthalpy gradients, see Eq. (4.13). Because none of these terms change (see figure 4.5(a)

and 4.7(a)) with respect to thermal boundary conditions, also Pe,r is unaffected. The

terms ǫe,r, Ve,r and Ψe,r contain products of h
′′

with velocity and pressure gradients.

Because, h
′′

is affected by the thermal boundary conditions, also ǫe,r, Ve,r and Ψe,r

change.

If the constant property and the supercritical fluid cases are compared, it can be seen

that, although the production Pe,r of the turbulent heat flux are nearly the same for both

fluids, the main destruction Ψe,r substantially differs. For the supercritical fluid cases

SCK→∞ and SCK→0 the enthalpy–pressure-gradient correlation Ψe,r is mainly balanced

by Pe,r and the additional term E
(2)
e,r , which is a source of turbulent heat flux that only

appears for the supercritical fluid cases. Unlike for the constant property cases shown in
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Figure 4.12: Wall-normal turbulent heat flux −ρu
′′
h
′′

budgets at z = 15. Solid lines -

SCK→∞ and CPK→∞; dashed lines - SCK→0 and CPK→0; black - Pe,r; red - Ψe,r; green -

ǫe,r; blue - Ve,r; pink - Ee,r.

figure 4.12(a), the effect of thermal wall boundary conditions on the turbulent heat flux

budgets is larger for the variable property cases in figure 4.12(b). Similar to the

turbulence kinetic energy budgets, the production for case SCK→∞ is larger than for

SCK→0. The enthalpy–pressure-gradient correlation Ψe,r shows larger values for SCK→∞
than for SCK→0 case. The decreased enthalpy–pressure-gradient correlation for SCK→0 is

mainly because of the decreased enthalpy fluctuation, while the gradient of the pressure

fluctuations does not show major differences (not shown here). The additional term E
(2)
e,r ,

the dissipation ǫe,r and the viscous diffusion Ve,r show larger values in the near-wall

region for case SCK→∞, which is due to the higher velocity and enthalpy fluctuations.

4.3.5 FIK identity

In this section we use FIK identity to distinguish the effects of thermal effusivity ratio on

skin friction and Nusselt number.

The results of Eq. (3.12) are plotted in figure 4.13 (note, insignificant terms are not

shown). In order to verify the FIK derivation, the sum of all terms is compared first

with the locally calculated wall shear stress C f = 2τwall/
(
ρbU2

b

)
for CPK→∞, SCK→∞

and SCK→0. An excellent agreement is obtained ensuring correctness and consistency

(symbols and line overlap). As expected, for CPK→∞ (results for CPK→0 are identical

and thus not shown) the laminar and turbulent contributions are 3.04 × 10−3 = 16/Reb0

and 6.23 × 10−3, respectively. These contributions are identical to the results of a fully

developed pipe flow that have also been reported by Fukagata et al. (2002).

Unlike for the constant property cases, the inhomogeneous contributions play a significant
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Figure 4.13: Componential contributions to the skin friction. The lines indicate the

individual terms as given in Eq. (3.12) and the symbols indicate the locally computed

skin friction C f , (a) ( ) CPK→∞ (CPK→0), (b) solid lines SCK→∞ and dashed lines

SCK→0. Black - C f ,FIK ; pink - CI ; blue - CII ; red - CIV ; green - CV .

role for the skin friction in the supercritical cases (see figure 4.13(b)). The term related to

the streamwise momentum flux CV is negative at the inlet and becomes positive at z ≈ 7.

At the beginning of the pipe, the thermal boundary layer is very thin. The density rapidly

decreases close to the wall and the mass flux increases. To satisfy the mass flux balance,

the velocity in the core region decreases, which also causes a decrease of momentum

flux ρũzũz. Proceeding downstream, the thermal boundary layer grows until a net positive

value of CV is reached at z ≈ 7. In contrast to CV , the magnitude of the term CIV (the

product of the mean density, mean wall-normal and streamwise velocities) experiences a

sharp increase at the inlet region and shows a peak value of 0.33 at z = 0.7. Afterwards

CIV decreases and reaches a negative value of −0.09 at z = 17. This can be explained

by the sharp changes of streamwise velocity in the near-wall region, which results in a

high positive wall-normal velocity close to the inlet and negative wall-normal velocity

further downstream. The contributions of CI (laminar) and CII (turbulent) to the skin

friction show a decreasing trend, due to the reduction in mean viscosity and Reynolds

shear stress, respectively.

Figure 4.13(b) shows that the skin friction for SCK→∞ is higher along the pipe than for

SCK→0. Comparing the individual contributions for SCK→∞ and SCK→0, it can be seen

that the turbulent contribution CII shows the largest differences. As explained in section

4.3.3, the lower values of CII for SCK→0 are due to the lower Reynolds shear stress, as

also shown in figure 4.9(b). In conclusion, the non-fluctuating wall enthalpy boundary

condition causes the skin friction for case SCK→0 to reduce by approximately 6%.

The comparison of componential contribution to Nusselt number for case CPK→∞ and
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Figure 4.14: Componential contributions to the Nusselt number. The lines indicate the

individual terms in Eq. (A.9) and the symbols indicate the locally computed Nusselt

number Nu, (a) CPK→∞ and (b) solid lines SCK→∞, dashed lines SCK→0. Black - NuFIK ;

pink - HI ; blue - HII ; green - HIII .

SCK→∞ are shown in figure 4.14 (the negligible terms are not shown). As for the skin

friction discussed above, the FIK derivation for the Nusselt number is first verified. The

sum of all terms is compared with the locally calculated Nusselt number for CPK→∞
and SCK→∞. An excellent agreement is obtained, ensuring correctness and consistency

of the derivation (symbols and line overlap). The most significant contributions to the

Nusselt number, in terms of relative magnitude, are attributed to the radial turbulent heat

flux HII , the laminar part HI and the contribution of the mean streamwise enthalpy flux

HIV . It is evident that downstream from the inlet, the radial turbulent heat flux HII has

the largest contribution to the Nusselt number. The second largest term is the laminar

contribution HI and the term HIV has a positive contribution to Nusselt number at inlet

region and it becomes negative further downstream. This is attributed to the growth of

the enthalpy profile (thermal boundary layer) and its product with streamwise velocity.

Figure 4.14(b) also shows the influence of different thermal boundary conditions on the

componential contributions to the Nusselt number for case SCK→∞ and SCK→0. It is

evident that the boundary condition solely affects the turbulent radial heat flux HII , thus

causing the Nusselt number to reduce for the non-fluctuating wall enthalpy case SCK→0

by approximately 7%.

4.4 Conclusion

In this chapter we used DNS to investigate the effect of thermal wall boundary conditions

on developing turbulent pipe flows with CO2 at a thermodynamic supercritical pressure
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of P0 = 80 bar. The Reynolds number based on pipe diameter and inlet friction velocity

is Reτ0 = 360 and the inlet Prandtl number is Pr0 = 3.19. Two different wall boundary

conditions are studied, namely a case with fluctuating (SCK→∞) and non-fluctuating

(SCK→0) wall enthalpy. The boundary conditions correspond to the upper and lower limit

of thermal effusivity ratio K, respectively. To incorporate both thermal wall boundary

conditions, first, a simulation with a constant heat flux boundary condition (SCK→∞) is

performed. Then, for the other simulation, the mean wall enthalpy obtained from the first

simulation is used as the thermal wall boundary condition (SCK→0).

To compare the effects of different thermal boundary conditions on heat transfer to

supercritical fluid cases, we also performed DNS with constant property fluids that have

the same Reynolds number and Prandtl number as the supercritical fluid cases at the inlet

of the pipe. The results show that the wall temperature fluctuations at the wall have very

limited effect on the mean enthalpy and Nusselt number for constant property cases.

This result is in agreement with existing literature, where it was shown that the Nusselt

number is independent of the thermal boundary condition if Pr ≥ 1.

In contrast to the constant property cases, the heat transfer to supercritical fluids with

Pr ≥ 1 strongly depends on the thermal wall boundary condition. A significant increase

in Nusselt number and bulk enthalpy is observed if thermal fluctuations are allowed at

the wall. We found that the wall enthalpy fluctuations cause strong fluctuations in

density, viscosity and thermal conductivity, which consequently promote mass and

velocity fluctuations that increase turbulent shear stress and turbulent heat flux. A

quadrant analysis and FIK identities for both quantities confirms this result, which shows

that the turbulent shear stress and turbulent heat flux are attenuated for the

non-fluctuating wall temperature case. The present work provides clear evidence that

thermal effusivity ratio has a large impact on Nusselt number and skin friction for fluids

with large property variations.
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Chapter 5

In the final chapter of this thesis, the overall results from this research are summarised

and conclusions are drawn regarding the contribution of this thesis to the subsequent

development in this field of research. Recommendations based on the results presented in

this thesis will be given for the direction of future research.

5.1 Conclusions

The simulations performed in the course of the research work were aimed at developing

a better understanding of turbulent heat transfer in flows at supercritical pressures.

Previous turbulence models have largely failed in this regard due to their inability in

capturing the highly non-linear nature of the physical phenomena encountered under

these conditions. Also experiments have a limitations, since very detailed visualisations

of the flow are very difficult to obtain for flows in supercritical conditions. Utilising

high-performance computing resources in order to carry out fully resolved numerical

simulations of the Navier-Stokes equations of flows at supercritical pressures can

provide more detailed insights. The aim of this thesis was therefore to use DNS to study

the effects of strong thermophysical property variations on turbulent heat transfer at

supercritical pressures.

To this end, an in-house DNS program was developed to solve the low-Mach number

approximation of the Navier-Stokes equations in cylindrical coordinates in a spatially

developing pipe flows with CO2 as working fluid at a thermodynamic pressure of P0=

80 bar (Pcr = 73.77 bar). The Reynolds number based on the pipe diameter and friction

velocity at the pipe inlet was Reτ0 = 360 and the inlet Prandtl number was Pr0 = 3.19. To

incorporate large variations in thermophysical properties within the pipe flow, a constant

wall heat flux is applied such that the pseudo-critical temperature occurs close to the pipe

wall. To have realistic turbulent inlet boundary conditions, a separate simulation of a

periodic isothermal pipe was run to generate a library of turbulence data.

The core results of this thesis consist of two main parts, (1) the effect of large

thermophysical property variations and buoyancy on the mean flow was studied (chapter

3) and (2) the effect of different thermal wall boundary conditions was investigated on

turbulent heat transfer to supercritical fluids (chapter 4). The overall results of each part

are summarised below.

Turbulent statistics, such as turbulent shear stress, radial turbulent heat flux, turbulent

kinetic energy and its shear and buoyant production rates for flows with forced and

mixed convection in upward and downward flows have been reported. The results

showed that, in the case of forced convection the flow acceleration due to thermal

expansion causes a reduction in turbulent kinetic energy (deteriorating turbulence),

which causes the pipe wall temperature to increase in the downstream direction. Similar

results were observed for upward mixed convection cases with small buoyancy, but with

a higher reduction in turbulence and hence a further increase in wall temperature. Flow

acceleration effects in the pipe flow are magnified due to the fact that the influence of

buoyancy and thermal expansion, which causes these effects, both act in the direction of

the flow and thereby reinforce each other. Increasing the buoyancy effects in upward
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flows to moderate values, the turbulence deterioration is followed by a recovery of

turbulence towards the end of the pipe. The wall temperature shows an increase, which is

higher than for the forced convection case in the deterioration region, whereas in the

recovery region the wall temperature is lower than in the forced convection case. In the

deterioration region, the Reynolds shear stress decreases (becoming negative) at

locations slightly away from the wall. Recovery starts after the Reynolds shear stress is

negative in most of the radial domain (except close to the wall). In the case of very high

buoyancy in upward flows the heat transfer deterioration is followed by a recovery of

turbulence. The deformation of the Reynolds shear stress profile to negative values starts

much earlier as compared to moderate buoyancy cases and reaches values that are larger

than the inlet. The role of structural and external effects of buoyancy on the heat transfer

recovery is more pronounced than in cases with moderate buoyancy. For mixed

downward convection with moderate buoyancy, the flow experiences an enhancement of

heat transfer along the entire pipe, except for a small region near the inlet. In contrary to

upward flows, buoyancy is in opposite direction to the flow and induces deceleration in

the near-wall region and acceleration at core region. The buoyancy production (structural

effect) in this case is always positive, which favours the turbulent kinetic energy.

We furthermore highlighted that higher order correlations with thermophysical

properties (density, thermal conductivity and viscosity) contribute up to 31% of the total

heat flux. This has been investigated by decomposing the wall heat flux into

contributions from turbulent, molecular and correlations that involve the fluctuations of

thermophysical properties. A smaller effect of property fluctuations on the mean

momentum was observed. However, they might play a large role in the energy budgets of

the Reynolds stresses.

We also derived two identities for the skin friction coefficient and the Nusselt number

from the streamwise momentum and energy equations, respectively. Using these

identities, we were able to investigate the componential contributions to skin friction

coefficient and Nusselt number.

Another important finding of this work is that averaging highly non-linear functions of

thermophysical properties leads to the Jensen inequality, which results in large deviations

between cp and cp(h̃). The analysis of DNS data showed that this deviation has a direct

relation with the enthalpy fluctuation; i.e. the higher the enthalpy fluctuations the larger

difference between cp and cp(h̃).

To examine the effect of bulk viscosity µb on heated turbulent flow at supercritical

pressures, a DNS of a forced convection case was performed by considering the

temperature-dependent bulk viscosity. No significant differences compared to the case

without µb = 0 were observed.

The second part of this work was devoted to investigating the effect of thermal wall

boundary conditions on the heat transfer rate. Two different wall boundary conditions

were studied, namely a case with fluctuating and non-fluctuating wall enthalpy, which

correspond to the upper and lower limit of thermal effusivity ratio K, respectively. To

incorporate both thermal wall boundary conditions, first, a simulation with a constant

heat flux boundary condition is performed. Then, for the other simulation, the mean wall

enthalpy obtained from the first simulation is used as the thermal wall boundary
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condition. To compare the effects of different thermal boundary conditions on heat

transfer to supercritical fluid cases, we also performed a DNS with a constant property

fluid that has the same Reynolds number and Prandtl number as the supercritical fluid

cases at the inlet of the pipe.

The results for constant property cases showed that differences in wall temperature

fluctuations at the wall have very limited effects on the mean enthalpy and the Nusselt

number for constant property cases. This finding is in agreement with existing literature,

where it was shown that the Nusselt number is independent of the thermal boundary

condition if Pr ≥ 1. Unlike for the constant property cases, the heat transfer to

supercritical fluids with Pr ≥ 1 strongly depends on the thermal wall boundary

condition. A significant increase in the Nusselt number and bulk enthalpy was observed

when the thermal fluctuations are allowed at the wall. We found that large enthalpy

fluctuations at- and close to the wall cause strong fluctuations in density, viscosity and

thermal conductivity, and consequently promote mass and velocity fluctuations that

increase turbulent shear stress and turbulent heat flux. These results are further

confirmed using quadrant analysis and FIK identities, where they showed that the

turbulent shear stress and turbulent heat flux are attenuated for the non-fluctuating wall

temperature (isothermal wall) case.

5.2 Recommendations for future work

Based on the results obtained in this thesis, several further questions can be addressed,

which are summarized in the following list:

• Turbulence modelling. Why turbulence models fail to predict the heat transfer to

supercritical fluids?

• Cooling under supercritical conditions. What will be the effects of heat rejection

(cooling) on turbulence statistics at supercritical pressures? Will the effects be the

opposite of heating?

• Bulk viscosity. What will be the effects of bulk viscosity on turbulent heat transfer

at pressures closer to the critical point?

• Conjugate heat transfer. How turbulence statistics will respond to changes in wall

thickness and thermal effusivity ratios?

In the following a list of recommendations to answer these questions.

Current turbulence models are incapable to reliably predict heat transfer to

supercritical fluids. Several effects will have to be taken into account if new models are

to be developed. These are: large property fluctuations and their correlation with

momentum and temperature, Jensen inequality and turbulent Prandtl number in case of

upward flows with large buoyancy forces.

Throughout this thesis, the process of heat addition to turbulent flows at supercritical

pressures has been investigated. However, the heat rejection is of the same importance
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from the application point of view. Therefore, a recommendation can be the simulations

of turbulent heat transfer, where the flow at temperatures higher that pseudo-critical

temperature enters the pipe with wall temperature lower pseudo-critical temperature.

A recommendation is to perform a study on the effects of bulk viscosity on turbulent

flows at pressures near the critical point, say P0 =76-79 bar for CO2, where the magnitude

and variation of bulk viscosity become significant.

One of the significant findings in this thesis is the effect of thermal wall boundary

conditions (thermal effusivity ratio K) on turbulence and heat transfer. Two boundary

conditions correspond to the upper and lower limit of thermal effusivity ratio (K → ∞
and K → 0) were investigated. This research can be elaborated by considering the

conjugate heat transfer problem by specifying the thickness and property of the solid

wall. Nonetheless, intermediate thermal effusivity ratios can be examined. Therefore, the

recommendation is to develop an in-house code to simultaneously solve the flow domain

and the unsteady heat conduction inside the solid walls and study different thermal

effusivity ratios.
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Appendix A

Here, we show how the FIK identity for the skin friction coefficient and the Nusselt

number in spatially developing pipe flows can be derived. We use a similar mathematical

methodology for derivation of the skin friction coefficient in a fully developed pipe flow

derived by Fukagata et al. (2002). To derive the FIK identity for the skin friction

coefficient we start from the mean streamwise momentum equation
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∂r
+

1

r

∂rρu′′r u′′z
∂r

+
∂ρũzũz
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The integration of Eq. (A.1) over r gives the relation between the local wall shear stress

τw and bulk quantities, i.e.,
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Next, we subtract Eq. (A.2) from Eq. (A.1),
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∂r
+

1

r

∂rρu′′r u′′z
∂r

+
∂ρũzũz
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The relation for componential contributions to the local skin friction coefficient can be

obtained by applying double integration, i.e.,
R∫
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rdr to Eq. (A.3) as
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where C f ,FIK = 2τw/ρbU2
b

and 〈 〉 indicates the following operation

〈Φ(r, z)〉 = Φ(r, z) − 2

R2

R∫

0

Φ(r, z)rdr. (A.5)

The same procedure can also be applied to decompose the Nusselt number NuFIK . In

order to derive the FIK identity for the Nusselt number we start from the mean energy

equation
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The integration of Eq. (A.6) over r gives the relation between the local wall heat flux Q

and bulk quantities as follows,
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Next, we subtract Eq. (A.7) from Eq. (A.6),
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∂ρũzh̃

∂z

)
rdr

+
∂ρu′′z h′′

∂z
− 2

R2

R∫

0


∂ρu′′z h′′

∂z

 rdr

− 1

Reτ0Pr0

1

r

∂

∂r

rα
∂h

∂r

 −
1

Reτ0Pr0

1

r

∂

∂r

rα′
∂h′

∂r

 −
2Q

R

− 1

Reτ0Pr0


∂

∂z

α
∂h

∂z

 −
2

R2

R∫

0

∂

∂z

α
∂h

∂z

 rdr



− 1

Reτ0Pr0


∂

∂z

α′
∂h′

∂z

 −
2

R2

R∫

0

∂

∂z

α′
∂h′

∂z

 rdr

 = 0.

(A.8)

By applying double integration to Eq. (A.8) the relation for componential contributions

to the local Nusselt number is obtained as
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where NuFIK = Q/
(
αb(hwall − hb)

)
.
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