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Summary

Problem situation
In order for the Netherlands to reach CO2 neutrality by 2050, large investments in zero emission tech-
nologies are needed. These investments would comprise out of renewable energy generation, higher
energy efficiency alternatives and electrification of end uses. Allthough climate mitigation has become
an ever growing societal concern since the ratification of "het klimaatakkoord", progress in the industrial
sector has been seriously lagging in the Netherlands. In 2021 the reduction of CO2 emissions in the
Netherlands stagnated and the emissions of the industrial sector actually slightly rose. So too in the
Port of Rotterdam, where the chlorine cluster is not showing any significant CO2 reductions. There are
several potential explanations why there is a gap between what should be invested and what actually
is invested. They define the gap as, ’the apparent reality that some technologies that would pay off for
adopters are, nevertheless, not adopted’. So, why do decision makers under invest in zero emission
technologies? The explanations of fall into two broad categories:

• Market barriers • Behavioural barriers

Research question
Following the problem situation, this thesis focused on researching to what extent market & behavioural
barriers contribute to the investment gap in the Port of Rotterdam Chlorine cluster, by incorporating both
market and behavioural barriers in a quantitative investment model. The incorporation of these barriers
in the model result in a range of investment types, some of them non-optimal and varying in perspectives
on valuing the future. By simulating technology adoption under the assumption of this range of varying
configurations of market and behavioural barriers, it is possible to determine the effect of those two
categories of barriers on technology adoption at the PoR chlorine cluster. The obtained insights of this
research feed into the larger study of quantitative decision models for the industrial sector. Where the
following main research question is answered:

What is the effect of market and behavioural barriers on zero emission technology adoption at the PoR chlorine
cluster?

Research approach
To answer the main research question, the model represents the PoR chlorine cluster on a highly detailed
level and bases it’s technical system’s configuration on a thorough plant-process-product & zero-emission
technology inventarisation. These two inventarisations give the current and possible future configuration
of the PoR chlorine cluster’s technical system. Consequently, this makes it possible to explicitly model
the technology stock at the chlorine cluster and determine technology adoption on an asset level. The
market & behavioural barriers are represented by 8 evaluation types. These evaluation types represent
8 varying configurations of the market & behavioural barriers. Consequently, a scenario analysis was
conducted with the model.

Results
The scenario analysis resulted in transition pathways, total CO2 emissions and total cash flows between
2022-2050. The model results show that the incorporation of market and behavioural barriers lead to
postponed adoption of zero emission technology adoption. This is reflected by the lower number of
years that these alternatives are installed between 2022 and 2050. The lower adoption lead to an increase
of 288% total CO2 emissions between 2022-2050, compared to the optimal solution. Underneath, the key
findings from the model results are presented.
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• The market & behavioural barriers lead to less zero emission technology adoption, compared to the
normative baseline benchmark. Additionally, the barriers explain the existence of the perceived
investment gap.

• Most of the direct CO2 reduction can be achieved by decarbonising utility assets like steam boilers
and cracking facilities.

• The pay-back period of three years, which represents a risk averse investor, leads to postponed
zero emission technology investments.

• The build up of barriers is meaningful, because it makes it possible to identify interaction effects
between barriers.

First off, the results clearly show that the incorporated barriers lead to a significant deviation from
the normative baseline benchmark. This suggests that the incorporation of the theoretically sound
barriers lead to very different results compared to the currently used normative optimisation models.
The incorporation of the barriers show that the optimisation models overestimate the adoption of zero
emission technology and might suggest why there is a perceived investment gap. As stated in the first
chapter, according to the investment gap there should be made more investment than there are currently
being made. But the results from this thesis suggest that it seems logical that these investments are not
being made because of the mostly the perceived uncertainty and risk appetite of the companies at the
cluster.
Secondly, the model results show that the quickest gains can be made by decarbonising the utility assets
at the chlorine cluster. This is where the most direct CO2 emissions are produced. In addition, the
secondary emissions could be drastically reduced by the consumption of renewable electricity, due to
the large consumption of electricity at the chlorine cluster’s production processes. The placement of
electric and biomass boilers to reduce the industry’s direct emissions, as well as zero-gap membrane
electrolyzers to tackle the industry’s electricity consumption, and thus its indirect emissions.
Third, the used level for the pay-back period strongly influences the adoption for zero emission technol-
ogy, as depicted by the results from decision evaluation type bounded rationality and split incentives.
The companies at the PoR chlorine cluster use a pay-back period of three years in order to select their
alternatives. Due to the large CAPEX of the zero emission technologies, the three years pay back period
is too short to adopt new technology. So, the risk averseness of the investors leads to the postponement
of technology adoption.
Lastly, the build-up used for the model experimentation is meaningful, as it identifies the interaction
effects between barriers. This is best seen in decision evaluation types ’access to capital’ and ’all market
barriers’. Here, the limited access to capital results in lower total emissions as some of the high CAPEX
polluting alternatives which have low OPEX are not adopted because it is not possible. There the
somewhat lower CAPEX alternatives with high OPEX are adopted earlier. This is also due to the effect
imperfect information and hidden costs have on the relative attractiveness of the technology alternatives.
In a next study it would be interesting to conduct a full factorial experiment with the barriers to fully
study the relative impact and interaction affect of the barriers on technology adoption.
These results suggest that the theoretically sound market & behavioural barriers might explain the
investment gap. The model results suggest that the normative optimisation models gravely overestimate
the future savings of zero emission technologies, underestimate the upfront & operating costs and fail
to account for the subjectivity of investment decision makers.

Recommendations
The insights from this master thesis result in the following key recommendations for investment decision
makers:

1. Consider the incorporation of market & behavioural barriers in investment models for the industrial
sector.

2. The companies at the chlorine cluster should adjust their currently used decision acceptance criteria
to further decarbonize the cluster.
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3. Policy should be made to increase the relative attractiveness of sustainable utility assets at the
cluster to achieve large CO2 reductions.

4. Proceed with the Brine recirculation alternative, as it seems to be profitable in all the scenario’s.

5. Water Energy Intelligence (WEI) should dedicate to the expansion of the model and create a support
base among the Harbour Industrial Complex Rotterdam-Moerdĳk.

First off, investment decision makers should become more aware that zero emission technology invest-
ment is subjected to various market & behavioural barriers. As the model results show a discrepancies
between normative benchmark optimizing and non normative optimisation, in case of the PoR chlorine
cluster. This result is juxtaposed from the perceptions of the experts at Nobian and Westlake. They
did acknowledge that the considered barriers are theoretically sound, but did not perceive them as thus
impactful to consider in their investment models. Therefore, the recommendation to incorporate market
& behavioural barriers in investment models to more incorporate more of the possible costs and benefits.
This leads to a far more accurate representation of technology adoption and might prove insightful for
possible paths of decarbonisation. Also, the industrial sector should alter their decision acceptance cri-
teria to a less risk averse ones. As is clearly seen for some of the alternatives in the model results file, the
pay-back period of three years strongly impacts the adoption of zero emission technologies. Eventually,
we will probably achieve a situation where the zero emission technology alternatives are within the mar-
gin of a three year pay-back period. A situation with a extreme surplus of cheap renewable electricity,
more proven technology and higher CO2 prices. However, the time that we lose with the postponement
of adopting zero emission technology might lead to irreversible negative consequences for society.
Secondly, as shown in the results from 6, the pay-back period chosen by the companies strongly influences
the postponement for the adoption of zero emission technology. This in turn leads to lower profits for
the companies over time and an increase in total CO2 emissions. Therefore, it is recommended for the
companies to use less risk averse decision acceptance criteria.
Thirdly, a recommendation to policy makers. As explained earlier, the large and cost-effective gains
regarding (CO2) emission reduction can be made in the utility alternatives for the chlorine cluster. These
are mainly the utility technologies responsible for heat and steam production. Financial stimulation of
these specific technology alternatives could make quick gains in CO2 reduction by the subsidisation of
these technologies and higher taxation on gas use & CO2 costs.
Fourthly, the model results show that the brine recirculation alternative between Nobian and Westlake
is profitable under almost every circumstance. Therefore, it is suggested to proceed with the alternative
and scale the project up from the demonstration site to full scale recirculation. Of course, this recom-
mendation is only based on the financial profitability of the project and the companies should consider
the desirability of further interconnection & interdependence.
Lastly, WEI should dedicate to the expansion of the model with more of the PoR industrial cluster and
simultaneously create a support base among these companies for the use of the model. This thesis
has proven the functionality of Linny-R by being able to present possible transition pathways on an
asset level, in combination with CO2 reduction. Especially the ease of modelling in combination with
the graphically appealing representation of technical systems, should be reasons to adopt the Linny-R
modelling method. In light of the IMPETUS project the model could be expanded with the rest of the
industry in Rotterdam-Moerdĳk and result in a model that would give insight to all the relevant parties.
At the same time a strong support base for the model should be created among the potential users, in
order for the model to be accepted and actually be used in the future. To achieve that, WEI could opt for
a more cooperative modelling approach with the potential users and create a easily accessible version of
the model in the form of a online decision support system. A lot of inspiration could be drawn from the
ETM from Quintel.
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1
Introduction

1.1. Research Introduction
1.1.1. Investments needed to halt climate change
According to the 2022 Global Risks Report, climate change is the largest long-term threat facing humanity
[175]. The report states that climate change in the form of extreme weather events and biodiversity loss,
could lead to various devastating consequences to global society. Examples of consequences are: the
erosion of social cohesion, economic divergence and geopolitical tensions [183]. Although climate change
has not yet led to worldwide societal collapse, effects of climate change are already observed. Worldwide
temperatures are rising, drought and wild fires are starting to occur more frequently, rainfall patterns
are shifting, glaciers and snow are melting and the global mean sea level is rising [53]. Therefore, it is
imperative to mitigate climate change by reducing or preventing the emissions linked to human activities.
To limit the negative consequences of climate change, 196 countries pledged to contribute to limit global
warming in 2015 at the Paris Convention. The agreement has set out a global framework to avoid
dangerous climate change, by limiting global warming well below 2 degrees Celsius before the end of
this century [129]. In order to reach that goal, the complete reduction of greenhouse gas emissions is
needed and a radical change to the current energy systems [180].
Therefore, the Netherlands has translated the Paris Agreement into national climate action plan called
"Het klimaatakkoord" [115]. The klimaatakkoord contains more than 600 arrangements on how to
transition the current fossil-based energy systems towards sustainable energy systems. Eventually, this
should lead to co2 eq net neutrality by 2050.
In order to reach CO2 neutrality by 2050, various large investments in zero emission technologies are
needed. These investments would comprise out of renewable energy generation, energy conservation,
higher production efficiency, electrification of end uses and many more. According to the ’Planbureau
voor de Leefomgeving’ (PBL), an estimated 350 billion euro investment is needed between 2020 and 2040
in order for the Netherlands to achieve net neutrality by 2050 [132]. This investment will have to be
made by both public and private investors, as they will be essential for the financing and acceleration of
investments in the energy transition in the Netherlands [131].

1
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1.1.2. The investment gap: to what extent do market failures and behavioural expla-
nations contribute to the investment gap?

Allthough the signing of the Paris Agreement and klimaatakkoord were promising, progress has been
seriously lagging in the Netherlands [71]. In 2021 the reduction of total CO2 eq emissions stagnated and
the CO2 emissions of the industrial sector actually slightly rose [52] [122]. The apparent underachieve-
ment of national climate mitigation policies like the klimaatakkoord is unfortunately not uncommon.
An example is the collapse of the UK’s thermal improvement policy, the ’green deal’ or the American
congressional bill to cap-and-trade economic incentive schemes [167] [99]. So, what are explanations for
the apparent lack of progress regarding CO2 reduction? Following the report of Mckinsey and Com-
pany [120], there should be a yearly global CO2 reduction of 11Gt per year by investing in cost-effective
sustainable technologies. These investments are currently not being made, although there are enough
cost-effective alternatives according to Mckinsey and company [120] [77]. According to generally ac-
cepted economic theory, a profit-maximising company should invest in energy efficient or zero-emission
technologies whenever future savings outweigh the upfront cost [97].

Figure 1.1: Abatement cost curve [120]

According to Gerarden et al.[68] there are several potential explanations why there is a gap between what
should be invested and what actually is invested. They define the gap as, ’the apparent reality that some
technologies that would pay off for adopters are, nevertheless, not adopted’. Although the authors focus
on the specific case of energy efficiency investments, the explanations can also applied to zero emission
technology adoption following Knobloch & Mercure [97]. So, why do decision makers under invest in
zero emission technologies? The explanations of Gerarden et al. [68] fall into two broad categories:

• Market failures • Behavioural explanations

Market failures like information problems, capital market failures and energy market failures might be
explanations for the apparent existing investment gap. In addition to that, bounded rationality and
systematically biased beliefs might be explanations from a behavioural perspective [68]. Allthough
they conclude that these two categories of explanations are theoretically sound, they address that there
is currently only limited empirical evidence that these two categories might be explanations for the
investment gap. The authors therefore state that future research could contribute to the validity of these
explanations and the degree to which each category contributes to the investment gap. This in turn
could be relevant for a better understanding of the investment gap. Therefore, this thesis aims to further
explore the investment gap.
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1.1.3. The Port of Rotterdam chlorine cluster as a case
To examine to which degree the market failures and behavioural explanations play a role in the investment
gap, this thesis uses the Port of Rotterdam (PoR) chlorine cluster as a case. Hereunder a description
of the Dutch industrial sector and the chlorine cluster is given. Followed by three arguments why this
specific case is chosen.
As a large producer of industrial products and user of energy, the PoR is responsible for a sizeable
amount of Green house gas (GHG) emissions per year. With 18,7 CO2 eq megatons in 2019, the PoR
is responsible for 37,9% of the total Dutch industrial emitted GHG [121]. Especially the chemical and
petrochemical industries at the PoR are a driving force behind the high emission levels [122]. The
emission intensity of these two sub sectors is almost five times higher than that of the other industrial
sub sector, according to the CBS [24]. The PoR has the obligation to reduce 10 megatons by 2030 and
reach CO2 net neutrality in 2050 [114] and thus has a large challenge ahead.
Most of the Dutch industrial sector is concentrated in industrial clusters. Industrial clusters are collections
of industries with high levels of co-location in terms of employment and production [41]. In these clusters,
separate industries engage in a collaborative approach to gain competitive advantage involving physical
exchange of materials, energy and/or other by-products [30]. The physical exchange within the cluster is
facilitated by an interconnected infrastructure of pipelines, power-lines and transportation infrastructure.
The Netherlands has six industrial clusters spread around the country, of which the harbour industrial
cluster Rotterdam-Moerdĳk is the largest with over 120 industrial companies. During this thesis the
harbour industrial cluster Rotterdam-Moerdĳk will be referred to as the Port of Rotterdam (PoR).
The PoR chlorine cluster is highly interconnected part of the PoR where four companies are exchanging
chlorine, caustic soda, hydrogen and hydrochloric acid among each other. The four companies within the
cluster are called Nobian, Westlake, Shin-Etsu and Huntsman. These companies combined, emit around
270 kton of CO2 per year [122]. Although there are various zero emission technology alternatives for the
chlorine cluster, there have been no large sustainable investments at the chlorine cluster. As is reflected by
the yearly figures of the PoR company and which is also reflected in the combined production & emission
figures of the CBS that were mentioned above [145]. Think of zero emission technology alternatives that
aim to, electrify production processes, gain higher process efficiency and enable the use of carbon capture
storage (CCS) [96].
The PoR chlorine cluster as a case is chosen because of the following arguments:

• Investment gap is also noticed at the PoR chlorine cluster

• Following the suggested directions for future research from Scherpbier [151]

• Availability of data for the PoR chlorine cluster

Just as the industrial sector in general, the chemicals sector also has a large CO2 reduction potential with
negative abatement costs [120]. An example of an investment that should have been made is an e-boiler at
Westlake Epoxy. The e-boiler uses electricity to produce heat for the epoxy production process. Westlake
Epoxy currently uses refinery gas that they receive from Shell, to use in their combustion boiler [17].
Following a simple NPV calculation with a discount rate of 3 percent, an e-boiler that delivers the same
heat output would save Westlake around 112 million euros over it’s entire economic lifetime. As the
CAPEX of an gas boiler is higher and fuel + CO2 costs are higher than using electricity as an energy source
[24]. Following, this simple calculation (shown in appendix A) shows there is a viable decarbonisation
option for the chlorine cluster. However, there have been no large sustainable investments at the PoR
chlorine cluster, as is reflected by the yearly figures of the PoR company [145]. Is this due to market
failures or behavioural explanations or the two combined?
The second reason for choosing this case is based on the suggested directions for future research from
Scherpbier [151]. Scherpbier performed an analysis of decarbonization pathways in the salt and chlor-
alkali industries in the Netherlands. He states that the focus should be taken wider and industries closely
related to the salt-chlor-alkali chain, like the Dutch plastics manufacturing industry should be included
in one study. As he mentions: "to obtain a complete understanding of the necessary decarbonization
measures in a specific industry, one must also gain a complete understanding of the Dutch industrial
sector as a whole" [151]. The Dutch chlorine cluster is a good example of a site, where multiple
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manufacturing chains are located together and closely integrated. So, by choosing the entire chlorine
cluster as a case, further insights about the energy transition in the Dutch industrial sector can be gained.
Lastly, the availability of data is favorable for this case. That is due to the openly available data of
the MIDDEN-database and the information available via the internship at Water Energy Intelligence
(WEI). The MIDDEN-database contains information on the current energy and material use of the
manufacturing industry the Netherlands and it’s options for decarbonisation of its processes [133].
Secondly, WEI is currently affiliated with the European Water-mining and IMPETUS projects [181] [87].
Both of these projects have sub projects where the PoR chlorine cluster is addressed. Therefore, this
internship gives access to expert contacts within the PoR chlorine cluster.

Figure 1.2: The locations of the four PoR chlorine cluster’s companies.

1.2. Core concepts to investment
To further elaborate on the previous section, three core concepts are discussed in this section. These
concepts are investment decision-making, quantitative decision support methodologies and market &
behavioural barriers to investment.

1.2.1. Investment decision-making: effective allocation of capital
As mentioned in the previous section, large investments in zero emission technologies are needed at the
chlorine cluster in order to reach CO2 net neutrality by 2050. In the context of energy transitions, the
main question is how to use investment capital to transition from fossil fuel based technologies towards
renewable or less polluting technologies [148]. As effective allocation of investment capital is key to
corporate success [7]. Therefore, this subsection introduces the concept of investment decision-making.
Investment decision-making is defined as an investor’s action to invest funds in several investment
options, both in the physical and financial assets [79]. Think of physical investments like machinery
or buildings; or of financial investments like stocks or bonds [177]. According to Virlics [177], decision
analysis in economic theory states that the decision making is based on the following two points:

1. An objective analysis of the investment’s possible outcomes and its calculated payoff.

2. On the subjective perspective of the investor.

Making use of an investment analysis is a common practice to structure the way decision makers handle
the risk, uncertainty and expected stream of payoffs [59]. Risk is defined as the chance that the outcome
of an investment’s actual gains will differ from an expected stream of future payoffs [63]. By conducting
an investment analysis, the decision maker can identify the factors that are responsible for the largest
risks of a investment project. Uncertainty and risk are always present in an investment, if that has
more than one possible outcome [14]. This uncertainty and risk should be identified and analysed.
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An investor can decide what to do regarding this uncertainty based on the results of his analysis of
risks, he can decide how to manage these risks and whether to invest or not [177]. Secondly, investors
perceive risk, uncertainty and future pay offs heterogeneously. According to Virlics [177] the subjectivity
is based on the involvement of psychological and emotional factors. This manifests itself by the fact
that decision makers also make investments based on his/hers personal knowledge of the investment
project or personal risk perception, which are subjective factors [81]. She concludes with the remark
that investment risks should be analysed from a behavioural perspective and not solely as an objective
component [177].
An example of a investment decision analysis method, that both incorporates the objective analysis and
subjective perspective of the investor, is shown in figure 1.3. This method combines objective techniques
of operations research and system analysis with professional judgements and values. The combination
of the two can be used to quantify likelihoods of various consequences of alternatives.
The first step is dedicated to the structuring of the decision problem and includes the finding of alter-
natives and the specification of the decision maker’s objectives [93]. The second step determines the
possible impacts for each alternative. This is presented for example as a set of possible consequences and
the probabilities of them occurring. Third, "are the potential benefits of having things go right worth
the risks if things go wrong [93]". This step is about the risk attitudes of decision makers and it aims
to created a model of values to evaluate the alternatives. This is can be done in a structured discussion
between a analyst and a decision maker, to quantify value judgements about the effect of alternatives.
The last step is dedicated to the evaluation and comparison of alternatives.

Figure 1.3: Methodology of decision analysis decomposed in four steps [93]

When it comes to the type of investments decision makers make in the industrial sector, mainly two
types occur [110]:

1. Expansion investments 2. Replacement investments

The expansion investments are typically characterized by a large upfront investment, followed by a flow
of uncertain future pay offs. Think of the expansion of production capacity or the investment in a new
production line. The replacement investments on the other hand usually entails determining the optimal
moment to replace an aging asset with a new asset that performs minimally as good as the previous
asset. Where in the case of the PoR chlorine cluster, Nobian could invest in an electric boiler to replace
it’s aging combined heat and power (CHP) plant for the production of heat [110].

1.2.2. Quantitative decision support models play an important role in decision mak-
ing

As of late, there is an increasing awareness of the complexity of investment decision making. Which is
reflected in the increased use of quantitative models to enhance the effectiveness of decision-making, see
for example [89] [85] [23] [179]. The models offer the decision maker insights to make better decisions,
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by making predictions of risk and future payoffs [9]. In the light of assessing long term investments, like
zero emission technology at the PoR chlorine cluster, precludes the use of quantitative decision support
models. Given that the energy transition of the PoR chlorine cluster is subjected to conditions of large
risks & uncertainty [102] [94].
Several types of models can be used for decision support. Chappin et al. [26] defines two main
conceptually different models used to study energy and climate policy in energy systems like the chlorine
cluster. These two main groups of models are techno-energy system models (TES) and agent-based
models (ABMs). The TES models are commonly applied for investment assessments, according to
Nerini [123] and Moallemi [116]. As, TES models provide a holistic approach towards the configuration
and operation of such systems, and facilitate the optimal trade-off between energetic, economic and
environmental performances [168]. These models are mostly optimisation models, which find a pathway
or final state of the energy system under consideration. This approach leads to finding a least cost solution
[26]. Further examples of TES models are, the myopic investment models of Poncelet [138], Sagdur [149]
and Nerini [123]. Also, Agent-Based Models (ABM) have shown great potential for modelling energy
systems [74]. Instead of determining optimal transition pathways, these models assume a descriptive
approach. Where these models don’t assume perfect information and optimal behaviour, but rather aim
to capture system level behaviour out of the individual behaviour of its economic agents [25]. The agent-
based models can provide an understanding of the emergent properties of many interacting elements
in complex situation where intuition of decision makers fail [147]. The core of the methodology is
the definition of different heterogeneous agents rather than treating all the model agents as a single
representative agent.

1.2.3. Market & behavioural behavioural barriers
This subsection explains the introduced categories that explain the investment gap to zero emission
technology adoption [68]. Where market failures and behavioural explanations are addressed.

Market failures
First off, the market failures to investment. Many studies attempt to explain the investment gap ac-
cording to the neoclassical economic theory, where a representative agent adopts cost-minimizing or
utility-maximising technology alternatives. Sutherland [163] for example, argues that it is rational for
decision makers to reject sustainable technologies, because of risk & uncertainty. The large uncertainty
of future energy prices, policy uncertainty and uncertainty about the profitability of investments make
the investment appraisal very difficult. Especially when considering that the risks & uncertainties lead
to many investments turning out less profitable than they seem to be, according to Mercure [111]. The
complexity and uncertainty that go hand in hand with large investments present serious challenges to
decision makers charged with their appraisal [42].

Behavioural explanations
The market failures explain a part of the investment gap, but other authors question the realism of
investment decision behavior in classic economic theory [39][72]. These authors address the behavioral
barriers to zero emission technology adoption [137][102]. Li [102] for example, states that decision makers
do not always exhibit cost optimising behaviour. This is for example noticed in the under-achievement
in energy efficiency programs [46]. Where rational economic analysis indicates that cost-effective zero-
emission technology should be adopted, but is apparently prevented by decision makers acting under
behavioural reasoning [102]. Thirdly, the modeling flaws found by Gerarden et al. [68]. The modeling
flaws refer to the errors made in models, regarding understated costs of technology adoption, ignoring
heterogeneity among decision makers and the incorrect modeling of discount rates.

Taxonomy of six barriers to zero emission technology investment
Sorrel et al. [159] have developed a taxonomy of six barriers to zero emission technology investment,
which depict the two above mentioned market failures and behavioural explanations. They define
of barriers as follows [159]: barriers comprise all factors that hamper the adoption of cost-effective
energy-efficient technologies or slow down their diffusion. This definition for barriers has been widely
adopted in scientific literature [97] [65] [171]. These barriers are regarded in contrast to a commonly used
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investment decision logic that only considers financial costs (investment costs and energy savings) and
perfectly rational cost-minimizing agents with perfect foresight and perfect knowledge. The barriers of
Sorrel et al. [159], depict four market barriers in the form of risk, imperfect information, hidden costs
and access to capital. Besides four market barriers, Sorrel also identifies two behavioural barriers: split
incentives and bounded rationality.
Risk is concerned with the short paybacks required for zero emission technology investments may
represent a rational response to risk. This could be because such investments represent a higher technical
or financial risk than other types of investment, or that business and market uncertainty encourages short
time horizons [159].
Imperfect information can occur when a decision maker does not have information regarding a technol-
ogy alternative or any other information relevant to an investment. Lack of information on sustainable
technologies may lead to cost-effective opportunities being missed [159].
The hidden costs in engineering-economic analyses may fail to account for either the reduction in
required utility associated with energy efficient technologies, or the additional costs associated with
them. As a consequence, decision makers may overestimate energy efficiency potential. Examples of
hidden costs include overhead costs for management, disruptions to production, staff replacement and
training, and the costs associated with gathering, analysing and applying information [159].
When a company has insufficient access to capital through internal funds, and has difficulty raising
additional funds through external financing, energy efficient investments may be prevented from going
ahead. Investment could also be inhibited by internal capital budgeting procedures, investment appraisal
rules and the short-term incentives of energy management staff [159].
Decision makers are not rational in reality and behave bounded rational. Due to constraints on time,
attention, and the ability to process information, decision makers do not make decisions as assumed in
common economic models. As a consequence, they may neglect energy efficiency opportunities, even
when given good information and appropriate incentives [159].
Energy efficiency opportunities are likely to be foregone if actors cannot appropriate the benefits of the
investment. For example, if individual departments within an organization are not accountable for their
energy use they will have no incentive to improve energy efficiency. This barrier results in so called split
incentives [159].

Figure 1.4: Taxonomy of investment barriers [159]
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1.3. Research gap
The conducted literature research has given a better understanding on currently used quantitative
decision support models that can be used to support the investment decision making process. The used
research strategy for this literature research is shown in table 1.1. The literature was retrieved from
Google Scholar and Scopus. Moreover, the snowballing and citation search method were used, mainly
in the literature review papers.

Table 1.1: Search terms used for the research gap

Keywords Industrial sector Sustainable Market barriers Quantitative decision support
Industry Renewable Behavioural barriers Models
Port of Rotterdam Energy transition Investment gap StudySynonym

Investment decision making

This conducted literature research led to the following research gap:

Research gap: Current quantitative decision support models for energy systems fall short in representing market
& behavioural barriers.

The research gap is explained by an explanation of currently used models and followed by the shortcom-
ings of currently used models. Lastly, by the suggestion of a optimisation model that both incorporates
market behavioural barriers and includes investment behaviour.
Currently used Quantitative Decision Support models
Decision makers at the chlorine cluster can use various types of quantitative investment models to
support the investment decision-making process [67]. The models represent certain characteristics
or behaviors to show the eventual real effects of alternative conditions and courses of action [168].
The currently used models for quantitative decision support methodologies (See table 1.2) prove to
be mostly techno-economic energy system models, in the form of bottom-up optimisation models &
myopic optimisation models or Agent-Based models. The optimisation models are appropriate to use
for normative exploration and identification of desirable future configurations of systems [111]. The
models are set-up to either maximize or minimize an objective function under various case-specific
constraints. Given that they are very detailed and tested, they have proved as effective and useful
tools for problem solving in the power and supply sector [13]. As mentioned in the core concepts, it is
imperative for decision makers at the PoR chlorine cluster to effectively allocate their capital. Therefore,
the normative characteristic of optimisation models is suitable for the PoR chlorine cluster’s decision
makers. The agent-based models on the other hand focus on the simulation of actions and interactions
of agents in order to understand the behavior of a system. Where the agents can represent unique
actors or decision makers that are behaving under a set of rules and recognizes differences among the
modeled agents [126]. In contrast to an economic model where all the agents are assumed to be identical
is called a representative agent model. The agent based models are suitable for the exploration of long-
term investment planning under other assumptions than the optimisation models. The agent-based
models can for example explore the heterogeneity of actors, consequences of imperfect expectations and
investment behaviour outside of ideal conditions [26].
Shortcomings currently used models
In table 1.3, the barriers and models that have been introduced in sections 1.2.3 & 1.3 have been compared.
The table shows which barriers per model have been incorporated. Models that focus on the energy
transition should pay attention to different forms of investment behaviours and characteristics of the key
stakeholders involved in the transition according to Mercure [111]. Mercure states that paying attention
to the behaviours and characteristics is needed to understand the barriers that such aspects could pose
to reaching a sustainable transition. However, table 1.2 shows that almost none of the models include
the barriers to investment. 12 of the 16 models are optimisation models, of which none include all of the
barriers. The ABM models are able to incorporate all the barriers, but ABM models are less suitable in
determining under which conditions the most effective allocation of capital can be realised. Therefore
the shortcomings of the currently used models come down to the following three points:

1. Most of the optimisation models do not incorporate all market & behavioural barriers.

2. Optimization models neglect the inclusion of investment behavior.
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3. Agent-based models are not suitable to determine how to optimally allocate investment capital.

Table 1.2: Currently used quantitative models

Model Reference Sectors modeled Approach
DNE21+ [124] Iron and steel + energy supply Optimisation model
MARKAL [69] Industry + energy supply Optimisation model
AIM [91] Iron and steel Optimisation model
TIMES [104] Energy systems Optimisation model
ETEM [48] Energy systems Optimisation model
OSeMOSYS [86] Electricity Optimisation model
EnergyPLAN [106] Energy systems Optimisation model
EINSTEIN [153] Industry Optimisation model
OSMOSE [127] Industry Optimisation model
BRAIN-Energy [10] Energy systems Simulation model
PowerACE [155] Electricity Simulation model
BLUE [102] UK Energy system Simulation model
GPM [97] Mobility sector Simulation model
LUSYM [138] Electricity Linear partial equilibrium model
MIDO [149] Electricity Myopic optimisation model
MY-UK TIMES [123] UK Energy system Myopic optimisation model

While these optimisation models are very useful for providing the optimal solution via their normative
approach, they are unable to characterise and explain regularities in the choices that people are supposed
to make. As, the normative approach of optimisation models provide an account of the choices that
should be made. Secondly, the current optimisation models do not fully consider the investment behavior
of real-life decision makers and the possibility that these decision makers may not be fully rational. [172].
These models assume perfect foresight and rational investment behavior by neoclassical behavioral
assumption [31]. They neglect attention to the actors’ bounded-rationality [88]. In reality, decision
makers do not have access to perfect foresight at the time of the decision making and are not able to
completely analyse all the available information, thus cannot behave as rational actors [66][138][88][116].
In addition, a decision maker at the chlorine cluster does not have insight in future energy prices,
future climate policy regulations or profitability of an investment, especially over a long time-horizon
[111]. Thirdly, these models do not account for actor heterogeneity. The optimisation models assume
homogeneous and rational economic actors [8]. This leads to the fact that the models do not include
differences among actors. Li [102] argues that, because of the influence of actors on decarbonisation
pathways, actors’ heterogeneous and non-optimal behaviours should gain a central role in energy system
models. Therefore, despite their high degree of technological detail and mathematical precision, these
models had to compromise on defining and aggregating decision-makers. For this reason Bale et al. [8]
argue that optimisation models are not be suitable to study real systems made of heterogeneous decision
makers.
The chlorine cluster in fact consists out a many type of actors, with varying actor-specific characteristics.
The Simulation models can capture (see table 1.2), especially the BRAIN-Energy [10] and GPM models
[97]. These agent based simulation models are able to capture the behavioural barriers mentioned in
the previous section, unlike the optimisation models. These behavioural barriers all have actor specific
origins and therefore a model that takes into account heterogeneity can incorporate these barriers. Even
though, these models show the modeling of barriers, they have not modeled industrial systems. The
BRAIN-Energy model was used to model energy systems in general and the GPM model used a mobility
study as a case. Allthough the ABM models are able to incorporate market and behavioural barriers,
they do not fit the purpose that decision makers at the PoR chlorine cluster would need. The decision
makers at the PoR chlorine cluster must allocate their investment capital most effectively in order to
achieve corporate success [7]. Because of the descriptive approach of ABM models, they are less suitable
for finding that normative result.
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Table 1.3: Currently used models and incorporated barriers (OM = optimisation model, SM = Simulation model, LPEM = Linear partial equilibrium model)

Model Approach Reference Risk Imperfect information Hidden costs Access to capital Split incentives Bounded rationality
DNE21+ OM [124]

MARKAL OM [69] X
AIM OM [91]

TIMES OM [105] X
ETEM OM [48] X

OSeMOSYS OM [86] X
EnergyPlan OM [106] X
EINSTEIN OM [153] X X
OSMOSE OM [127] X X

BRAIN-Energy SM [10] X X X X X X
PowerACE SM [155] X X X

BLUE SM [102] X X X X X
GPM SM [97] X X X X X X

LUSYM LPEM [138] X X X
MIDO Myopic OM [149] X X X

MY-UK TIMES Myopic OM [123] X X X

Suggested approach
So in short, the current optimisation models do not incorporate various market & behavioural barriers or types of investment behaviour. Even though it’s
claimed importance by multiple authors [68] [159]. However, the optimisation models are very suitable for finding the optimal allocation of capital, which is
required by users of decision support models in the industrial sector. Next, Although the ABM models do incorporate these the two categories of barriers,
they are not very suitable in determining the most effective allocation of capital due to their descriptive characteristics. So, the currently used models lack the
required functionalities to be useful as decision support methodologies in the industrial sector. Therefore, we argue for a model that does have the ability to
incorporate the barriers & investment behaviours and at the same time is suitable for finding the optimal solution for the allocation of capital.
An approach that could overcome the shortcomings is suggested by Mier and Azarova [113]. In their paper ’Investor type heterogeneity in Bottom-Up
Optimization models’, they argue for the expansion of current optimization models with the inclusion of various investment types. They introduce three
investor types that are heterogeneous in their investment cost specifications, financing costs and discounting. According to the results of their model, the
pace and rate for technology adoption is substantially different [113]. They have made the three types of investment behaviours, by representing them in
parameters. The same could argued for representing market and behavioural barriers, where several levels of investment decision making can represent
various configurations of barriers. This makes it able to research to what extent market and behavioural barriers contribute to the investment gap at the PoR
chlorine cluster.
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1.4. Research scope
1.4.1. Research objective
This thesis focuses on researching to what extent market & behavioural barriers contribute to the invest-
ment gap, by incorporating both market and behavioural barriers in a quantitative investment model.
The incorporation of these barriers in the model result in a range of investment types, some of them
non-optimal and varying in perspectives on valuing the future. By simulating technology adoption
under the assumption of this range of varying configurations of market and behavioural barriers, we
can determine the effect of those two categories of barriers on technology adoption at the PoR chlorine
cluster. The obtained insights of this research feed into the larger study of quantitative decision models
for the industrial sector.

1.4.2. Research questions
The identified research gap and research objective, lead to the following main research question:

What is the influence of market & behavioural barriers on investment decisions, at the PoR chlorine cluster?

The main research question is to be answered by the sub-questions depicted beneath:

1. What are possible zero-emission technologies that can be implemented at the PoR chlorine cluster?

2. How can we represent market & behavioural barriers in an investment model at the PoR chlorine
cluster?

3. What is the effect of market and behavioural barriers on zero emission technology adoption at the
PoR chlorine cluster?

1.4.3. Addressing the CoSEM perspective and relevance for WEI
This research is conducted to complete the curriculum of the master degree Complex Systems Engi-
neering and Management (CoSEM). Additionally, this thesis is carried out during an internship at WEI.
For both CoSEM and WEI this thesis is relevant. The CoSEM programme focuses on the design in and
of complex socio-technical systems. Following the description of the PoR chlorine cluster, the case for
this thesis can be seen as such a system. Furthermore, a typical CoSEM thesis has a clear technological
component, uses a system engineering approach, complex engineering issues are dealt with, CoSEM
methods are assessed to determine the impact of technical solutions an the subject covers values from
both the public and private domain. As this thesis considers a highly complex technical system and
determines the effect of complex barriers on the technological development of the PoR chlorine cluster,
this thesis would fit in the category of a typical CoSEM thesis. Next, for WEI this research is relevant be-
cause of the insights that are gained for this specific case and the possible use of this modelling approach
in regards to the Water-mining and IMPETUS project. Additionally, the model results give insights for
possible decarbonisation pathways at the PoR chlorine cluster.

1.4.4. Structure
Chapter 2 builds forth on the first chapter and it’s introduced topics. The second chapter identifies
methods to answer the research questions mentioned above. Next, chapter 3 analyzes the PoR chlorine
cluster and answers sub-question one. Followed by chapter 4, where we further dive into how we
can represent the barriers in an investment model and conceptualise several decision evaluation types
which are used in this thesis. In addition, chapter 5 explains how sub-questions one and two are
used to conceptualise the investment model and where a detailed explanation is given about how the
specifications of the model configuration for this thesis. Next, chapter 6 is dedicated to the application
of the model and use & analysis to answer sub-question three. Chapter 7, concludes the thesis with a
conclusion, discussion and recommendation.



2
Methodological framework

In this chapter, literature is reviewed in order to find methodologies to answer the sub questions formu-
lated in the previous chapter. First, in section 2.1 the plant-process-product analysis and zero emission
technology inventarisation are introduced to answer sub question one. They give an overview of the
entire PoR chlorine cluster’s technical system and propose a list of alternatives. Secondly, literature on
market & behavioural barriers, and how they are incorporated in current models, is reviewed to answer
the second sub-question. This method is used to represent market & behavioural barriers in the form
of decision evaluation types. Methods for the third sub-question, were also determined by reviewing
existing models in section 2.3. Also, this section explains why a modelling approach is chosen. The
section also elaborates on the scenario analysis method as a way to use the model. The fourth section
combines all the methods in a proposed approach in section 2.3. Lastly, section 2.4 gives a schematic
representation of the research activities and research questions that are conducted in this thesis, in a
research flow diagram.

2.1. Analysing the case: the PoR chlorine cluster
Two methods have been identified to answer the first sub-question. The first method is the Plant-product-
process analysis method. This method gives us a comprehensive overview of the current state of the
chlorine cluster. The second method aims to generate a set of alternatives by performing a zero-emission
technologies inventarisation. Zero-emission technologies are the technologies that could be employed
to achieve zero green house gas emissions. The three main zero emission technology classes that are
generally applicable across multiple industrial sub sectors are energy efficiency measures, fuel switching,
and carbon capture storage (CCS) [57]. This analysis eventually gives us a set of alternatives for possible
future configurations of the PoR chlorine cluster. Both of these methods are used in the industrial sector
for energy system related studies according to Scherpbier [151]. In the end, the results of this analysis
are used to construct a quantitative investment model.

1. What are possible zero-emission technologies that can be implemented in the PoR chlorine cluster

2.1.1. Rationale for choosing plant-process-product & zero-emission technology in-
ventarisation as methods

Sub-question one aims to attain the current state of the PoR chlorine cluster’s technical system and
technology alternatives that can be implemented at the cluster. Obtaining this information is important,
as the goal is to determine the effects of market & behavioural barriers on the adoption of technology
alternatives in the chlorine cluster. So, we conceptualize both the current and technology alternatives
applicable specifically to the PoR chlorine cluster, in order to explore possible future configurations.
There are several methods for analysing the current state of manufacturing processes like the ones at the
chlorine cluster. Most of these methods are based on the following two principles:

12
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• System definition

• Process balance

The system definition determines the level of detail of that is chosen to fit the purpose of the study. As
we want to know what the possible future configurations are on a asset level, the inventarisation of the
technical system should minimally on the same level. Next, the process balance aims to quantify all
the elements of the system. These are product flows, energy flows, emissions, waste, etc. A method
to analyse systems according to these two principles, is by a material flow analysis (MFA). The MFA
identifies a set of inputs and outputs of a manufacturing process and then relates these two to provide
information to a mathematical model that can be used to explore opportunities for technology adoption.
Therefore, this thesis conducts a MFA on the plant, process and product level in order to attain the
current state of the manufacturing systems of the chlorine cluster. Next, an inventarisation of zero
emission technologies makes it possible to explore future configurations of the cluster.

2.1.2. Plant-process-product inventarisation
In his master thesis [151], Scherpbier analysed both the chlor-alkali manufacturing industry and the
Dutch salt manufacturing industry. He states that the plant-process-product method can be used to
adequately analyse industrial manufacturing systems. This method is also used in energy efficiency
studies of the industrial sector by Wees and van Arkel [182]. The analysis considers three layers of an
industrial plant, the plant level, process and product level.
The data requirements are fulfilled by the MIDDEN database and additional desk research performed
where the MIDDEN database does not suffice. The MIDDEN database, short for Manufacturing In-
dustry Decarbonisation Data Exchange Network, contains information on current energy and material
consumption of the manufacturing industry in the Netherlands and options for decarbonisation of its
processes [134]. The database is structured in four data types GPD, PCD, TC and CD. The General
Plant Data (GPD) data set contains basic information about the industrial plants and includes high-level
estimates based on public information. Plant Configuration Data (PCD) links plants to the applied
technologies. It provides insights on which technologies are or can be applied, on annual production
capacities, load factor/utilisation rates, and may include the total annual consumption of certain energy
carriers. Third, Technology Characteristics (TC) specifies information on the technologies applied in the
plant configurations and information about the inputs and outputs of the processes. Additionally, the
data set elaborates on decarbonisation options by giving type of technology, the expected year of intro-
duction, upfront investment and operation & maintenance costs. Lastly, Commodity Data (CD) contains
a list of all the raw material, energy and product inputs and outputs represented in the database. Any
omissions in the MIDDEN-database are complemented with further desk research.

Plant level
The plant level collects general data about the company, its location, the years of construction, the
greenhouse gas emissions. This data level gives insight into how valuable and feasible certain zero-
emission technology investments are from the perspective of the company. The plant level inventarisation
makes use of the MIDDEN and GPD, PCD and TC dataset tabs. These tabs contain information about
about the information of Nobian, Westlake, Huntsman and Shin-etsu on plant level, see 2.1. The product
of this part of the analysis are the values of the variables shown in the table below for the four companies.

Table 2.1: Plant level variables and units

Variable Unit
Plant description [Description]

Total CO2 emissions per year [kt/year]
Plant production [kt/year
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Process level
The second level, is the process level. The process level gives a thorough description of the individual
process steps that are necessary to produce a certain product. This allows for the identification of possible
processes that are viable for alternative zero emission technologies. Moreover, within the considered
companies a range of data is gathered to create a detailed technical overview. Where process flow
schemes, physical and energetic inputs and outputs, chemical formulas and emissions are given. This
gives insight in how the entire value chain is build up and how a change within the an individual
process might affect the manufacturing chain [151]. Information on a process level can be found in the
TC database tab. The inputs and outputs of specific processes are given, as seen in table 2.2. The product
of this part of the analysis is to construct a process overview per company and the corresponding process
values.

Table 2.2: Process level variables and units

Variable Unit
Process description [Description]
Input per process [kt/year]

Output per process [kt/year]

Product level
Last, the product level gives an overview of the outputs sold by the considered companies. The analysis
of this level aims to gain a detailed description of the products, production volume, their applications
and trade prices. This is helpful in order to asses potential zero emission technologies investments.
The product level analysis is conducted by analysing the process overview maps made in the process
level analysis and information from the MIDDEN-database. Lastly, all of the variables of table 2.3 are
considered and their respective values collected.

Table 2.3: Product level variables and units

Variable Unit
Product description [Description]

Market value [kt/year], [PJ/year]
Main applications [kt/year], [PJ/year]

2.1.3. Zero-emission technologies inventarisation
After the plant-product-process analysis has made clear how the industrial plants are configured, it
becomes possible to identify possible zero emission technology alternatives to the base configuration.
Zero-emission technologies are defined as follows:

Zero emission technology refers to any form of technology that releases no greenhouse gasses to the atmosphere [1].

The generally applicable technologies for the industrial that are considered for this thesis are energy
efficiency measures, fuel switching and carbon capture storage (CCS) [57]. The data that results from
the zero-emission technologies inventarisation should be the type of technology, the renewed process
configuration, economic life time, capacity, investment costs, operation & maintenance (O&M) costs.
This list of technology alternatives is later on used in the quantitative modelling part of this thesis.
Lastly, this part of the analysis collects all the zero-emission technologies from the MIDDEN database.
Both the PCD and TC database tabs are used for this part of the analysis. The PCD tab depicts an
alternative technology for the base technology, which leads to a zero-emission configuration. Secondly,
the TC tab gives the investment costs and estimated technical lifetime of the installation. The information
that is retrieved from these tabs is shown in the table 2.4. These technologies are later on used in the
quantitative model, as investment options for the PoR chlorine cluster.
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Table 2.4: Zero-emission technologies variables and units

Variable Unit Datatab
Technology description [Description] PCD

Section within production process [Section] PCD
Capacity required [MWth, kton per year] PCD
Cost per capacity [EUR/Unit] PCD

CAPEX [EUR] TC
OPEX [EUR per year] TC

Economic lifetime [year] TC

2.1.4. Expert elicitation sub-question 1
Three experts have been consulted to obtain information about the PoR chlorine cluster’s technical
system. Specifically for sub-question one, experts were asked about plant-process-product and zero-
emission technology inventarisation. Contact with these experts was set up through the internship at
Water Energy Intelligence (WEI). Attention was paid, to specifically contact experts who were involved
with the production processes at the respective companies. The personal communication with the three
experts are summarized in Appendix C.

2.2. Representing market & behavioural barriers
This section dives deeper into relevant literature regarding market & behavioural barriers. First, several
perspectives on the barriers are given and how they lead to the taxonomy of six barriers. Followed by
section 2.2.3 that further explains the market & behavioural barriers of Sorrell [159] . Then, existing
models from section 1.3 have been reviewed and new literature was added (see search strategy 2.5). This
resulted in finding a method of representing market & behavioural barriers in the form of a decision
protocol, decision evaluation types and decision acceptance criteria, which are discussed in the last
subsection.

2. How can we represent market & behavioural barriers in an investment model at the PoR chlorine cluster?

2.2.1. Perspectives on barriers to zero emission technology adoption
According to Sorrell, there are multiple perspectives that give their view on the barriers to the adoption
of zero emission technologies. He discusses these perspectives according to, the nature of human
rationality, the role of markets and the usefulness of several schools of economic thought [159]. In line
with his reasoning, this section gives an overview of four economic perspectives and their views on
barriers to zero emission technology adoption. The four perspectives are orthodox economics, agency
theory and economics of information, transaction cost economics and behavioural economics (see figure
2.1).
According to Sorrell, the orthodox economic perspective is based on formalised mathematical models
and unrealistic assumptions about human decision-making. This is in contrast to transaction cost
economics, where decision makers do not make optimal solutions, but rather rely on routines and rules
of thumb [158]. Behavioural economic takes it a step further and argues that decision-making is not
only bounded rational, but also systematically biased and erroneous [90]. Sorrell [159] states that all of
these perspectives are relevant and therefore bases his taxonomy of barriers on the combination of these
perspectives, see figure 2.1.
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Figure 2.1: Perspectives on barriers [159]

2.2.2. Market barriers
Risk
The decision-making at the chlorine cluster, largely depends on anticipating change in a highly uncertain
environment [109]. These uncertainties are caused by the imperfect foresight of the future as, it is
impossible for decision makers to determine the outcome of a investment project with absolute certainty.
Such a situation characterises itself where there exists a many plausible futures without knowledge about
the relative likelihood of these futures [98]. Uncertainty caused by imperfect foresight leads to risk for
the investor, as unexpected variations in determining factors could seriously impact the outcome of an
investment. The sources of risk ranges from, the macro economic trend, government policy, uncertainty
in fuel and electricity prices, financing risks and technical risks. [150] [47].
Imperfect information
The second barrier of the barriers debate regards the importance and implication of imperfect infor-
mation. The importance of imperfect information as a barrier has often been empirically shown. The
term comprises the knowledge about the availability of an energy-efficient technique, but also about its
characteristics like costs and saving potentials as well as the actual energy consumption of the equip-
ment in place [66]. De Groot et al. [37] conducted a survey among Dutch firms and found that 30% of
the companies interviewed were not, or only to a minor extent, aware of new existing energy-efficient
technologies or practices. Next, the actually realized savings of an alternative might turn out to be lower
than expected. Comparable to the brochure about the fuel efficiency of a car. The brochure said that
the car should run at 20 km/l on average. However, in reality it turns out to be 17 km/l. As many case
specific factors play a role in the performance of technical systems like, the driving style of driver, the
weather, the alterations of the car all have an impact on the mileage.
Hidden costs
Hidden costs refer to the costs which are generally not included within commonly used quantitative
models[159]. There are roughly three main possible sources of hidden costs: the general overhead
costs of energy management, the costs which are specific to an individual investment or the choice of a
technology and it’s potential loss of utility [159]. The general overhead costs might occur due to the costs
of employing specialist employees or due to the cost of energy auditing. Followed by costs involved in
individual technology decisions, that leads to additional staff costs for maintenance or the cost of formal
investment appraisal. Lastly, the loss of utility associated with energy efficiency choice. All of these
costs have effect on the eventual OPEX of an technology alternative. Where before hand the costs were
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expected to be X, but after installation the costs turn out to be 1.1*X.
Access to capital
Access to capital is a commonly used barrier in literature [82]. The access to capital barrier has two
parts: no access to internal capital and issues in raising capital through external sources [119]. The
restricted access to internal sources of capital are mainly due to the organizational culture towards
energy investments. These investments are most of the time classified as business maintenance projects,
which are given lower priority than either essential business maintenance projects, such as replacing a
failed pump, or strategic business development investments, such as a new manufacturing plant [159].
Second, such projects tend to be evaluated using payback rates rather than discounted cash flow analysis,
with the required rates of return exceeding those for business development projects [170]. The issues in
raising capital through external sources, is often based on a negative corporate bias to raising external
funds. According to Sorrell firms appear to be reluctant to borrow money to finance energy investments
due to the perceived risk of taking loans.

2.2.3. Behavioural barriers
Behavioural economics is an economic school which studies the effects of psychological, cognitive, and
social factors on economic decision-making and how those decision may vary from classical economic
theory [103]. According to the school, realistic decision behaviour is less rational and stable than assumed
in classic economic theory. The reduced rationality and stability result in the bounded rationality and
split incentives barriers [159].
Bounded rationality
The theory on bounded rationality was first coined in 1957 by Herbert Simon. Simon suggested that
bounded rationality takes into account the cognitive limitations of the decision-maker of both knowledge
and computational capacity [173]. This leads to the decision maker not knowing all the investment
alternatives, consequences and preferences. These limitations lead to the decision maker making sub-
optimal decisions. But this does not mean that the decision maker makes decisions out of thin air.
The decision making is taken to be procedurally rational which implies that individuals are rational in
the sense that their decisions are goal directed [184]. The neoclassical economic perspective states that
individuals and organizations can be conceived as perfectly rational and utility maximizing [36]. The
available information is complete and the decision maker has complete access to it, with which he makes
optimal rational choices. However, the reality shows that the assumption of profit-maximisation may be
a oversimplification of real-life investment behavior[111] [32]. Since most of the decisions are made by
decision makers display behaviour characteristics [157] [77]. This is due to the bounded rationality of
decision makers.
Split incentives
Split incentives result from asymmetric information and transaction costs. The barrier used a lot in
relation to rental housing, but is also wider applicable [159] In the rental housing sector, split incentives
follow from the landlord-tenant problem. The landlord and tenant have varying incentives when it for
example comes to energy-efficiency. Most of the rented out housing is owned by large investors who treat
the property purely as an asset, while management is outsourced to for example, property consultants
who pay little attention to energy efficiency. The tenants in turn may have little to no motivation to
increase the energy efficiency of an asset they do not own [159]. The landlords are happy to pass on the
energy costs to their tenants. In many cases, tenants will simply pay a fixed share of the building’s energy
bill, which means the savings generated by investment or behavioural changes by one tenant would flow
to all the other tenants as well, thereby weakening the incentive. This example of the landlord-tenant
problem can also be used to the PoR cluster’s case. Within organizations, the bias towards projects with
short term paybacks may also result from split incentives. It is often the case that managers remain
in their post for relatively short periods of time [38]. In large companies, there may even be a policy
of job rotation. But a manager who is in a post for only two or three years has no incentive to initiate
investments that have a longer payback period. This may result in the decision to invest in assets that
have large returns on the short-term. Although these investment may prove inferior to other investments
in the long term. As with landlords and tenants, problems of asymmetric information and transaction
costs may prevent the incentive structure from being modified. Even if the short rotation period is not
present, Statman and Sepe [160] mention that decision makers remain biased towards investments with
short-term payback periods.
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2.2.4. Review of models that include market & behavioural barriers
This section elaborates on how models incorporate the explained barriers from the previous section. The
found models are depicted in table 2.6. For the used research strategy, the terms shown in table 2.5 were
used. The literature was retrieved from Google Scholar and Scopus. Moreover, the snowballing and
citation search method were used.

Table 2.5: Search strategy literature study

Keyword Decision behavior Models Energy systems
Investment decision-making Quantitative modeling Energy transitionSynonym Market & behavioural barriers Investment modeling Industrial sector

Table 2.6: Models that include market & behavioural barriers

Model Reference Method Decision metric Parametrisation
BRAIN-Energy [10] Decision heuristics Single objective: NPV Discount rates

BLUE [102] decision evaluation types N.A. hurdle rates
GPM [97] decision evaluation types Single objective: NPV/NPB Discount rates
SAVE [34] decision evaluation types Single objective: NPV Discount rates

ISIndustry [55] decision evaluation types Single objective: NPV Discount rates
LIEF [143] decision evaluation types N.A. N.A.

Barazza [10] introduces an agent based electricity model (BRAIN-Energy) that assumes a great diversity
of types of market players and their characteristics. With that model, Barrazza shows the effect actors’
heterogeneous characters barriers pose to effective decarbonisation efforts. Economists mostly use the
term “heterogeneity” to refer to the multiple dimensions according to which economic agents could
differ [141]. As, the results of the article show a significant difference between scenarios that have ran
with and without heterogeneous characteristics. In the end, article concludes with the importance of
incorporating barriers like bounded rationality and split incentives to better represent real life decision
making.
Barrazza models heterogeneous decisions makers in the model by using investment protocols to represent
different types of market players. The protocols represent ’rules of thumb’ that are used to select
alternatives. The modeled approach employs a practical method that is not guaranteed to be optimal,
perfect or rational, but is sufficient for reaching an approximation. The variation between market players
is represented by the level of rationality. Market players have different strategies, which define their
behaviour and actions through time. For example via profit maximisation. Followed by the availability
of information, which is modelled with limited foresight and the selection of alternatives with the
technology preference characteristic. To conclude, the investment protocols are reflected by combining
all the different market player characteristics and strategies.
Next, Li’s BLUE model [102] uses market heterogeneity and hurdle rate parameters to explore non-
optimal actor behaviour. The market heterogeneity, in the form of 4 different levels of decision behaviour,
illustrates ranges of rationality and selection of alternatives. The hurdle rate settings affect the actor
sensitivity to up-front investment to reflect the availability of information. Furthermore, the hurdle rates
can be used to indicate the extent to which different actors value the present compared to the future and
their resulting attitudes towards investments with high up front capital costs [102].
Third, Knobloch & Mercure also make use of several levels of decision-making. They argue that three key
areas from behavioural economics are relevant for energy policy, namely bounded rationality, heuristic
decision-making and prospect theory. First, bounded rationality replaces unbounded maximisation with
satisficing behaviour [97]. The bounded rational investment behavior manifests in the form of critical
thresholds. This may explain why companies use simplified pay back thresholds as a key decision
criterion instead of net-present-value (NPV) calculations [97]. The last key area, prospect theory helps
to explain various behavioural biases that might be relevant for investment in zero-emission technology.
An example is an empirical study performed by Greene [76]. The study shows that that losses are
weighed almost twice as much as gain. Where for a rational investor a change in loss should have the
same effect on a decision as a change in expected future pay offs [5]. This example of a behavioural bias
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is termed as loss aversion. The investment protocols of Knobloch & Mercure are based on the barriers
by Sorrel [159], where they are used to determine parameters for the decision protocols.
The SAVE Production model considers risk, psychological effects of energy price changes and energy
efficiency policies and bounded rationality, next tot the cost-effectiveness of the investment as decision
factors [66]. The risk and psychological effects in the model, are considered as a discount rate.
The same counts for the ISIndustry simulation model. Both market and behavioural barriers are modeled
with discount rates. Where all the barriers are aggregated into a single rate [66].
Lastly, the LIEF model is able to determine main variables based on their historical trend and account for
the bounded rationality within firms, while at the same time considering for potential new technologies.
In this model the market and behavioural barriers are implicitly considered in that historic trend but not
explicitly modeled.
To conclude, various models show that discount rates are used to approach or mimic market and be-
havioural barriers. Specific causes of implicit discount rates include a lack of information about cost and
benefits of efficiency improvements, a lack of knowledge on how to use available information, uncer-
tainties about the technical performance of investments, a lack of sufficient capital to purchase efficient
products, high transaction costs for obtaining reliable information, risks associated with investments
[118]. Only the BLUE model of Li [102] hurdle rates.

2.2.5. Representing market & behavioural barriers in the form of decision evaluation
types

As remarked at the end of the previous subsection, the reviewed models generally use evaluation types
and discount rates to incorporate market & behavioural barriers. Where most of the models use discount
rates in NPV calculations to aggregate the effect of market & behavioural barriers. Also, the heterogeneity
of decision makers within the models is accounted for. Where the perception of risk, level of imperfect
information, hidden costs, the access to capital, bounded rationality and split incentives can vary among
the decision makers. Below, a further elaboration of decision protocols, decision evaluation types and
heterogeneity is given. Afterwards, an approach for the representation of market & behavioural barriers
is given to answer sub question 2.

Decision protocols in reviewed models
In this thesis decision protocols refer to procedures used to represent decision making. This subsection
examines six different models regarding their incorporated protocols. The six models shown in tab 2.7
are analysed according to two main topics: How technology is modeled and how technology replacement
is modeled. First as shown in the first two columns, 4 out of the 6 models explicitly model technology
adoption on a detailed technical level. The other two model technology change as a mostly exogenous
phenomenon. They did not model technological change, because that level of detail was not necessary
for the scope of these models, as these represent systems on national levels and not on an asset level.
The last column specifies two ways of modeling technology replacement in the reviewed models. All of
the models that explicitly model technology use the replacement after life time rule to model technology
replacement. Only the BRAIN and GPM model also use the early replacement allowed rule. So, in that
case the investment decision can also be made before the end of lifetime of installed assets.

Table 2.7: Decision protocols in reviewed models

Technology not explicitly considered Explicity technology stock model Technology replacement rules

Technology change is mostly exogeneous Technology adoption depends on lifetime
and the age of current technologies

Replacement after
lifetime

Early replacement
allowed

BRAIN X X X
BLUE X X
GPM X X X
SAVE X X

ISIndustry X
LIEF X
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Decision evaluation types
The methodology of Knobloch & Mercure [97] uses the same market & behavioural barriers, as the ones
represented in section 1.2 [159]. Therefore, this method is chosen to conceptualise for this thesis. Their
methodology aims at representing the barriers in the form of decision evaluation types. The decision
evaluation types are a form of quantitative assessment used for assessing and comparing technology
alternatives [185]. The decision evaluation types are build up on four different variables, shown in
table 2.8. The eventual metrics result in formulas and are represented in the form of Net Present Value
formula’s and pay-back periods.
Knobloch & Mercure use a methodology based on three building blocks: perceptions, heterogeneity and
risk. They argue that perceptions may differ between individuals. As the interpretation of the same
set of data may be interpreted differently by different companies or modellers. Secondly they argue
for the incorporation of heterogeneity in their methodology. diversity of economic fundamentals and
decision-making perception imply heterogeneous decision makers according to Knobloch & Mercure.
Lastly, they state that risk affects the decisions of companies. As risk is not per se an objective value, but
can vary between companies depending on the respective perception. This results in their modelling of
decision evaluation types by four different building blocks. The level of rationality and it’s respective
assumptions, barriers and parameters, see table 2.8.

Table 2.8: Decision evaluation metric variables following Knobloch & Mercure [97]

Variables Description

Levels of decision-making

The levels of decision-making vary in their level of rationality.
The modeled rationality goes from assuming a single representative
company that decides according to a perfectly
rational decision maker, to a totally behavioural decision maker.

Assumptions
The assumptions that are included per decision-making level.
Ranging from assumed homogeneous agents with perfect information
and unbounded rationality to heterogeneous agents with bounded rationality.

Barriers The barriers described in section 1.2.3 are linked to the
respective assumptions per level. From no barriers to all.

Parameters The parameters that are used to quantify the assumptions
and barriers per decision-making level.

2.2.6. Heterogeneity
The last subsection is dedicated to explaining heterogeneity shown in the the models from table 2.7.
Optimization models usually model decision makers as a representative agent. In these models the
individual agents are represented by a single decision maker. In the case of the chlorine cluster, this would
mean that there would be modeled four different decision makers instead of one. Knobloch & Mercure
state that perceptions differ between individuals. The same set of information regarding an investment
can be interpreted differently by different companies. Where an investment could be viable for Nobian
but not for Shin-Etsu. Secondly, they elaborate on the heterogeneity of economic fundamentals and that
decision-making perception imply heterogeneous decision-making. The investment of a homogeneous
technology may be viable for the average company, but not for all companies, due to the various contexts
and diverse characteristics of the respective companies. Lastly, risk affects the decisions made by
companies. There are various aspects that make an investment risky, for example the uncertainty about
future profitability or future demand.

2.2.7. Expert elicitation sub question-2
For this sub question, the personal communication with the two of the three experts gives information
regarding the company specific decision evaluation types and their decision acceptance criteria. This
assignment in turn could be used in one of the scenario’s used in chapter 6. The contact with these
experts is summarized in Appendix C.
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2.3. PoR chlorine cluster investment model
This section is dedicated to sub question 3. The first subsection 2.3.2 explains the rationale behind
choosing a modelling approach. Followed by the second section that dives deeper into the theory
behind the modeling approach. The last subsection explains how a scenario analysis can be used, to use
the model and answer sub-question 3. As, the scenario analysis aims to find what the influence of the
behavioural barriers on investment decisions are at the PoR chlorine cluster.

What is the effect of market and behavioural barriers on zero emission technology adoption at the PoR chlorine
cluster?

2.3.1. Rationale for choosing a modelling approach
This subsection explains why a modelling approach is chosen to answer this sub question 3. Sub question
3 flows forth from the lack of research regarding the effect of behavioural barriers on the investment
gap. So, this question aims to understand how these barriers interact in a socio technical system and
to compare the effect that market barriers have on investment decisions. The rationale for choosing the
simulation modelling approach is explained by comparing various methods used within the CoSEM
programme. A complete list of commonly used methods within the CoSEM programme is shown below.
The characteristics of every approach is explained and in the end concluded why the modelling approach
is most suitable for this thesis.

• Design approach

• Case study approach

• Quantitative research approach

• Exploratory approach

• Modelling approach

• Mixed methods approach

First, the design approach can be used to fill a void in the functioning of a socio-technical system,
by making a design. The TIP-approach is a commonly used design approach at TPM. TIP, short for
Technological, Institutional and Process, gives a holistic approach to design from a multi disciplinary
perspective. Thinks of design that result in interventions within socio-technical systems or systems as a
whole. Second, the case study approach is used to understand phenomena for a very specific situation.
The approach can explain for example social phenomena or difficult identifiable mechanisms, where
case specific characteristics are significant. Third, the quantitative research approach is for example used
to quantify the relation between A and B. A common approach is to formulate hypotheses that are based
on a theory or framework to test the relation between A and B. Next, the exploratory approach can be
considered to develop theories based on qualitative analysis. Fourth, as mentioned earlier in chapter
1, the modelling approach might be useful to account for shortcomings of currently used models. The
modelling approach is commonly used to replicate real-world systems. By replicating the real-world,
it becomes possible to identify how the system works under varying conditions and determine the
impact of system interventions. Lastly, the mixed methods approach is based on the combination of
multiple approaches, like the ones described above. Following the description of the approaches above,
the modelling approach fits this sub-question the best. As this thesis focuses specifically on the PoR
chlorine cluster and how to replicate that system in a model. Followed, by the determination if market
& behavioural barriers affect investment decisions and to what degree. By incorporating these barriers
in a model it becomes possible to explore how technology adoption at the chlorine cluster works under
varying configurations of these two categories of barriers. To sum up the three reasons:

• Suitable method to replicate a real world system, in this case the PoR chlorine cluster.

• Allows to determine the influence of barriers on investment decisions and thus, gaining a better
understanding of the investment gap.

• Follows from the research gap to address the shortcomings of the currently used models.
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2.3.2. The modeling approach
In order to determine the influence of market & behavioural barriers on investment decisions at the PoR
chlorine cluster, a modeling approach is chosen. According to the theory on modelling approaches, it is
important to consider the following three main concepts [94]:

1. What is the purpose of the model?

2. What types of data are available to develop and specify the model?

3. How should the model treat space, time, uncertainty, structure and resolve?

Model purpose
According to Kelly, et al. [94], models can have five different purposes. The models can be used for
prediction, forecasting, management & decision-making under uncertainty, social learning and devel-
oping system understanding. When a model is used for prediction, it involves estimating the value of
a system variable during a specified time period, given knowledge of other system variables during the
same time period. They are generally developed to predict the effect of a change in system inputs on
system outputs or performance [94]. As a second purpose of models, forecasting can predict the value
of a system variable in future time periods, without knowledge of the values of other system variables
during the same periods. Examples of such models are weather forecast models or price forecast models.
Third, management and decision-making under uncertainty can benefit from models that are used for
decision support systems. When models are used for this purpose, they may be simulation-based and
answer the ’what if’ question. They can also be optimisation-based and search for the best option given
the specific circumstances. These two ways of modeling are in line with the models that have been
analysed so far. Next, social learning refers to the ability of a network to communicate, learn from
past behaviour and perform collective action [78]. Where models can learn users by experimentation to
further understand how the modeled system works [94]. Lastly, a model purpose can be used to develop
system understanding. Developing system understanding/experimentation is the purpose of many
models developed to summarise and integrate available knowledge on system components in order to
improve understanding of the entire system and the way it may react to changes in system drivers [94].

Types of data available
Data that is used in models can either be quantitative or qualitative. Quantitative data is information
that is numerically measurable. Qualitative data is information that can be observed and can generally
not be measured in a numerical way [94]. The model purpose and model conceptualisation is strongly
dependent on which data is needed and what is accessible for the researcher.

System conceptualisation
When describing the system that is to be modeled, generally five dimensions can be specified: space,
time, uncertainty, structure and resolvement. Underneath the five dimensions are explained.
Treatment of space
According to Kelly [94], there are four different approaches to treating space in a model: non-spatial
models, lumped spatial models, compartmental spatial models, grid, cell or element-based spatial mod-
els and continuous space models. The non-spatial models do not make a reference to space. These
models are used in circumstances where the confinement to space is not relevant to the modeled system.
Next, lumped spatial models calculate internal states and provide outputs for the selected area that is
modeled. Where in the case of this thesis, that would be the PoR chlorine cluster. Third, compartmental
spatial models provide the same information as the lumped spatial models but make more distinction
within the systems by making ’compartments’. Kelly [94], uses the example of a lake to explain the
compartmental spatial models. A lake can be split up into areas within a short distance from the shore-
line, the creek leading into the lake and the deeper lake systems. All the interactions between these
three compartments are then considered in the model. In the end, the model is able to calculate internal
states and outputs for these specific compartments. Next, the grid, cell or element-based spatial models
provide calculations over a uniform or non-uniform grid representation [94]. This type of treatment of
space has a lot of overlap with the compartmental spatial models. But in these kind of models, all though
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there are homogeneous characteristics between elements, they are still modelled separately. Lastly, the
continuous space models take into account every detail of a chosen modelled area.

Treatment of time
Models can treat time via a multiple approaches, these are the common ones [94]: Non-temporal,
lumped, discrete temporal, and continuous. Non-temporal models do not make a reference of time and
are considered as steady state models. The lumped models give outputs over a single time period, such
as the average of a value over the modeled time period. The dynamic models provide output per time
step over a specific period. For example over a run time of 30 years with a time step of 1 year, there will
be 30 outputs. Lastly, the continuous models model time as infinitely small.

Uncertainty
The uncertainty that is taken in to account can be derived from multiple sources. It might be originating
from uncertainties in system understanding, from uncertainties in the interpretation of data or from
uncertainty from the inputs/conditions used for model runs [94].

Treatment of entities or structure
Models can treat entities in various ways. Some models are designed to calculate averages for a popu-
lation or phenomena. These are called aggregated models. On the other hand, agent-based models are
designed to simulate individuals as agents and their interactions with each other and their environment
[94] These models are referred to as multi-agent systems or individual-based models.

Resolving the model
According to Kelly [94] there are three general approaches for generating output: scenario-based, ana-
lytical, optimisation. The scenario-based approach can incorporate impacts of for example management
interventions or decision options. This approach is mainly used to allow the model user to explore the
effects of these independent variables or the conceptualised dependent variable. Secondly, the analytical
approach is used to solve the model equations analytically [94]. This approach gives a very detailed
understanding of a selected system. Lastly, the optimisation approach is used to determine the best state
of a system given a certain objective function and constraints [94].

2.3.3. The CCI model: A heterogeneous investment level bottom-up optimization
model

There are various types of models that fit in the description of modelling approaches shown above.
This thesis therefore presents the Chlorine Cluster Investment (CCI) model. Underneath the model is
explained by elaborating on the model’s purpose, types of data needed and a system conceptualisation.
Model description and purpose
Following the investment gap of chapter 1, we argue that there is a need to better understand the role
of market & behavioural barriers on zero emission technology adoption. Moreover, from the research
gap followed that the current optimization models fall short in representing market & behavioural
barriers, even though importance of it’s representation is broadly acclaimed [95]. Even though the
ABM models are capable of representing these barriers, they are not suitable in finding the optimal
allocation of capital where the decision makers at the PoR chlorine cluster aim for. In order to better
understand the role of market & behavioural barriers on technology adoption and filling the research
gap, we aim to present a heterogeneous investment level bottom-up optimization model called the CCI
(Port of Rotterdam Chlorine Cluster investment) model. This model should be able incorporate the
representation of heterogeneous decision makers investment types. Followed by an exploration of the
impact of those aspects on the zero emission technology adoption at the chlorine cluster. This makes it
possible to possible to gain insights regarding the influence of barriers on investment decisions at the
PoR chlorine cluster. The objective for the model would be to minimise the cost of technology adoption
under the condition of various configurations of barriers and exogenous market conditions. Think of
uncertain exogenous factors like electricity prices, gas prices and commodity prices.
The model is represents the PoR chlorine cluster on a highly detailed level and bases it’s technical system’s
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configuration on the plant-process-product & zero-emission technology inventarisations of the first sub
question. This makes it possible to explicitly model the technology stock at the chlorine cluster and
determine technology adoption on an asset level. The incorporation of the various market & behavioural
barriers and investment behaviour is conducted by the methodology described for sub question two. The
investment behaviour is represented by the decision protocol and decision acceptance criteria. Where the
decision protocol to aims to capture technology replacement behaviour, following the reviewed models
in section 2.2.5. Next, the decision acceptance criteria explain under which conditions investments are
made in the model. The market & behavioural barriers are represented by different levels of investment
decision making. These levels of decision making follow the methodology of Knobloch and Mercure
[97].
The eventual model is relevant for both the decision makers and future researchers. This model will
enable decision makers at the PoR chlorine cluster to determine the effective allocation of capital for
technology investment, given certain configurations of barriers and exogenous factors. Secondly, the
model enables future researchers to further research the relationship between market & behavioural
barriers and the investment gap. The proposed methodology can be applied to other technical systems
and it’s representation of the market & behavioural barriers can be varied using the above mentioned
methodology. To conclude, the CCI model should lead to a clarification of current understanding of
investment decision-making in the industrial sector and aims to improve quantitative analysis.
Types of data used
The model is calibrated using the MIDDEN-database for proposed investments and plant specific data
about the chlorine cluster. Next, literature is reviewed to conceptualise the decision protocol, decision
evaluation types and decision acceptance criteria. That conceptualisation is shown in chapter 4. Third,
quantitative data is collected to conduct the scenario analysis. In order to explore actor behaviour,
transition pathways in the energy system that deviate from strict economic rationality are modelled in
the context of other key uncertainties such as fuel prices and technology costs. Eventually, cost-optimal
investment behaviour is compared against cases where actors make a range of investment choices, some
of them non-optimal, and have different perspectives on valuing the future. In order to determine the
effect of behavioural in comparison to market barriers on zero emissions technology adoption.
System conceptualisation
The model simulates the chlorine cluster’s operations with a yearly time step between 2022 and 2050
and simulates investment decisions under varying decision evaluation types. Both the physical flows
and financial flows are modeled between the companies shown in figure 3.3. The investment part of the
model is represented by a decision protocol, various investment decision evaluation types and decision
acceptance criteria. The investment decisions comprise of either replacement investments or expansion
investments, as introduced in chapter 1. Where for example a CHP at Nobian is replaced by a sustainable
alternative like an electric boiler. Or the production process is expanded by the installation of pipeline
between Nobian and Westlake to transport commodities. Lastly, the model uses a yearly time step and
simulate between the period of 2022 and 2050.
All of the above is represented in a simplified manner in figure 2.2. On the left side, the inputs for the CCI
model are given. Which is a combination of the technical system, the investment decision making part
and the key inputs that come from the exogeneous environment. Think of inputs like energy prices, CO2
prices and so forth. The model transforms these inputs into three key outputs, the transition pathways,
total CO2 emissions and total cash flows. Where the transition pathways show the technology adoption
between 2022 and 2050 on an asset level. The two remaining outputs function as performance indicators
for the system.
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Figure 2.2: Overview of the CCI model

2.3.4. Using the model with a scenario analysis
To use the model and determine the influence of market & behavioural barriers on investment decisions
at the PoR cluster, a scenario analysis is conducted. According to Duinker and Greig, scenario analysis
has become a popular approach in the field of sustainable development [49]. Scenario analyses can be
used as a tool to explore and/or describe future alternatives. Where these futures might be possible,
probable or preferable futures. The what may happen, what is most likely to happen and what would
we prefer to happen questions are answered. During this thesis the scenario analysis aims to answer the
possible futures question. As we aim to explore what a technological system outcome might be in the
future given certain model calibrations.

Figure 2.3: Fives steps for scenario analysis [112]

The scenario analysis follows the five steps described in figure 2.3. The identification of the focal question
is defined in chapter one, where the main aim of the scenario analysis is to determine the effect of market
& behavioural barriers on zero emission technology adoption at the PoR chlorine cluster.The second
stage is dedicated to the identification of key drivers that affect the focal question. The analysis for this
step is conducted with a STEEP analysis. STEEP stands short for Societal, Technological, Economic,
Environmental and Political. The analysis method is used in business studies and policy literature to
identify external factors that affect an industry or organization [164]. The analysis is performed with
desk research. Szigeti states that professional consulting organizations define the STEEP analysis as
an "audit of an organization’s environmental influences with the purpose of using this information to
guide strategic decision-making". The method helps to obtain a detailed overview of present and future
opportunities and threats faced by in this case the PoR chlorine cluster [164]. By identifying key driving
forces on a societal, technological, economic, environmental and political level, policies and uncertainties
can be identified that drive change in the system under this study. Here the STEEP analysis is used to
determine the future opportunities and threats regarding policies and uncertainties that have to be taken
into account during the model application & analysis. The third step determines the scenario logic. This
step results in a 2X2 matrix where the key drivers from the STEEP analysis are placed on the y and x axis.
Next, a description is given about the scenario assumptions. This part elaborates on the configuration
of internal and external system variables, like the specific parameter values of the evaluation metrics
and values for energy prices. The last step is dedicated to the assessment of scenario outcomes. Here
is assessed what we can conclude from these results regarding the impact of the market & behavioural
barriers on investment decisions at the chlorine cluster.
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2.4. Research flow diagram
The research flow diagram (RFD) in figure 2.4 gives a visual representation of the research design that follows from the previous sections. The diagram
distinguishes five main phases and shows how the various research activities contribute to the answering of the sub-questions. The first phase starts off
with the desk research. During this phase the conceptualisation of a decision protocol and evaluation metrics 2.2.5, plant-process-product inventarisation,
zero emission technology inventarisation 2.1.2 are conducted. Followed by the second phase 2.1.4 where we conduct the empirical research. The empirical
research is conducted via expert elicitation 2.2.7, where interviews are used to help determine the heterogeneity within the evaluation metrics 2.2.5 fit best to
one of the companies at the chlorine cluster. This assignment will later be used as one of the scenario’s during the model use. The expert elicitation is also
used to validate the case study on the PoR chlorine cluster. The third phase is dedicated to the model design. During this phase the CCI model is designed.
Hereafter, the model use phase aims to answer sub-question three, by model experimentation and analysis. The last phase concludes with a conclusion,
future research and recommendations.

Figure 2.4: Research flow diagram
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2.5. Reflection on research activities
This section reflects on the research activities of this master thesis, that have been elaborated earlier this
chapter. In table 2.9 an overview of the research activities, corresponding data sources and the respective
strengths/limitations are shown.

Table 2.9: Reflection on research activities

Research activities Research data sources Strengths/limitations

Plant-process-product
inventarisation

MIDDEN-database &
desk research

Strength: Gives a highly detailed overview of
the current state of the technical system.

Weakness: may prove to be difficult to quantify
all the processes and prices accurate for the specific companies

Zero-emission technology
inventarisation

MIDDEN-database &
desk research

Strength: the combination using the MIDDEN-database
which is filled by experts within the field and desk research
for omissions leads to a good overview.

Weakness: the MIDDEN-database might be biased by the
contributing researchers and companies

Conceptualisation decision
evaluation types Literature review

Strength: Many other researches use the same way of
representing barriers. Also, flexible method to add more
forms of representation of barriers.

Weakness: gives a selected overview of market & behavioural
barriers. Also, all decisions will be made with the same protocol
rather than various decision heuristics.

Expert elicitation Interviews

Strength: retrieves information right from the source,
leads to more accurate data

Weakness: the interviewees might not have all the specific
information that is required. Besides, the interviewees might opt
not to share certain information.

Scenario analysis Desk research

Strength: the scenario gives a good overview of the
most likely futures.

Weakness: does not lead to robust solutions and a thorough
exploration of possible futures.

STEEP analysis Desk research

Strength: the STEEP analysis is a common used method.
It helps to structure and identify the key drivers that influence
and change the PoR chemical sector.

Weakness: it is difficult to gain a complete overview
of all the key drivers based on desk research.

Model experimentation Computer model

Strength: Fast and flexible way of
representing simplified version of reality.

Weakness: all models are wrong and therefore might
lose practical relevance for this specific case.
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Case: The PoR chlorine cluster

This chapter is dedicated to the PoR chlorine cluster, of which specifically Nobian, Shin-etsu, Westlake
and Huntsman are considered. First an introduction 3.1 to the chlorine cluster is given where the history
and important connections & dependencies are explained. Next, two types of analysis are conducted,
the plant-product-process inventarisation 3.2 and zero emission technology inventarisation 3.3. In the
last section 3.7 of this chapter, a complete overview of the technical system and technology alternatives
is given and answers the sub question:

1. What are possible zero-emission technologies that can be implemented at the PoR chlorine cluster?

3.1. Introduction to the PoR chlorine cluster
3.1.1. History of the PoR chlorine cluster
The PoR chlorine cluster consists out of companies located in the Botlek and Pernis areas. These areas
are both important harbour as industrial areas. Both these areas were chosen for development, due to it’s
strategic location [130]. Around 1900, the first companies started to use the area t store their goods and
later on production sites were built at the Waalhaven. The development grew westwards and resulted
in the completion of the Pernis petroleum harbours in 1933 and 1941. This area is still renowned, mainly
because of the large Shell refinery located in Pernis. After the end of the war, plans were developed
to develop the Botlek are. The construction started in 1954 with the arrival of DOW chemical and was
further on built between 1960 and 1980 [130]. Where the Pernis area was mainly a petroleum area, the
Botlek area was settled by chemical companies. This eventually resulted in the current chlorine cluster,
taking up a part of both the Botlek and Pernis areas.

3.1.2. Important connections and dependencies of the PoR chlorine cluster
As earlier introduced in chapter 1, the PoR industrial cluster is a highly interconnected area. There
have been developed several infrastructures, including the electricity network, steam pipelines, residual
heat pipelines and a hydrogen pipeline [130]. The Botlek and Pernis areas contains are a more locally
connected area, which contains a chlorine network, industrial gas network, steam network. These
local networks lead to interconnections and dependencies between companies in the connected area.
It is important to note the difference between a connection and a dependency. When a company
is dependent on another company, there will be significant consequences if one of them changes its
process. For example, company A supplies company B with the main feed stock for their process, and
company B aims to substitute its feed stock. If in that case company A is forced to stop its production;
this is a strong dependency. If company A is able to find alternative customers for its product and can
continue producing, there is a connection but no strong dependency. A connection can be seen as an
optimization of the closely located independent plants from an economic perspective [130].

28
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Steam networks
The PoR chlorine cluster is connected to three steam networks, the Nobian - Shin-etsu network in the
Botlek and the Shell steam network in Pernis where Westlake and Shin-etsu are connected with. Thirdly,
Huntsman is connected tot he Botlek-Rozenburg steam exchange network. The steam dependency
between Nobian and Shin-etsu is based on the utilization of residual heat. Nobian produces steam
with it’s CHP for Shin-etsu. In return, Shin-etsu returns lower temperature steam that can be used in
Nobian’s low temperature production processes [130]. On the right side of figure 3.1, the Shell refinery
steam network is shown. Shell’s Pernis refinery is the main user of Pergen’s steam. After using the high
temperature steam, Shell sends low temperature steam to Westlake and Shin-etsu Pernis. Westlake uses
the low temperature steam in it’s epoxy resin production. At Shin-etsu Pernis, the steam is used during
the PVC purification process. The third steam network has Huntsman at it’s center. Huntsman acquires
high temperature steam from Air liquide and Eurogen. This is used during the MDI purification process.
After utilization, lower temperatures steam is exchanged with Ducor, Wilmar, Lucite and Invista, via
private steam pipelines [130].

Figure 3.1: Steam Networks Botlek, Pernis and Rozenburg [130]

Industrial gas network
Two types of industrial gasses are exchanged with companies at the PoR chlorine cluster, namely refinery
gas and carbon monoxide. Shell supplies Shin-etsu and Westlake with refinery gas that is considered
waste from it’s refinery processes. The refinery gas consists out of multiple types of small hydrocarbons
and a small amount of hydrogen C. Shin-etsu uses the refinery gas during it’s cracking process, which
uses a gas fired cracker. Westlake uses the refinery gas in it’s gas fired steam boiler. Lastly, Hunstman
receives carbon monoxide from air liquide, which is used during phosgene production.

Figure 3.2: Industrial gas network Botlek & Pernis [130]
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The Chlorine network
The chlorine network has Nobian at it’s center of the material exchange network 3.3. This network
interchanges chlorine, HCl caustic soda and hydrogen. With a yearly production of 640 kt, Shin-etsu,
Westlake and Huntsman are provided with locally produced chlorine for their production processes.
HCl, which is produced as a by product by Huntsman and Westlake, is used at Shin-etsu Botlek and
Nobian. Shin-etsu uses HCl during the oxychlorination process. Nobian can use the waste HCl to
produce chlorine. Next, caustic soda is produced by Nobian and transported to Huntsman and Shin-
etsu. Huntsman uses caustic soda for MDA production and Shin-etsu

Figure 3.3: Overview of the integrated chlorine chain at industrial site Botlek [154]

3.2. Plant-product-process inventarisation
3.2.1. Nobian
Nobian Plant data: Chlor-alkali manufacturing
Nobian is a producer of chemicals for the industry and located in the Botlek area of the PoR. According
to the MIDDEN database, Nobian has been classified as a producer of anorganic basic chemicals. As,
Nobian produces chlorine, caustic soda and hydrogen. Chlorine is produced by the electrolysis of salt
(NaCl). Besides chlorine, also caustic soda and hydrogen are produced during the electrolysis of natrium
chloride. The overall reaction equation of natrium chloride electrolysis is shown in the equation (3.1).

2𝑁𝑎𝐶𝑙 + 2𝐻2𝑂 → 𝐶𝑙2 + 𝐻2 + 2𝑁𝑎𝑂𝐻 (3.1)

From this equation follows that for every ton of produced chlorine, 1100 kg of caustic soda and 28 kg of
hydrogen is produced. Where it is easy to produce caustic soda and hydrogen via other processes, it is not
the case for chlorine. Therefore, the production of chlorine is entangled with the production of caustic
soda and hydrogen. That is why plants like the botlek Nobian one are called chlor-alkali manufacturing
plants, as they produce these three products under one roof. The table 3.1 shows the production of
the three products and their quantity at the Nobian botlek site. A more detailed explanation of the
production process is given in the next paragraph on Nobian’s process data.
The production of chlorine is an energy-intensive process. For every megaton of chlorine produced at
Nobian, around 3.5 PJ of heat energy is needed. Besides the thermal demand also 3000 GWh of electricity
are needed. The heat demand is equivalent to the yearly natural gas consumption of around 85 thousand
households and an electricity usage comparable to yearly electricity use of Utrecht. That makes Nobian
a large CO2 emitter with it’s current technology configuration, see table 3.2.
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Table 3.1: Overview of Nobian’s material and energy flows [130]

In/out Capacity (kt/yr) Energy (PJ/yr)
Salt Input 1024 n/a
Water Input 1472 n/a
Steam use Input n/a 1.2
Natural gas consumption Input n/a 2.3
Electricity use Input n/a 5.5
Chlorine Output 640 n/a
Hydrogen Output 17.9 2.1
Caustic soda Output 723 n/a
Steam production Output n/a 1.9

Table 3.2: CO2 emissions of Nobian per year [178]

Direct CO2 emissions in 2017
Plant CO2 [kton/year] Share of CO2 within PoR [/&] Share of CO2 within chlorine cluster [%]

Nobian Botlek 157.7 0.8 57.8

Nobian Process data: Chlor-alkali manufacturing process
The central part of chlor-alkali manufacturing of Nobian is the electrolysis of natrium chloride (NaCl).
This production process is surrounded by a series of subprocesses that allow for the right proportions of
sodium chloride and caustic soda to flow into the electrolyser at one time [154]. As such, the chlor-alkali
manufacturing process can be conceptualised as a series of the following sub-processes[154]:

1. Steam generation

2. Caustic soda preparation

3. Brine preparation

4. Electrolysis

5. Caustic soda processing

6. Hydrogen processing

7. Chlorine processing

The sub-processes are further elaborated below, figure 3.5 gives an overview of the complete process.
Steam generation
Low-temperature steam (150°C, 3-4 bar) is needed for the processing of caustic soda. Nobian produces
it’s steam with an on-site gas-fired CHP. The low-temperature steam is needed for the caustic soda
preparation, where the steam is used in a multiple effect evaporator. The caustic soda’s concentration is
brought to the desired level within the multiple effect evaporator by using the steam.
Caustic soda preparation
The caustic soda preparation process is needed to attain the correct concentration and temperature of
caustic soda. From the electrolysis of natrium chloride, 32% concentrated caustic soda is produced.
This stream of caustic soda is fed back to a dilution chamber [152]. In the dilution chamber the 32%
caustic soda is combined with dilution water and depleted to 30% concentrated caustic soda. The
lowered concentrated caustic soda is needed as an input for the electrolysis process. Waste heat from the
electrolysers is first used to increase the temperature of the caustic soda to the required 90 °C [152]. Thus,
this process is a constant loop of depleted and replenished caustic soda between the dilution chamber
and electrolyser.
Brine preparation
The brine preparation process aims to produce saturated brine that can be used in the electrolysis
process. From the electrolysis process, 17% depleted brine is sent back to be processed and replenished
to a concentration of 23% brine. The depleted brine is treated and dechlorinated with large pumps,
hydrogen chloride and a small amount of 32% cuastic soda [19]. Follwing this step, the dechlorinated
depleted brine is mixed with diluation water and inudstrial salt. This new mixture is then heated up to
90°C with waste heat from the electrolysers. This process needs a large amount of heat, as it needs around
half of all waste heat produced by the electrolysers. The last step passes the new concentrated brine
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through resins to remove impurities like, calcium, magnesium and various metals that might damaging
to the membranes in the electrolyser.
Electrolysis
The electrolysis at Nobian is conducted via the membrane method. An electrolytic cell is separated in
two chambers by a membrane, see figure 3.4. The left side of the figure shows a positive anode and the
right side a negative cathode. The electrolysis starts with the injection of saturated brine (23%) on the
left side. Here the chloride ions are oxidized by the anode, where they lose electrons to form chlorine
gas. See the equation 3.2 for the first process step.

2𝐶𝑙− → 𝐶𝑙2(𝑔) + 2𝑒− (3.2)

Figure 3.4: Overview of membrane based electrolysis [19]

At the same time caustic soda (30%) is fed into the right chamber at the cathode. The cathode reduced
the hydrogen ions in the water, where they form in to gydrogen gas. At the same time hydorixde ions
are rleased in the solution, see the equation 3.3 for an overview [19].

2𝐻2𝑂 + 2𝑒− → 𝐻2(𝑔) + 2𝑂𝐻− (3.3)

Only positive ions like the H+ and Na+ can pass through the membrane. The negative ions however,
such as the Cl- or Na- cannot pass through the membrane. So, Na+ ions will move from the left side to
the right side of the electrolytic cell where it combines with OH- to form extra caustic soda. In turn this
leads to the brine concentration to decrease in the left side of the cell and the caustic soda concentration
to increase in the right side of the cell [19]. An overview of this reaction in given in equation 3.4.

2𝑁𝑎𝐶𝑙 + 2𝐻2𝑂 → 2𝑁𝑎𝑂𝐻𝑎𝑞 + 𝐻2(𝑔) + 𝐶𝐿2(𝑔) (3.4)

Caustic soda processing
A large amount of the 32% caustic soda which is drained at the bottom right of the figure 3.4, is
pumped back into the caustic soda preparation step. The rest of the caustic soda is used to produce
higher concentrated 50% caustic soda, which is used by other partners at the PoR industrial cluster [19].
This is done trough multiple effect evaporation. A lot of heat energy is needed for the multiple effect
evaporation, as almost 80% of the total steam demand for Nobian is used for this process [56].
Hydrogen processing
The high temperatures in the electrolysers lead to the mixtures of hydrogen gas and large amounts of
steam [19]. The mixture consists out of 75% steam and 25% hydrogen gas, which is cooled in such a
way that the steam condenses and only hydgrogen gas remains [56]. After this step the hydrogen gas is
compressed by pumps and moved through piples to end-uses, which in this case Shin-Etsu.
Chlorine processing
The last process is dedicated to the chlorine processing. Chlorine gas that is obtained via electrolysis is
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mixed with steam during the electrolysis process with a mix of 20% steam and 80% chlorine gas [19]. To
remove the steam from this mixture and obtain pure chlorine gas, the mixture is cooled. By the cooling
the mixture a large part of the steam condenses and seperates from the mixture. To remove the last part
of steam, sulpheric acid is used [56]. Some parts of this pure chlorine gas is shared with Westlake and
Huntsman. A total overview of this manufacturing process is shown in figure 3.5.

Nobian Product data: Chlor-alkali products
This subsection dives deeper into the three products that have been discussed in the section above namely,
chlorine, caustic soda and hydrogen. First an overview of the market value and main applications is
given per product. Secondly, a more detailed description is given per product.

Table 3.3: Chlor-Alkali production products by Nobian [19]

Product Market value (EUR/ton) Main applications
Chlorine 264 Production of plactics like, PVC and Teflon.
Caustic soda 165 Organic chemical production, food industry, water treatment, bleach.
Hydrogen 2340 Used in the Petrochemical industry, fertilizer production, electronics industry, fuel source.
Steam

Chlorine
Chlorine is a chemical product with both applications for the consumer as chemical industries. Chlorine
is for example used as a household cleaning agent or as disinfectant for drinking water and swimming
pools, all though a negligible portion. A larger part of the total chlorine production of Nobian is used to
produce plastics such as, polyvinylchlorice (PVC) and epoxy-resins. The chlorine of Nobian is used in
production processes of Shin-Etsu, Westlake and Huntsman [152].
Caustic soda
Caustic soda is a highly used base in the industrial sector. The substance is used in various industries,
like the organic chemical production, food industry, water treatment and bleach. At the PoR chlorine
cluster, the caustic soda of Nobian is shared with Huntsman and Westlake. Huntsman needs the caustic
soda for during the neutralization of MDA.
Hydrogen
The last product of Nobian is hydrogen (H2). Hydrogen is one of the building blocks for industrial
production and as of late being pushed as a energy carrier to be used in the mobility and energy sectors.
Steam
Steam
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Figure 3.5: Chlor-Alkali production processes at Nobian [152]
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3.2.2. Shin-Etsu
Shin-Etsu Plant data: PVC manufacturing
Shin-Etsu is a Japanese chemical producer and has the largest global market share for polyviniyl chloride
(PVC), semiconductor silicon, and photomask substrates [43]. In the Netherlands, Shin-Etsu is one of the
two PVC producers. Shin-Etsu operates two factories within the PoR chlorine cluster, which it bought
back in 1999. The Botlek site is dedicated to Ethylene Dichloride (EDC) and Vinyl Chloride monomer
(VCM) production. The second production plant, located in Pernis, produces polyvinyl chloride (PVC).
Before Shin-Etsu bought these plants, they were operated by a joint venture of Shell and AkzoNobel
[154]. The Plants produce around 670 kt of VCM, 80 kt of EDC and 520 kt of PVC per year. which makes
Shin-Etsu the largest VCM, EDC and PVC producer in the Netherlands.

Table 3.4: Production figures of Shin-Etsu [154]

In/out Capacity (kt/yr) Energy (PJ/yr)
Chlorine Input 388 n/a
Ethylene Input 308 n/a
Air Input 489 n/a
Oxygen Input 94 n/a
Steam use Input n/a 2.57
Electricity use Input n/a 0.94
Refinery gas use Input n/a 2.08
VCM Output 670 n/a
EDC Output 80 n/a
PVC Output 520 n/a

Just like the production of chlorine, the VCM, EDC and PVC production processes are energy-intensive.
The yearly direct CO2 emissions of Shin-Etsu are shown in table 3.5. For every tonne of EDC a total of 6
GJ is needed. For VCM it is 0.9 tonnes and the PVC production part requires 4.1 GJ per tonne of product.
The energy demand is built up in the form of electricity and steam.

Table 3.5: CO2 emissions of Shin-Etsu per year [178]

Direct CO2 emissions in 2017
Plant CO2 [kton/year] Share of CO2 within PoR [/&] Share of CO2 within chlorine cluster [%]

Shin-Etsu Botlek 101.6 0.5 34.2
Shin-Etsu Pernis 0 0 0

Shin-Etsu Process data: PVC manufacturing process
PVC is produced by polymerisation of the chemical vinyl chloride monomer (VCM). This chemical is
obtained by thermal cracking (pyrolysis) of EDC. At Shin-Etsu, EDC is produced by a combination of
direct chlorination and oxychlorination of ethylene. In general, the total PVC process can be divided
in three main parts, each consisting of several subprocesses. The three main parts that are conducted
at two production plants, produce three main products: EDC, VCM and PVC. An elaboration on the
production processes is given below, to give an overview of how that production process looks like. A
total overview of the EDC, VCM and PVC production is given in figure 3.6.

1. Direct chlorination (EDC)

2. Oxychlorination (EDC)

3. EDC Purification

4. VCM Cracking

5. VCM Purification

6. PVC Polymerisation

7. PVC Purification

8. PVC Drying
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Direct chlorination
Shin-Etsu has three sources of EDC for the VCM production process. Direct chlorination and oxychlo-
rination are two separate processes that are performed in parrellel to produce EDC. Thirdly, EDC is
recycled back from the VCM purification to EDC purification [154].
At the direct chlorination production step, 1,2-ethylenedichloride (EDC) is produced. During this step,
ethylene and chlorine react in order to form EDC [166].The chemical reaction of the chlorination goes
following this equation:

𝐶2𝐻4 + 𝐶𝑙2(𝑔)
𝐹𝑒𝐶𝑙2←→ 𝐶2𝐻4𝐶𝑙2(𝑙) (3.5)

In this chemical reaction the ferric chloride acts as a catalyst. Also, to ensure the complete ethylene
conversion, an excess of chlorine is used. This used chlorine at Shin-Etsu is produced by Nobian [154].

Oxychlorination
The oxychlorination is conducted parallel to the direct chlorination. During this process step, ethylene,
hydrogen chloride and oxygen react to produce EDC and water. This process requires a high temperature
and pressure and is therefore carried out on either a fluid-bed reactor or a fixed-bed reactor [154]. At
Shin-Etsu, three fluid-bed reactors are used to conduct the following chemical reaction of oxychlorination:

𝐶2𝐻4 + 2𝐻𝐶𝑙(𝑔) + 1
2𝑂2

𝐶𝑢𝐶𝑙2←→ 𝐶2𝐻4𝐶𝑙2(𝑔) + 𝐻2𝑂(𝑔) (3.6)

Oxychlorination is similar to direct chlorination, but at oxychlorination steam is produced as a by-
product. The steam can later on be used during the distillation steps of EDC purification. The hydrogen
chloride for the oxychlorination is retrieved from Westlake and Huntsman.

EDC Purification
The produced EDC from the previous two steps or from any unreacted EDC from VCM production,
needs additional purification to attain the required purity [154]. The EDC from direct chlorination is
washed with water to wash out the FeCl3 catalyst. The washed out catalyst is then fed back into the
direct chlorination process step. The EDC from oxychlorination is mixed with water vapor to condense
the EDC from a gas to liquid phase. After this, the two EDC streams are mixed together and fed into
the EDC dryer. Followed by the stream being fed into a distillation column, with removes by-products
and tars [166]. The by-products are formed into hydrogen chloride through oxidation, which can then
in turn be used again in the oxychlorination step.

VCM Cracking
The purified EDC is then decomposed in a furnace into VCM and hydrogen chloride, following this
equation:

𝐶2𝐻4𝐶𝑙2(𝑔) −→ 𝐶2𝐻3𝐶𝑙(𝑔) + 𝐻𝐶𝑙(𝑔) (3.7)

The cracking is conducted under a temperature of around 500 degrees Celcius and 1-4 MPa of pressure.
The cracking process is an thermic reaction with a heat of reaction of +71 kJ/mol [45]. This energy is
typically provided by burning natural gas. Also, it is expected that natural gas is burned in gas burners
to reach the higher operating temperature of approximately 500°C [154]. This would mean that this step
is a main source of CO2 emissions in the production process.
VCM Purification
The cracking gas from the previous step is purified during this process step. The hydrogen chloride,
EDC and other by-products are two-stage distilled. The first distillation separates the hydrogen chloride
together with a part of the by-products from the cracking gas. This stream is then recycled back to the
oxychlorination process step [166]. The second distillation step separates VCM from the last by-products
and is transformed into a liquid to be put in the VCM storage [154].
PVC Polymerisation
The VCM from the previous step is polymerized via the suspension technology method to form PVC
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[154]. The Suspension method places small drops of VCM in water, that is consequently stirred in large
reactors. In the reactors the polymerisation of VCM monomers happens. The polymerisation is shown
in the equation below. Where n is the number of VCM molecules that are used to form the polymer.

𝑛𝐶𝐻2 = 𝐶𝐻𝐶𝑙 −→ (−𝐶𝐻2 − 𝐶𝐻𝐶𝑙−)𝑛 + ℎ𝑒𝑎𝑡 (3.8)

PVC Purification
It is common practice to remove any leftover VCM from the PVC down to concentrations well below
1 ppm [154]. This is generally done by means of a steam stripping column. The slurry is blown
down into a stripping column from the top recovered down to atmospheric pressure. Next, steam of
approximately 100°C (between 100-120°C) is fed from the bottom of the column, which will evaporate
VCM and part of the water from the slurry. The stripped slurry leaves the column from the bottom while
the recovered VCM/water gas mixture is captured at the top. The VCM is recovered and recycled back
to the polymerization reactor. The PVC slurry, still containing 50-60% water, is processed further in the
next part of the process.
PVC Drying
The last process step aims to remove water that is present in the PVC slurry. This can be done by
a mechanical and thermal drying drying step [154]. The slurry can be mechanically dried with a
centrifuge, which separates a large fraction of the water from the slurry and brings the moisture content
to 20-30% [140].

Shin-Etsu Product data
This subsection dives deeper into the three products that are sold by Shin-Etsu, EDC, VCM and PVC.
First an overview of the market value and main applications is given per product. Secondly, a more
detailed description is given per product.

Table 3.6: Chlor-Alkali production products by Nobian [19]

Product Market value (EUR/ton) Main applications
EDC 950 [27] Raw material for VCM, paint thinners and cleaning solvents [12].
VCM 1302 [51] Raw material for PVC, housewares and automotive parts.
PVC 808 [61] Pipes, insulation electric cables, construction, clothing.

EDC
Around 95% of the world’s EDC production is used for VCM production [80]. Besides that, EDC is used
as a degreaser and paint remover. However, the use of EDC is phased out due to its toxicity. At the
Shin-Etsu plant almost all of the EDC that is produced is used for VCM production. Around 3 percent
of the EDC is sold to other companies.
VCM
VCM is also mainly used as a chemical intermediate. Due the toxic properties of VCM, there are no end
products that use VCM in it’s monomer form. Small amounts of VCM are used in houseware products
and automotive parts, but in very small concentrations. At the Shin-Etsu plant, 470 kton of 620 kton the
totally produced per year is used at the Pernis PVC plant. The remaining 150 kton of VCM is used at a
Shin-Etsu plant in Portugal.
PVC
Almost half the world’s produced PVC is used to produce pipes, like sewage pipes. PVC is also used for
the insulation of electric cables, in construction and even clothes. The Shin-Etsu plant produces roughly
470 kton of PVC per year and that makes them the largest producer of PVC in the Netherlands.
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Figure 3.6: Shin-Etsu VCM and PVC process overview
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3.2.3. Westlake
Westlake Plant data: MDI production
Westlake is an international producer and supplier of petrochemicals, polymers and fabricated building
products. It was founded back in 1986 in Houston Texas. Westlake’s presence in the PoR started when
they took over Hexion. Hexion operated a epoxy production plant in the PoR, which Westlake acquired in
the beginning of 2022. Westlake’s main products are epoxy resins and hydrogenchloride. The hydrogen
chloride is formed as a by-product during the production epoxy resin production process, see tab 3.7.

Table 3.7: Production figures of Westlake [108]

In/out Capacity (kt/yr) Energy (PJ/yr)
Propylene Input 59 n/a
Chlorine Input 175,3 n/a
Acetone Input 47,5 n/a
Phenol Input 155,8 n/a
Steam use Input n/a 2
Electricity use Input n/a 0.2
Tars Output 36 n/a
ECH Output 100 n/a
BPA Output 190 n/a
Epoxy resins Output 170 n/a

Westlake is the third largest CO2 emitter of the chlorine cluster, see tab 3.8. The direct CO2 emissions
are mainly for the heat supply needed for it’s production process. The yearly direct CO2 emissions of
Westlake are shown in table 3.8.

Table 3.8: CO2 emissions of Westlake per year [178]

Direct CO2 emissions in 2017
Plant CO2 [kton/year] Share of CO2 within PoR [&] Share of CO2 within chlorine cluster [%]

Westlake Botlek 37.4 0.2 12.6

Westlake Process data: Epoxy resin production process
At Westlake, epoxy resin is produced by combining hydrogen chloride, ECH (Ethylene cyanate hydrene)
and BPA (Bisfenol A). At westlake they produce around 170 kton of epoxy resin per year via this method.
The several sub processes are elaborated below. A total overview of the EDC, VCM and PVC production
is given in figure 3.7.

1. Chlorification of propylene

2. Production hypochlorous acid

3. Epichlorohydrin production

4. ECH production

5. BPA production

6. Epoxy resin production

Chlorification of propylene
By letting propylene react with chlorine, allyl chloride and hydrogenchloride are produced. The allyl
chloride is later used to form epichlorohydrin. The hydrogenchloride is needed as a building block for
epoxy resin. See the following equation for an overview of this reaction:

𝐶𝑙2 + 𝐶3𝐻6 −→ 𝐶3𝐻5𝐶𝑙 + 𝐻𝐶𝑙 (3.9)

Production of hypychlorous acid
In this process step, hypochlorus acid is formed by combining chlorine and water. As a by product, also
hydrogen chloride is formed. See the following equation:

𝐶𝑙2 + 𝐻2𝑂 −→ 𝐻𝑂𝐶𝑙 + 𝐻𝐶𝑙 (3.10)
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Epichlorohydrin production
In this step, a mixture of hypochlorous acid and allyl chloride that forms epichlorodyrin. The epichloro-
hydrin is necessary to eventually produce ECH. See the following equation for the reaction:

𝐻𝑂𝐶𝑙 + 𝐶3𝐻5𝐶𝑙 −→ 𝐶3𝐻5𝐶𝑙2(𝑂𝐻) (3.11)

ECH production
The ECH follows from a reaction of epichlorohdyrin with caustic soda that is retrieved from Nobian.
This reaction results in the formation of ECH, Natrium chloride and water. The natrium chloride and
water are not needed in further reactions and are therefore currently treated as waste. The ’waste brine’ is
send off to Shell for waste treatment. However, this stream of brine could be an opportunity for Westlake
as the natrium chloride as it is one of the main feed instocks for Nobian. Nobian uses natrium chloride
to produce chlorine via electrolysis and thus could be recirculated with Nobian. Westlake probably pays
4000 euro per kton, following Lyu et al. [107].

2(𝐶3𝐻5𝐶𝑙2𝑂𝐻) + 𝑁𝑎𝑂𝐻 −→ 2(𝐶3𝐻5𝐶𝑙𝑂) + 𝑁𝑎𝐶𝑙 + 2𝐻2𝑂 (3.12)

BPA production
The second main product of epoxy resin production is formed by mixing Phenol and acetone to form
Bisfenol A (BPA) and water. Together with ECH, BPA is needed to form epoxy resin.

𝐶3𝐻6𝑂 + 2(𝐶6𝐻5𝑂𝐻) −→ 𝐶15𝐻16𝑂2 + 𝐻2𝑂 (3.13)

Epoxy resin production
The last step of the process is where epoxy resin is formed by combining ECH and BPA. As a by-product
HCL is formed, which is sold to Shin-Etsu and thirds. This step requires heat that is generated by the
local gas boiler.

𝐶3𝐻5𝐶𝑙𝑂 + 𝐶15𝐻16𝑂2 −→ [−𝐶18𝐻21𝑂3−] + 𝐻𝐶𝑙 (3.14)

Westlake Product data
This subsection dives deeper into the two output products of Westlake, epoxy resins and HCL. First an
overview of the market value and main applications is given per product. Secondly, a more detailed
description is given per product.

Product Market value [EUR/ton] Main applications
Epoxy resins 2580 [28] Coatings, adhesives, composite materials and many more.
HCl 125 [29] Formation to hydrochloric acid and vinyl chloride.

Epoxy resins
The applications for epoxy-based materials are very extensive and are considered to be very versatile
products [22]. We also encounter epoxy-based products in every day life. Think of PET bottles and
plastic bags.
HCl
Hydrogen chloride is mainly a product used to produce hydrochloric acid. Hydrochloric acid is the
aqueous solution of hydrogen chloride and is used both as a product or used in industrial production
processes. Hydrogen chloride is also used to produce vinyl chlorides, which is also produced in the
chlorine cluster by Shin-Etsu.
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Figure 3.7: Epoxy resin manufacturing process
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3.2.4. Huntsman
Huntsman Plant data: MDI production
Huntsman is an American manufacturer of chemical products for consumers and industrial customers,
founded in 1970. In the PoR, Huntsman produces halffabricates that are used in the polyurethane
industry. Huntsman uses chlorines as a feedstock to produce MDI (Methyl-diphenyl diisocyanate). The
MDI is used as a raw material for the production of polyurethene. Polyurethene is processed in every day
products like, mattresses, chairs and building materials. At it’s Rotterdam plant, Huntsman produces
MDI via the conventional phosgene route [169]. The plant produces around 400 kton MDI and 238 kton
hydrogen chloride per year, see table 3.9.

Table 3.9: Production figures Huntsman

In/out Capacity (kt/yr) Energy (PJ/yr)
Aniline Input 297 n/a
Formaldehyde Input 47.4 n/a
Chlorine Input 227.5 n/a
Carbon monoxide Input 63.7 n/a
Steam use Input n/a 2.0
Electricity use Input n/a 0.3
MDI Output 400 n/a
HCL Output 232 n/a

Huntsman does not have a lot of and direct CO2 emissions because, they currently buy their steam from
other companies at the PoR. The yearly direct CO2 emissions of Huntsman are shown in table 3.5. The
energy demand is mainly driven for the heat purposes in the process step of MDI purification.

Table 3.10: CO2 emissions of Huntsman [178]

Direct CO2 emissions in 2019
Plant CO2 [kton/year] Share of CO2 within PoR [/&] Share of CO2 within chlorine cluster [%]

Huntsman 0.2 0 0.1

Huntsman Process data: MDI production process
The production process at the Huntsman plant are divided in to four parts, shown below [136].

1. Phosgene production

2. MDA production

3. Phosgenation of MDA to crude MDI

4. MDI purification

Phosgene production
Most of the production routes to MDI use phosegene to synthesize MDI from MDA [176]. During this
process step, carbon monoxide and chlorine (from nobian) are reacted to form phosgene, see the equation
below.

𝐶𝑂 + 𝐶𝑙2 −→ 𝐶𝑂𝐶𝑙2 (3.15)

MDA production
The raw product needed for MDI production is MDA. MDA stands short for Methylenedianiline. MDA
is formed initially through the reaction of formaldehyde with analine. After this reaction, the mixture is
neutralised by adding caustic soda. The caustic soda is bought from Nobian. This neutralisation parts
results in a waste stream and crude MDA [136]. The reaction of formaldehyde and analine is shown
below.

2(𝐶6𝐻5𝑁𝐻2) + 𝐶𝐻2𝑂 −→ 𝐶13𝐻14𝑁2 + 𝐻2𝑂 (3.16)

𝐶13𝐻14𝑁2 + 𝐻2𝑂 + 𝑁𝑎𝑂𝐻 −→ 𝑋 (3.17)



3.2. PLANT-PRODUCT-PROCESS INVENTARISATION 43

Phosgenation of MDA to crude MDI
During this process step, phosgene is reacted with MDA to produce MDI and hydrogen chloride as a
byproduct. The reaction equation is shown below.

𝐶13𝐻14𝑁2 + 2(𝐶𝑂𝐶𝑙2) −→ 𝐶15𝐻10𝑁2𝑂2 + 4𝐻𝐶𝑙 (3.18)

MDI purification
The last step is dedicated to the MDI purification. This step is performed by distillation, where all
impurities are parted from the MDI. Also monomer MDI’s are formed into polymer MDI chains.

𝑀𝑜𝑛𝑜𝑚𝑒𝑟𝑀𝐷𝐼 −→ 𝑃𝑜𝑙𝑦𝑚𝑒𝑟𝑀𝐷𝐼 (3.19)

Huntsman Product data: MDI and hydrogen chloride
This subsection dives deeper into the two products that are sold by Huntsman, MDI and hydrogen
chloride. First an overview of the market value and main applications is given per product. Secondly, a
more detailed description is given per product.

Table 3.11: MDI production products by Huntsman

Product Market value (EUR/ton) Main applications
MDI 2683 [162] Raw material for polyurethane, paints and coatings.
HCl 141 [28] Raw material for vinyl chloride, formation to hydrochloric acid.

MDI
The main application for MDI is for the production of polyurethane. It is also used in small quantities in
paints and coatings. MDI isn’t much used on it’s own due it’s hazardous properties. It is a very reactive
material to for example water and results in a exothermic reaction.
HCl
Hydrogen chloride is mainly a product used to produce hydrochloric acid. Hydrochloric acid is the
aqueous solution of hydrogen chloride and is used both as a product or used in industrial production
processes. Hydrogen chloride is also used to produce vinyl chlorides, which is also produced in the
chlorine cluster by Shin-Etsu. Just as Westlake, Huntsman sells it’s HCl to Shin-Etsu.

Figure 3.8: Huntsman MDI manufacturing process [136]
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3.3. Zero emission technology inventarisation
This section shows the zero emission technologies for Nobian, Shin-Etsu, Westlake and Huntsman. This
section gives per company a technology description of the zero emission technology alternatives and an
overview of the techno economic characteristics. Also, the currently installed technology is described.
The last subsection shows an overview of all the various alternatives and which companies are involved.
Mainly The MIDDEN database [133] was used as a data source for this section.

3.3.1. Nobian
In this section, the currently installed technology and possible zero emission technology are discussed.
First, the currently installed assets are shown. Followed, by the the zero emission technologies. The
currently installed assets, that can be replaced by zero-emission technology alternatives are:

1. CHP

2. Finite gap brine electrolysis

3. Multiple effect vaporisation (2)

CHP
Nobian operates a large scale gas turbine combined heat and power plant (CHP), to produce electricity
and low pressure steam (1-9 bar). As shown in figure 3.5, Nobian produces 10.5 TJ of energy per kton
of chlorine via their CHP. With 640 kton of chlorine produced per year, Nobian produces a total of 6720
TJ of energy with their CHP. Assuming that they are using gas turbine CHP, with an efficiency of 69 %
at 8760 load hours per year, the CHP has a required capacity of 85.5 MW. The rest of the characteristic
values are shown in table 3.14.

Table 3.12: CHP at Nobian

Characteristic Value Comment
Capacity required 85.5 808 MWh per kton Chlorine
Efficiency 69% [58]
Cost per capacity unit 1.25 MEUR/MW [58]
CAPEX 106.8 MEUR Capcity times the cost per MW
OPEX 1.7 MEUR/year 2% of CAPEX per year [152]
ELT 20 [133]

Finite gap brine electrolysis
Nobian currently operates finite gap electrolysis for their electrolysis production process. During the
electrolysis process step, brine is used to produce to caustic soda, chlorine and hydrogen. They use a
traditional cell configuration with two electrodes (- and +) split by an inter-electrodal gaps. These cells
have inte-relectrodal gaps of a few millimeters (see fig 3.9).

Table 3.13: Finite gap brine electrolysis Nobian

Characteristic Value Comment
Capacity required 238 MW 2318 MWh per kton Chlorine
Efficiency 71% [58]
Cost per capacity unit 0.8 MEUR/MW [146]
CAPEX 190.4 MEUR Capacity times the cost per MW
OPEX 3.8 MEUR/year 2% of CAPEX [62]
ELT 5 [133]
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Figure 3.9: Finite gap vs zero gap electrolysers

Multiple effect vaporisation (3)
Multiple effect evaporation (MEV) is a device that efficiently uses heat from steam to evaporate liquids
[50]. The MEV boils the water in a sequence of boilers and is commonly restricted to four evaporators,
see figure 3.10. Multiple effect evaporation (MEV) is used at Nobian to increase the concentration of
caustic soda from 32% to 50 % and produce mother liquor. The evaporation under high temperatures
make it possible to increase the concentration of caustic soda. Currently, Nobian uses three evaporators
in their MEV unit.

Table 3.14: Multiple effect vaporisaton (3) Nobian)

Characteristic Value Comment
Capacity required 19.7 MW 30% more than MEV(5) [152]
Efficiency - 30% less efficient than MEV(5)
Cost per capacity unit 0.66 MEUR/MWth [152]
CAPEX 13 MEUR -
OPEX 0.26 MEUR/year 2% of CAPEX
ELT 20 [133]

Figure 3.10: Multiple effect evaporator (4) schematic
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Alternatives
The Nobian Botlek site has four sections in it’s production process where alternative technology con-
figurations are possible. In the utility, brine electrolysis, caustic soda processing and brine preparation
sections. For Nobian there are four zero-emission technology alternatives:

1. Electric boiler

2. Biomass boiler

3. Zero gap membrane brine electrolysis

4. Multiple effect (5) vaporisation

Electric boiler
The current gas powered CHP produces both electricity and heat for Nobian. A decarbonisation al-
ternative to the natural gas CHP would be to buy externally produced electricity and an electric boiler
to produce heat. Under assumption that the electricity is produced renewable. This decarbonisation
alternative is based on the SDE++ subsidy advice [133] for a large-scale electric boiler. In an electric
boiler, electricity is run through a heating element that heats water via a heat exchanger [152]. The
advice of PBL describes the capital expenditure (CAPEX) for the boiler, superheater, pump systems,
on-site electricity infrastructure, piping, measuring equipment, civil works, scaffolding and cranes. To
replace the CHP, a 38,4 MWth electric boiler would be needed at a price of 0.115 MEUR/MWth, would
result in a 4.416 MEUR CAPEX investment. The annual OM costs lay at 2.3 kEUR/MWth and would
total 88,230 kEUR/year. Lastly, the economic life time (ELT) is 15 years [133].

Table 3.15: Electric boiler Nobian [133]

Characteristic Value Comment
Capacity required 38.4 [MW] To suffice the total heat demand of Nobian
Efficiency 99% Stated by Scherpbier and Eerens [152]
Cost per capacity unit 0.25 MEUR/MWth Price per MWth for upfront investment costs [40]
CAPEX 9.6 MEUR Total upfront investment costs
OPEX 0.2 MEUR/year 2% of CAPEX
ELT [year] 15 -

Biomass boiler
The biomass boiler would function the same as the electric boiler described above, However, instead of
using electricity to produce heat, the biomass boiler would use biomass as a feed in stock. Think of a
wide variety of wood types, like pellets, chips and logs. The technology of industrial biomass boilers is
very similar to that of regular gas-fired boilers. By burning biomass, water is heated via a heat exchanger
which eventually boils to form steam. After passing through the brine vaporisation process, cooled or
condensed steam can be passed back into the biomass boilers where it can be heated again [152]. The
difference between the electric boiler and biomass boilers are mainly seen in CAPEX, OPEX and ELT.
Having a higher total CAPEX, lower OPEX and shorter ELT. Allthough having a far larger CAPEX and
shorter ELT, a selling point for the biomass boiler is that the biomass has a far more stable price than gas
and electricity [152].

Table 3.16: Biomass boiler Nobian

Characteristic Value Comment
Capacity required 40 MWth To suffice total heat demand Nobian
Efficiency 90% Stated by Scherpbier and Eerens [152]
Cost per capacity unit 0.88 MEUR/MWth Price per MWth for upfront investment costs
CAPEX 35.2 MEUR Total upfront investment costs
OPEX 0.7 MEUR/year 2% of CAPEX per year
ELT [year] 12 -
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Zero gap brine electrolysis
The zero gap brine electrolysis is an energy efficiency alternative. During the electrolysis process step,
brine is used to produce to caustic soda, chlorine and hydrogen. Currently, Nobian uses conventional
electrolysis with a relative large gap between the membrane wall, anode and cathode. The zero gap
membranes have reduced distances between the anodes and cathodes. The reduced distance leads to a
voltage drop across the electrolyte and thus saves electricity use [152]. Since the electricity savings from
the zero gap membranes, compared to the currently used finite gap electrolysers, are around 25% [174],
Due to these savings, the technology is an attractive investment for Nobian under the right electricity
prices.

Table 3.17: Zero gap brine electrolysis Nobian [133]

Characteristic Value Comment
Capacity required 175.3 MW 2138 MWh per ton chlorine
Efficiency 87.5% 25% more efficient than currently [152]
Cost per capacity unit 1.380 MEUR/MW price per MW for upfront investment costs [146].
CAPEX 241.9 MEUR Total upfront investment costs
OPEX 12.1 MEUR/year 5% of CAPEX [152]
ELT [year] 5 -

Multiple effect evaporation (5)
For Nobian, Scherpbier and Eerens [152] mention that MEV with 5 evaporators as an energy efficiency
option. This alternative operates according to the same principle shown in figure 3.10. Compared to the
currently installed MEV(3), the MEV(5) alternative has a significantly higher efficiency. The reduction
would result in a 30% reduction in electricity useIn the table 3.18 an overview of alternative characteristics
and corresponding values is given.

Table 3.18: Multiple effect evaporation (5) Nobian [133]

Characteristic Value Comment
Capacity required - 15.13 MW Capacity needed for evaporation.
Efficiency - 30% more efficient [133]
Cost per capacity unit 0.88 MEUR/MWth price per MWth for upfront investment costs
CAPEX 13.3 MEUR Capacity required times the cost per capacity
OPEX 0.66 MEUR/year 5% of CAPEX per year*
ELT [year] 20 -

Overview of zero emission technologies for Nobian
The table 3.19, shows an overview of all the zero emission technologies for Nobian.

Table 3.19: tab: Overview of zero emission technologies for Nobian

Type of technology Section CAPEX OPEX Economic lifetime [years]
CHP Utility 85.5 MEUR 1.7 MEUR/year 20
Electric boiler Utility 9.2 MEUR 0.2 MEUR/year 15
Biomass boiler Utility 35.2 MEUR 0.7 MEUR/year 12
Finite gap electrolysis Brine electrolysis 190.4 MEUR 3.8 MEUR/year 5
Zero gap brine electrolysis Brine electrolysis 241.9 MEUR 12.1 MEUR/year 5
Multiple effect (3) vaporisation Caustic soda process 13 MEUR 0.26 MEUR/year 20
Multiple effect (5) vaporisation Caustic soda process 13.3 MEUR 0.66 MEUR/year 20
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3.3.2. Shin-Etsu
In this section, the currently installed technology and potential zero emission technology are discussed.
First, the currently installed assets is shown. Followed, by the the zero emission technologies.

Currently installed: Natural gas furnace EDC cracking
Currently, Shin-Etsu operates a natural gas fired furnace for it’s EDC cracking process (see figure 3.11).
A schematic of a natural gas fired fluid bed reactor is shown in figure 3.11. The reactor creates en
environment with high temperatures and pressure to crack EDC. The cracking product is in turn used
for VCM production.

Table 3.20: Electric cracking furnace [133]

Characteristic Value Comment
Capacity required 131.7 MW [MW] 3.1 GJ/ton VCM [154]
Efficiency 50% Estimation by Semeĳn and Schure [154]
Cost per capacity unit 0.9 [EUR/MW] [64]
CAPEX 118.53 [MEUR] -
OPEX 2.4[MEUR/year] 2% of CAPEX
ELT [year] 30 [154]

Figure 3.11: Schematic of EDC cracking

Alternatives
For Shin-Etsu there are two possible zero-emission alternatives. The two alternatives are both replace-
ments for the current gas-fired EDC cracking installation. The two alternatives are a hydrogen cracking
installation and electric cracking installation.

1. Hydrogen furnace EDC cracking

2. Electric furnace EDC cracking

Hydrogen furnace EDC cracking
Currently, Shin-Etsu uses a gas-fired Thermal cracking furnace to crack EDC in VCM. An alternative to
the use of fossil fuels, would be to use hydrogen gas as an energy carrier to use in the thermal cracking
furnace. Under assumption that the hydrogen is produced with renewable energy, this alternative
would lead to the decarbonisation of this production process. In the cracker, the hydrogen gas is
burned to supply the heat of reaction and to bring the reactants to the required reaction temperature of
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500[U+1D52]C. With a conversion efficiency 55%, a total of 119.7 MWth would be needed for this furnace.
In table 3.21 and overview of the hydrogen’s furnace characteristics and corresponding values is shown.
H2 has a calorific value of 141.8 MJ/kg, so this means the hydrogen furnace would require kton on a
yearly basis.

Table 3.21: Hydrogen furnace EDC cracking [154]

Characteristic Value Comment
Capacity required 119.7 [MW] Required capacity to replace current cracker
Efficiency 55% Estimation made by Semeĳn and Schure [154]
Cost per capacity unit 0.4 (MEUR MW] Estimation made by Semeĳn and Schure [154]
CAPEX 47.9 [MEUR] -
OPEX 0.48 [MEUR/year] 1% of CAPEX
ELT [year] 30 -

Electric furnace EDC cracking
Besides using hydrogen as an energy source for the cracking process, it is also possible to electrify the
process with an electrical furnace. Under the assumption that the electricity is produced by renewable
means, the electrification of the cracking process would result in the decarbonisation of the production
process. Electrification of electric furnaces can be categorized in two main groups: direct and indirect
heating technologies. Direct heating technologies include inductive and dielectric heating; indirect
heating technologies include resistance, arc and infrared heating. Judging on the temperature ranges,
indirect resistance heating and dielectric heating are most suitable for the replacement of EDC cracking
furnaces, as the temperature in the furnace is typically 500˚C. Especially indirect resistance heating is
interesting for the PVC manufacturing industry, as it delivers heat in a similar way as gas-fired heating
systems [154].

Table 3.22: Electric cracking furnace [133]

Characteristic Value Comment
Capacity required 66.5 [MW] 3.1 GJ/ton VCM[154]
Efficiency 99% [154]
Cost per capacity unit 2800 [EUR/KW] Estimation by Semeĳn and Schure [154]
CAPEX 186.2 [MEUR] -
OPEX 3.7 [MEUR/year] 2% of CAPEX
ELT [year] 30 -

Overview of technologies for Shin-Etsu
The table 3.23, shows an overview of all the technologies for Shin-Etsu.

Table 3.23: Overview of technologies for Shin-Etsu

Type of technology Section CAPEX OPEX Lifetime
Gas furnace EDC cracking 118.53 [MEUR] 2.4 [MEUR/year] 30
Hydrogen furnace EDC cracking 47.9 [MEUR] 0.48 [MEUR/year] 30
Electrification furnace EDC cracking 136.2 [MEUR] 3.7 [MEUR/year] 30
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3.3.3. Westlake
In this section, the currently installed technology and possible zero emission technology are discussed.
First, the currently installed natural gas boiler is discussed. Followed, by the E-boiler as a zero emission
technology.

Currently installed: Natural gas steam boiler Westlake
Currently, Westlake uses gas boilers to produce the steam needed for the production of epoxy resins.
Westlake receives refinery gas from the Shell Pernis refinery, which Shell regards as a waste product.
The steam production in the boiler is based on an exothermic reaction, where gas is ignited in burners
with additionally added air. The burners heat up water via a heat exchanger, where water is vaporized
and turned into steam. The steam at Westlake is consequently used for the production of epoxy resins.

Table 3.24: Natural gas steam boiler Westlake

Characteristic Value Comment
Capacity required 87 [MW] To suffice the total heat demand for epoxy and BPA
Efficiency 69% Following the efficiency from Nobians CHP [152]
Cost per capacity unit 0.187 [MEUR/MWth] price per MWth for upfront investment costs [21]
CAPEX 16.3 MEUR Total upfront investment costs
OPEX 0.33 Meur/year 2% of CAPEX per year
ELT 15 [152]

E-Boiler Westlake
The zero emission technology alternative for Westlake was retrieved from mail correspondence with
Dick van Dam D. The only part that Westlake can directly decarbonize is the heat production. Therefore,
Dick van Dam mentioned an E-Boiler as an zero emission technology alternative for Westlake’s current
fossil-based steam production. Also the recirculation project with Nobian is an alternative for Westlake,
which is further elaborated in section 3.4.
The MIDDEN database unfortunately does not provide detailed information about this technology
alternative specifically for Westlake. So, the values for the characteristics shown in table 3.26 are the
combination of a MIDDEN report on another industrial plant ,called SABIC IP BoZ, and the information
that was used for the e-boiler for Nobian. According to Mooĳ and Muller [100] per ton of Epoxy resin
and BPA, respectively 6 GJ and 5 GJ of steam is needed. We know that Westlake produces 170 kton of
epoxy resins and 190 kton of BPA on a yearly basis. Meaning that Westlake requires a total of 1.97 PJ per
year for steam production. Assumed that Westlake operates a 24/7 continuous production process runs
and an efficiency of 99% for the electric boilers [133], the boilers require a capacity of 60 MW. Using the
same cost per capacity and OPEX costs, the values of table 3.26 are calculated.

Table 3.25: Electric steam boiler Westlake

Characteristic Value Comment
Capacity required 60 [MW] To suffice the total heat demand for epoxy and BPA
Efficiency 99% [MW] [152]
Cost per capacity unit [MW] 0.25 [MEUR/MWth] price per MWth for upfront investment costs
CAPEX [EUR/MW] 15 MEUR Total upfront investment costs
OPEX [EUR/year] 0.3 MEUR/year 2% of CAPEX per year
ELT [year] 15 [152]
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3.3.4. Huntsman
Huntsman requires heat for it’s distillation process during MDI purification. Currently, Huntsman buys
steam from third parties for it’s steam demand. An alternative for the externally bought steam, is to
locally produce steam with an E-boiler.

Currently used: Externally bought steam
Currently, Huntsman buys it’s steam from the PoR Botlek steam network. The steam networks makes it
possible to exchange residual heat among industrial companies, in the form of steam [83]. The Botlek
network is operational since 2013 and Huntsman has been reliant on the the network for some years.
The main suppliers of the steam in the network are Air liquide and AVR, two companies situated in the
Botlek area [161].
Huntsman requires 3.42 MJ/kg of heat for MDI production. With a total of 400 kton/year, Huntsman
requires 136.8*107 MJ/year of heat [135]. The heat that is used at Huntsman, is steam at 70 Bar and 510
degrees celsius. Steam has a energy value of 3.41 MJ/kg at these characteristics. So, Huntsman has to
buy 401 kton of steam per year. A typical practice is to consider 0,0085=C/kg as a steam price value [142].
With that price, Huntsman pays 3.4 Million euro’s for steam per year

E-boiler Huntsman
According to Dick van Dam C, Huntsman is planning on installing 50 MW e-boilers to produce their
own steam. This is also announced in the ’Provinciaal Blad’ of the Province of South - Holland. The
announcement states that Huntsman intends to build electric boilers to produce the steam which is
currently produced by thirds [84].
The heat that is needed for the MDI purification can be produced with E-boilers that work according to
the same principle described in the Nobian and Westlake sections. The calculation for this alternative
uses the same cost per capacity and OPEX as the Nobian and Westlake boilers. The characteristics and
their corresponding values are shown in table 3.26.

Table 3.26: Electric boiler Nobian

Characteristic Value Comment
Capacity required [MW] 50 MW According to Dick van Dam C
Cost per capacity unit [MW] 0.25 MEUR/MWth price per MWth for upfront investment costs [40]
CAPEX [EUR/MW] 12.5 MEUR Total upfront investment costs
OPEX [EUR/year] 0.25 Meur/year 2% of CAPEX [40]
ELT [year] 15 -

3.4. Shared zero emission technologies
This section presents two technologies, where two or more companies within the cluster are involved
with. The brine recirculation between Westlake and Nobian is a project conducted within the EU
water-mining project, which is accessed via WEI. The second alternative, for a shared CCS network, is
a hypothetical shared connection to the larger Porthos project. The alternatives are elaborated in the
subsections below.

1. Brine recirculation between Westlake and Nobian

2. Shared CCS network with Nobian, Shin-etsu, Westlake and Huntsman

3.4.1. Brine recirculation between Westlake and Nobian
Westlake currently produces a stream of wastewater containing natrium chloride. That waste stream
is treated at Shell for a fee and afterwards disposed in the environment. The price for the waste water
treatment was not publicly accessible, so the price is based on a scientific paper. Panagopoulos et al.
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[128], estimate that the cost for brine disposal range between 0.54 EUR/ 𝑚3 to 2.6 EUR/ 𝑚3. However, as
shown in figure 3.5 Nobian uses brine containing natrium chloride. Thus, instead of Westlake disposing
the waste stream containing natrium chloride, it could be used as a feed-in for the production processes
at Nobian. This alternative is currently being researched within the EU water-mining project as a
demonstration project.. The process design consists of a High Pressure Oxidation unit (HPO), which
aims to remove organics from the brine, see the coloured block in 3.12. The technical system comprises
out of three major steps, the Brine conditioning, High pressure oxidation and Catalyst recovery/polising.
During the brine conditioning process, brine is collected in a container and reacted with a HCl solution
and catalyst provided by Westlake. The conditioned brine is consequently placed in the HPO, which
increases the NaCl concentration of the brine. In the third step, the catalyst is removed from the brine to
make it ready for shipment to Nobian.
Unfortunately, it is not possible to use the CAPEX and OPEX data from the water mining project, so
the cost estimation is based on desk research. It is assumed that the CAPEX cost consists out of the
HPO unit a pipeline connection between Westlake and Nobian. According to Keefe [156], a HPO unit
has a capital cost of 150 thousand euros with comparable capacity requirements as the one proposed in
the watermining project. Next, the pipeline connection should be around 2.3 km long. The distance is
based on the google maps road distance between the Westlake and Nobian plants. Based on the average
pipeline size and average construction cost for land based pipelines of 3 million euros/km [117], the
CAPEX of the pipeline would cost 6.9 million euros. In total the CAPEX costs would total 7.05 million
euros. Following the other zero emission alternatives from the previous sections, a yearly OPEX of 2%
of the CAPEX is used. Lastly, the ELT is assumed to be 30 years.

Table 3.27: Brine recirculation between Westlake and Nobian

Characteristic Value Comment
Capacity required 0.1 𝑀3/ℎ𝑜𝑢𝑟 Water mining project info
CAPEX 7.05 MEUR 2.3 km of pipeline and HPO unit
OPEX 0.14 MEUR/year 2% of CAPEX
ELT [year] 30 Assumption made

Figure 3.12: Demonstration project Brine circulation (IMPETUS project)
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3.4.2. Connection to Porthos CCS network
This alternative is based on a suggestion made by Semeĳn and Schure [154]. They have calculated the
techno-economic characteristics for a Carbon, capture and storage (CCS) installation at Shin-Etsu’s VCM
plant. In this subsection we expand further on this suggestion by presenting a shared chlorine cluster
connection to the Porthos CCS network. Where the alternative would comprise out of a plant based CCS
installation and a shared cluster connection to the Porthos main pipeline. This alternative has to compete
with the current fees that are paid to emit CO2.
Porthos, short for Port of Rotterdam CO2 Transport Hub and Offshore Storage, is a project where CO2
from the industry in the PoR is transported and stored in empty gas fields under the north sea. They
plan on building a pipeline starting from the Vondelingenplaat, following the A15 highway, to gas fields
several tens of kilometers from the coast.
In figure 3.13, an impression is given of the CCS pipeline. The blue line represents the main pipeline and
the orange lines the connections from the respective plants that directly emit CO2 to the main pipeline.
All of the The techno-economic characteristics, besides the CAPEX, are based on the estimations made
by Semeĳn and Schure [154] and shown in the table below. The CAPEX costs are divided into the plant
based CCS installation and the pipeline connections. The CAPEX of the plant based CCS installation
depicted in a price per captured CO2, shown as the first OPEX value. The CAPEX row of the table
solely represent the pipeline costs that have to be paid by the four companies together, the OPEX values
are company specific. Based on figure 3.13, The blue line between Westlake and Huntsman is 7.5 km.
Using the same price per kilometer pipeline as the brine recirculation example, the cost for the main
pipeline would be 22.5 MEUR. The orange part from Huntsman to the main pipeline is 100m, Nobian
and Shin-etsu share a 700m pipeline and Westlake also has a pipeline connection length of 100 meters.
This would mean that Huntsman’s part would cost 0.3 MEUR, the share Nobian & Shin-etsu pipeline
2.1 MEUR and Westlake’s pipeline also 0.3 MEUR.
For the exploration of multi-agent interaction within the chlorine cluster, this alternative assumes that
the chlorine cluster has to contribute to the financing of the main pipeline running between Westlake
chemical and huntsman. The cost division is conceptualized in later chapters. In reality however, a large
part of the financing for the main pipeline is funded by the European Union and the Dutch government
[144] and companies are only responsible for the financing of their own CCS installations.

Table 3.28: Shared CCS network

Characteristic Value Comment
CO2 emissions [14kt CO2/PJ] [154]
Theoretical amount of electricity required 12.5 [GWhe/PJ] Post-combustion, capture, treatment and compression
CAPEX 22.5 MEUR Shared pipeline CAPEX costs

OPEX 115 [EUR/t CO2 captured] and
5.5 [EUR/t CO2 captures/year]

Estimation made by Semeĳn and Schure [154] and
4% of CAPEX per year [154]

ELT [year] 30 -

Figure 3.13: Impression CCS pipeline at Botlek
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3.5. Expert elicitation
The expert elicitation among Nobian and Westlake was conducted via interviews, which are described
in appendix C. The expert elicitation was used for this chapter to validate the plant-process-product and
zero-emission inventarisations. Unfortunately, it was not possible to validate results for Huntsman and
Shin-etsu. So, only Nobian and Westlake are discussed in this section.

3.5.1. Nobian
Nobian was not able to give a detailed overview of their production process at the Botlek plant, but was
able to send the overview of 3.14. This figures shows the Nobian salt solution mining, their Chlor-alkali
process in the Botlek and the brine recirculation suggestion with Hexion (now Westlake). Although
this overview depcits the processes on a higher aggregation level, it is still useful as a validation for the
conceptualized process so far. The streams and white process blocks correspond to what was shown in
the previous sections.

Figure 3.14: Nobian expert information

3.5.2. Westlake
The expert from Westlake was able to validate the main processes, mass flows and decarbonisation
alternatives. He stated that all of the processes and alternatives were correct and the same for the
decarbonisation alternatives. One comment was made about the current production of heat. In the
conceptualisation was assumed that natural gas is used for the heat production. The expert explained
that Westlake currently receives refinery gas from the Shell Pernis refinery. The refinery gas is a mixture
of multiple hydrocarbons and a very small amount of hydrogen. He mentioned hydrocarbons like
methane, ethane and propane.

3.6. Reflection on plant-process-product and zero emission technology
inventarisation

This section reflects on both on the plant-process-product and zero emission technology inventarisation.
The reflection elaborates on the strengths & limitations of the inventarisations. The following strengths
of the inventarisations is observed:

• Generated a detailed understanding of the PoR chlorine cluster’s technical system.

• Allows for the identification of emission reducing opportunities.

By using these two methods to analyse the PoR chlorine cluster a very highly detailed understanding of
both the current state and possible future configurations of the cluster’s technical system is gained. This
made to possible to identify emission reducing opportunities, beside the already mentioned alternatives
in the MIDDEN database. For example the connection to the Porthos CCS network and brine recirculation
project. However, there are also some limitations to the used methods:



3.7. TOTAL OVERVIEW OF RESULTS 55

• Limited access to case specific data.

• Results in a static representation of the technical system and possible future configurations.

For the PoR chlorine cluster’s specific companies there is not a very detailed overview of their technical
systems, the same for the potential zero emissions technologies. The MIDDEN database did have detailed
overviews of the Nobian and Shin-etsu plant’s, but not of the Westlake and Huntsman plants. Beside
the MIDDEN database there were no publically accessible sources for both of these companies. So, for
this thesis the generally used production processes for Epoxy resin and MDI are used. This leads to a
less accurate depiction of the chlorine cluster and a more time consuming process. The lower accurate
depiction in turn leads to less accurate depiction of modeled energy and raw material use. Lastly, this
method leads to a static representation of the technical system and possible future configurations. This
could potentially lead to the model losing it’s relevance over time, as the configuration of the technical
system changes and the set of possible zero emission technologies.

3.7. Total overview of results
This section aims to give a total overview of both the plant-process-product and zero emission technology
inventarisations. In the first subsection 3.7.1, an overview of the PoR chlorine cluster is given. The second
section 3.7.2, gives an overview of all the zero emission technologies.

3.7.1. PoR chlorine cluster overview
The figure 3.15, shows a diagram the four companies at the PoR chlorine cluster and their major in - and
out - puts.

Figure 3.15: Diagram with all in-flowing and out-flowing mass flows PoR chlorine cluster
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3.7.2. Overview of alternatives
The first table 3.29 shows all the zero emission technology alternatives and their corresponding CAPEX,
OPEX and ELT. The second table 3.30 shows which companies are involved per alternative. There are
only two alternatives where multiple companies are involved, which are the brine recirculation and
shared CCS network. This overview of alternatives is used as input for the CCI model, so possible future
configurations of the Por chlorine cluster can be simulated.

Table 3.29: Overview of all zero emission technologies

Alternative CAPEX [MEUR] OPEX [MEUR/year] ELT section Company
CHP 85.5 1.7 20 Utility Nobian
E-Boiler 9.2 0.2 15 Utility Nobian
Biomass boiler 35.2 0.7 12 Utility Nobian
Finite gap electrolysis 190.4 3.8 5 Process Nobian
Zero gap brine electrolysis 241.9 12.1 5 Process Nobian
MEV(3) 13 0.26 20 Process Nobian
MEV(5) 13.3 0.66 20 Process Nobian
Natural gas furnace EDC cracking 118.5 2.4 30 Utility Shin-etsu
Hydrogen furnace EDC cracking 47.9 0.48 30 Utility Shin-etsu
Electric furnace EDC cracking 136.2 3.7 30 Utility Shin-etsu
Natural gas boiler 16.3 0.33 15 Utility Westlake
E-Boiler 15 0.3 15 Utility Westlake
E-Boiler 12.5 0.25 15 Utility Huntsman
Brine recirculation 7.05 0.14 30 Process Shared
Connection to Porthos CCS network 22.5 55 [EUR/ton CO2/year 30 Process Shared

Table 3.30: Overview of currently installed & zero emission technologies and involved companies

Alternative Nobian Shin-Etsu Westlake Huntsman
CHP Nobian X
E-Boiler Nobian X
Biomass boiler X
Finite gap electrolysis X
Zero gap brine electrolysis X
MEV(3) X
MEV(5) X
Natural gas furnace EDC cracking X
Hydrogen furnace EDC cracking X
Electric furnace EDC cracking X
Natural gas steam boiler Westlake X
E-Boiler Westlake X
E-Boiler Huntsman X
Brine recirculation X X
Connection to Porthos CCS network X X X X



4
Representing market & behavioural

barriers

This chapter is dedicated to answer sub-question two, which is depicted below. The first section 4.1
conceptualises a decision protocol. The second section 4.2 shows a way to represent both market &
behavioural barriers in an investment model, by the conceptualisation of decision evaluation types. As
mentioned in the chapter 2, the decision evaluation types are conceptualised both using the methodology
of Knobloch & Mercure [97] and incorporating the market & behavioural barriers shown in chapter 2.
Thirdly, section 4.3 shows the decision acceptance criteria. Followed by the expert elicitation, which
shows the key-take aways from interviews that have been conducted with Nobian and Westlake 4.4. The
last section 4.5, reflects on the conceptualised representation of market & behavioural barriers.

2. How can we represent market & behavioural barriers in an investment model at the PoR chlorine cluster?

4.1. Conceptualising the decision protocol
As mentioned in chapter 2, the decision protocol determines how investment decisions regarding tech-
nology replacement and expansion are made. The decision protocol follows the logic of both the BRAIN
and GPM models, which were reviewed in chapter 2. This means that technology adoption can be con-
ducted both before and after the economic life time of the asset that is to be replaced. It is assumed for
simplicity that all of the modeled companies have a binary choice to adopt a zero emission technology or
not, see figure 4.1. Which is compared to the default emission technology with respect to the perceived
CAPEX and perceived future cost-savings. Next, it is assumed to invest in a zero emission technology,
the value retrieved from the profitability analysis has to suffice the decision acceptance criteria stated in
section 4.3. From that leads that either an asset is installed or not. This decision protocol is run through
on a yearly basis between 2022 and 2050. So based on the investment logic as described above we assume
that our investor is a rational investor who always looks to pursue an investment option that gives him
the value needed to accept an investment.

Figure 4.1: Decision protocol

57
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4.2. Representation of barriers with decision evaluation types
This section elaborates on the decision evaluation types that are used during the evaluation of alter-
natives, shown in the flowchart of figure 4.1. As introduced in chapter 2, the evaluation types are
conceptualised following the methodology of Knobloch & Mercure [97].
Their model is based on the combination of perceptions, heterogeneity and risk. They state that percep-
tions can differ between decision makers. Where the same information on an investment project may be
perceived in different ways. What they want to make clear with this point, is the subjectivity upon which
decision-making is based. Secondly, the heterogeneity of economic characteristics and decision-making
procedures imply heterogeneous decisions. The investment of a homogeneous technology may be viable
for the average company, but not for all companies, due to the various contexts and diverse characteristics
of the respective companies. Lastly, risk affects the decisions made by companies. There are various
aspects that make an investment risky, for example the uncertainty about future profitability or future
demand. Table 4.2 shows different investment levels of decision-making, following the methodology of
Knobloch & Mercure [97].

Table 4.1: Types of actors and their defining question

Actor Defining question
Engineer What is cost optimal for a representative company?
Heterogeneous firms with unbounded
rationality

What should be perceived as optimal for a profit-maximising
heterogeneous company?

Heterogeneous firms as organisations with
bounded rationality

What should be perceived as optimal for a profit-maximising
company, given organisational structures and limited decision resources?

Given that companies and the decision makers within them apply heterogeneous decision making
rules, it is generally not possible to forecast individual choices according to Knobloch and Mercure [97].
However, by using the likely values of parameters used for investment decision making across companies
and individual decision makers, it becomes possible to simulate how choices are made. So, this thesis
proposes to simulate the investment behaviour of three types of actors. Each actor corresponds to the
perspective and decision criteria a specific hypothetical actor can have. For this thesis, three types of
actors have been defined: engineer, heterogeneous firms with unbounded rationality and heterogeneous
firms as organisations with bounded rationality. Per actor a defining question is defined, see table 4.1.
If companies were to make investment decisions according to the criteria of level X, what would be the
aggregate system level outcome? The three different actors represent different amounts of variations
(distributions around classic economic theory) and biases (systematic deviations from classic economic
theory). This representation of barriers with can be used to obtain quantitative insight on likely aggregate
outcomes of decision-making. This insight can then be used for two purposes:

• To estimate the technology adoption at the PoR chlorine cluster between 2022 and 2050.

• To classify impacts of various barriers on system outcomes.

For each actor, different subjective decision evaluation types are formalised. The different levels of
decision making and assumptions, various barriers have been represented with either a NPV metric or
pay-back period formula. These formula’s are used in the CCI model to conduct the evaluation part of
technology alternatives. In the table 4.2, 8 different levels of decision making are shown. Varying from no
market & behavioural barriers at the baseline level, to all the barriers represented in the behavioural level.
Every level incorporates one more barrier or another combination of barriers, to be able to determine the
effect of various barriers on technology adoption at the PoR chlorine cluster. The configuration of the
barriers are used to represent certain types of decision makers, which are shown in the second column.
These barriers are in turn represented by parameters, shown in the third column of the table. There
has been chosen for 8 different levels, and not for a full factorial design, as some of the barriers are
dependent on the presence of other barriers. For example, imperfect information can’t exist without risk
and uncertainty. Or hidden costs can’t exist without the representation of imperfect information. Also,
because otherwise the amount of scenario’s would become very large. Every barrier is represented by a
parameter, shown in the fourth column. Where these parameters are eventually depicted in the formulas
of the NPV or pay-back period. Underneath the table, every level of decision making is explained. The
incorporated barrier(s), how they are represented with the respective parameter and the evaluation
formula that follows from that.
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Table 4.2: Levels of decision-making and their parameters, following Knobloch & Mercure [97].

Level Actor Assumptions Barriers Parameters Metric

4.2.1 Baseline Engineer

- Homogeneous decision makers
- No risk or uncertainty
- Perfect information
- Unbounded rationality

- - NPV

4.2.2 Risk Heterogeneous firms
with unbounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Perfect information
- Unbounded rationality

- Risk - Discount rates (ri) NPV

4.2.3 Imperfection Heterogeneous firms
with unbounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Imperfect information
- Unbounded rationality

- Risk
- Imperfect information

- Discount rates (ri)
- Expectation values (Ei) NPV

4.2.4 Hidden costs Heterogeneous firms
with unbounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Imperfect information
- Unbounded rationality

- Risk
- Imperfect information
- Hidden costs

- Discount rates (ri)
- Expectation values (Ei)
- Different upfront costs
and benefits (delta Ct, delta Bt)

NPV

4.2.5 Access to capital Heterogeneous firms
with unbounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Imperfect information
- Unbounded rationality

- Risk
- Imperfect information
- Access to capital

- Discount rates (ri)
- Expectation values (Ei)
- Restricted acces to credit (ci)

NPV

4.2.6 All Market barriers Heterogeneous firms
with unbounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Imperfect information
- Unbounded rationality

- Risk
- Imperfect information
- Hidden costs
- Access to capital

- Discount rates (ri)
- Expectation values (Ei)
- Different upfront costs
and benefits (delta Ct, delta Bt)
- Restricted acces to credit

NPV

4.2.7 Satisficing Heterogeneous firms as organisations
with bounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Imperfect information
- Bounded rationality

- Risk
- Imperfect information
- Hidden costs
- Access to capital
- Bounded rationality

- Discount rates (ri)
- Expectation values (Ei)
- Different upfront costs
and benefits (delta Ct, delta Bt)
- Restricted access to credit
- Critical thresholds (bt)
- Technological preference (tp)

Payback criterion

4.2.8 Behavioural Heterogeneous firms as organisations
with bounded rationality

- Heterogeneous decision makers
- Risk and uncertainty
- Imperfect information
- Bounded rationality

- Risk
- Imperfect information
- Hidden costs
- Access to capital
- Split incentives
- Bounded rationality

- Discount rates (ri)
- Expectation values (Ei)
- Different upfront costs
and benefits (delta Ct, delta Bt)
- Restricted access to credit
- Critical thresholds (bt)
- Technological preference (tp)
- Level for cooperation

Payback criterion

4.2.1. Baseline
The first decision evaluation type represents the baseline. The baseline type is used to determine the
optimal outcome and acts therefore as a baseline reference point. This type assumes a representative
firm that makes investment decisions according to a perfectly rational decision making process with
perfect foresight and information. Furthermore, the decisions are made without risk or uncertainty.
This follows from the assumptions and barriers shown in table 4.2. Given the assumptions and barriers,
this level follows the net-present-value (NPV) calculation as a metric without discount rate. As according
to neoclassical economic theory, the right decision metric for a profit-maximising company is a NPV
calculation [33]. For this level, the relevant cash flows are the upfront capital investments (ΔC) in the
current period (t=0) and the annual gains (ΔB) that are made throughout the economic lifetime (n) (from
t = 2022 up to t = 2050) [97]. The (ΔC) represent the difference in upfront costs compared to the existing
asset (in case of technology replacement). The (ΔB) is defined as the cost-savings relative to the existing
asset. Where ΔQ the change in required electricity or other input represents, multiplied by it’s market
price 𝑝𝑡 , resulting in : 𝑝𝑡 ∗ Δ𝑄𝑡 . As this decision type assumes a risk-free investment, there is no discount
rate used. The above mentioned, results in the following equation:

𝑁𝑃𝑉 = −Δ𝐶 +
𝑛∑
𝑡=0

𝑝𝑡 ∗ Δ𝑄𝑡 (4.1)

4.2.2. Risk
The level risk introduces the assumptions of heterogeneity and risk & uncertainty. This is depicted in
the first market barriers, risk. Previously was explained that risk can manifest itself in many forms,
due to the uncertainties caused by imperfect foresight. Think of sources like macro economic trend,
government policy and many more. To incorporate risk in this evaluation type, the barrier is represented
by discount rates in the NPV formula that follows the same principles as explained in the baseline type.
The heterogeneity is shown in the varying levels of discount rates 𝑟𝑖 among decision makers, as their
perception of risk may vary from each other. Next, the risk and uncertainty of potential investment
projects is depicted by division part (1+𝑟)𝑡 . The r-value is determined by the level of risk and uncertainty
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per decision maker and per type of investment.

𝑁𝑃𝑉𝑖 = −Δ𝐶+
𝑛∑
𝑡=0

𝑝𝑡 ∗ Δ𝑄𝑡

1 + 𝑟𝑖
𝑡

(4.2)

4.2.3. Imperfection
This type introduces imperfect information on top of the strategic level. Examples of the effects of
imperfect information in the industrial sector are, the unawareness of available technology but also
about it’s characteristics like costs and saving potentials. During this thesis, the characteristics of cost
savings are considered. The imperfect information regarding the actual cost savings are represented
with the parameter expectation values (Ei). The expectation values might have influence on the realised
efficiency of a technology alternative. As for example the fuel requirements turn out to be higher than
anticipated when making the investment. This results in the following formula:

𝑁𝑃𝑉 = −Δ𝐶 +
𝐸𝑖 (𝑛𝑖 )∑
𝑡=0

𝐸𝑖(𝑝𝑖 , 𝑡) ∗ 𝐸𝑖(Δ𝑄𝑖 , 𝑡)
1 + 𝑟𝑡

(4.3)

4.2.4. Hidden costs
This type introduces hidden costs and also represented by expectation values 𝐸𝑖 . There are roughly
three main possible sources of hidden costs: the general overhead costs of energy management, the costs
which are specific to an individual investment or the choice of a technology and it’s potential loss of
utility [159]. For this PoR chlorine cluster, this could mean that the companies may be subject to hidden
costs concerning the actual OPEX costs that only manifest themselves after a certain period of time. So,
these costs maybe differ from the moment of investment. This results in the following equation:

𝑁𝑃𝑉 = −Δ𝐶 +
𝐸𝑖 (𝑛𝑖 )∑
𝑡=0

𝐸𝑖(𝑝𝑖 , 𝑡) ∗ 𝐸𝑖(Δ𝑄𝑖 , 𝑡)
1 + 𝑟𝑡

(4.4)

4.2.5. Access to capital
This type builds forth on level tactical, where access to capital 𝑐𝑖 is added. The access to capital can
be restricted by the inability to access internal funds and/or attain external funds. Therefore, in the
CCI model every company has their own specific amount of capital that can be used to invest in new
technology. The access to capital is not represented in the NPV formula, but is rather modeled in the
CCI model as a constraint. So, this type follows the same NPV formula as optimizing 2, but is modeled
differently in the CCI model. See the equation:

𝑁𝑃𝑉 = −Δ𝐶 +
𝐸𝑖 (𝑛𝑖 )∑
𝑡=0

𝐸𝑖(𝑝𝑖 ,𝑡 ) ∗ 𝐸𝑖(Δ𝑞𝑖 ,−𝑡)
(1 + 𝑟𝑖)𝑡

(4.5)

4.2.6. All Market barriers
This level of decision making combines levels operational 1 and 2, as both hidden costs and restricted
access to capital are added. As mentioned in the explanation of optimizing four, the restricted access to
capital is not represented in the NPV formula. Therefore, the NPV formula is the same as optimizing
Operational 1 for the representation of these barriers.

𝑁𝑃𝑉 = −Δ𝐶 +
𝐸𝑖 (𝑛𝑖 )∑
𝑡=0

𝐸𝑖(𝑝𝑖 , 𝑡) ∗ 𝐸𝑖(Δ𝑄𝑖 , 𝑡)
1 + 𝑟𝑡

(4.6)
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4.2.7. Satisficing
This is the first type where a behavioural barrier is represented. As Simon suggests, bounded rationality
takes into account the cognitive limitations of decision-makers of both knowledge and computational
capacity [158]. These limitations of the decision makers are represented in the model by a pay back
period criterion 𝑏𝑡 and a technological preference.
Allthough the pay-back period method in itself is a rational way to cope with limited information and
limited cognitive abilities, it has it’s deficiencies. The method does not account the time value of money,
it does not account for the cash flows after the return of investment and the defined time period might be
prone to bias. A survey conducted by Graham and Harvey [75] on budgeting behaviour by companies in
the United States, concluded that ’always or almost always’ the pay-back time criterion is used to make
investment decisions. So instead of determining if the NPV value over the economic life time of an asset,
the NPV is considered over a set pay-back time. According to Anderson and Newell [6], this threshold
for payback is commonly found between one and five years. This threshold can also vary among the
decision makers at the PoR chlorine cluster.
To also account for the cognitive limitations of decision makers, following bounded rationality theory,
technological preference is also introduced.According to a study by Allais [4] on the irrationality of
decision making, he found that personal preference of decision makers play a large role in the decision
making process. He found that individuals will not always opt for the most utility maximising alternative,
but rather choose the alternative of it’s own personal preference.
This can also be the case for certain technological preferences of decision makers at the PoR chlorine
cluster. This is not modeled in to the NPV formula by the factor 𝑡𝑝 that influences the perceived upfront
investment costs. So that certain alternatives can be perceived as more or less expensive than they are in
reality, depending on the preference of the decision maker. See the following equation:

𝑁𝑃𝑉 = 𝑡𝑝 ∗ −Δ𝐶 +
𝑏𝑖∑
𝑡=0
[𝐸𝑖(𝑝𝑖 ,𝑡 ) ∗ 𝐸𝑖(Δ𝑞𝑖 ,𝑡 )] (4.7)

4.2.8. Behavioural
For this decision type, all of the market & behavioural barriers are incorporated. In addition to the
Satisficing type, the split incentive barriers is added. As mentioned in chapter 2, the landlord-tenant
problem examples shows that differences in incentives within companies or between companies can
effect the adoption of technology. Following that problem, cooperating companies at the PoR chlorine
cluster might have varying incentives when it for example comes to energy-efficiency. During this thesis,
this barrier is used when considering technologies where multiple companies are involved with. Where
the split incentives are represented in the willingness to cooperate. Therefore this leads to the same NPV
formula and pay back criterion as satisficing, but the willingness to cooperate will be added in the CCI
model.

𝑁𝑃𝑉 = 𝑡𝑝 ∗ −Δ𝐶 +
𝑏𝑖∑
𝑡=0
[𝐸𝑖(𝑝𝑖 ,𝑡 ) ∗ 𝐸𝑖(Δ𝑞𝑖 ,𝑡 )] (4.8)

4.3. Decision Acceptance criteria
The decision makers evaluate investment opportunities based on an NPV calculation or pay back period.
Both of these calculations have certain acceptance criteria. These acceptance criteria determine whether
an investment is accepted or rejected. The NPV values can either be larger than zero, zero or smaller
than zero. If an investment option has an NPV higher than zero, the decision maker selects the options
with the highest expected NPV value among the alternatives that have an NPV higher than zero. When
the NPV value is zero or smaller than zero, the investment is rejected. For the pay back period there are
two values, either the evaluated alternative has a pay back period larger than X or equal/smaller than
X. Where X is the value that the decision maker has set as a reference. When an investment is accepted,
this means that the existing asset is replaced with another asset. When an investment is rejected, the
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currently installed asset remains operational.
Table 4.3: Overview of decision acceptance criteria

If value This means Decision

NPV >0 If the NPV value is larger than zero, than the investment
would result in added value to the company. The investment is accepted

NPV <0 An investment, with a NPV lower than zero,
leads to a decreased value to the company. The investment is rejected

NPV = 0 When the NPV is equal to zero, the company would
neither gain nor lose value from this investment. The Investment is rejected

Pay back period ≤ X
When pay back period is smaller than the value X
, which is determined by the preference of the decision maker,
then the investment is accepted.

The investment is accepted

Pay back period >X If the pay back period is larger than the value X,
then the investment is rejected. The investment is rejected

4.4. Expert elicitation
Two out of four companies at the PoR chlorine cluster have been contacted for this thesis. The questions
for this specific chapter were asked to gain insight about the decision protocols at the companies,
their perceived risks and how do they make investment decisions. A more detailed description of the
interview is given in appendix C. The key-take aways from the interview for this section are shown in
the subsections below.

4.4.1. Nobian
The interview for with Nobian for this chapter focused on the perceived barriers to investment, the
decision making process, the evaluation types and what role models have in the decision making process.
Regarding the barriers, Nobian perceives the lack of economically viable technological alternatives as
their main barrier to investment. They argue that the writing off costs of currently installed assets and
large capital investment costs for replacement alternatives, are the main concerns. They incorporated
this barrier in their investment calculations as a risk factor.
Regarding the decision making process, Nobian uses the FEL method. FEL, short for Front-end loading,
is a common practice used to plan and design early in a project’s life cycle. The FEL method is ususally
used in industries with high capital intensive and long lifecycle projects. During the interview they
mentioned that they used this method and relied heavily on quantitative decision support models.
The models, were split into two categories: the plant process model and an investment model. That
might also be due to the fact that Nobian uses a very strict decision acceptance criteria. Nobian finds
investments acceptable when the pay-back period is equal or smaller than three years or an internal rate
of return (IRR) of 30% is reached. To conclude, the key-take aways for this chapter:

• Barriers are recognized but not thoroughly incorporated in Nobian’s investment models.

• Quantitative investment models play a central role in Nobian’s decision making process.

• The acceptance criteria are either a pay-back period of 3 years or 30% IRR.

• Cooperation with other companies and the division of benefits & costs is determined per project
and not a specific division rule.

4.4.2. Westlake
When asked about the perceived barriers to investment, the expert from Westlake mentioned that the two
main concerns for them were the lack of economically viable options and uncertainty. The reason for the
lack of economically viable, was mainly due to the uncertainty in energy prices, commodity prices and
government. As mentioned by the expert of Westlake, the uncertainty what the relative attractiveness
of for example electrical powered heat production compared to refinery gas powered heat production
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refrains them from investment. Adding the uncertainty about government policy regarding subsidies
and CO2 costs, makes it very difficult for Westlake to make decarbonisation investment decisions. Next,
the conversation shifted to the relevance of quantitative models in general regarding investment decision
making. The expert from Westlake stated that models play a central role in their decision making process
and are the basis of their economic viability analysis. For an alternative to be economically viable,
Westlake uses acceptance criteria values that are representative for the industrial sector. Therefore, it
is assumed that Westlake also uses a pay-back period of three years and IRR of 30%. The last topic
that was addressed, was about investments that are conducted in cooperation with other companies.
According to the expert, the barrier for cooperation is information assymmetry between companies. A
lot of necessary information for companies to cooperate is difficult to share, because of the confidentiality
of that information. To conclude, the key-take aways from the Westlake elicitation:

• Barriers are recognized, but do not have a significant effect on Westlake’s case and therefore not
incorporated in used investment models.

• Quantitative investment models play a central role in Westlake’s decision making process.

• The acceptance criteria are comparable to the norm used in the industrial sector.

• Cooperation with other companies is mostly difficult due to information assymmetry.

4.5. Reflection on representing market & behavioural barriers with
simple decision rules

This section reflects on the conceptualised method of representing the market & behavioural barriers.
The reflection elaborates on alternative representation methods that could have been chosen and the
strengths & limitations of the currently conceptualised representation method. The table 2.6, shows
that all of the reviewed models base their representation of barriers on a similar way as in this thesis.
However, an alternative to the simple decision rules are investment heuristics. Investment heuristics,
also called ’rules of thumb’, have been defined by Gerd Gigerenzer [70] as follows:

"A strategy that ignores part of the information, with the goal of making decision more quickly, frugally, and/or
accurately than more complex methods"

The heuristics can be used as tools to depict strategies that ignore parts of information and the cognitive
limitations of decision makers. Gigerenzer’s research mentions multiple types of heuristics for decision
making, like the recognition heuristic, take-the-best heuristic and Fast-And-Frugal Trees. The recognition
heuristic for example, exploits the cognitive ability of recognition to make inferences about unknown
quantities in the world. When considering two alternatives, the heuristic would works as follows: If one
of two alternatives is recognized and the other not, then infer that the recognized alternative has the
higher value with respect to the criterion [73]. These heuristics have their own specific decision protocol,
decision evaluation and acceptance criteria, which differs fundamentally from the approach chosen in
this thesis.
For this thesis, a deliberate choice was made to use the same decision protocol for every level of decision
making and only differentiate in the decision evaluation part. We acknowledge that the parameterisation
of market & behavioural barriers is a simplified way of truly capturing various investment behaviours.
As, this method limits the way of completely capturing variations in methods for decision making like
heuristics. As these also differentiate in decision protocols and acceptance criteria. However, there are
also various strengths to the chosen representation of market & behavioural barriers:

• The representation in the form of evaluation types is interchangeable and can be used in various
heuristics that contain an evaluation process.

• Can be expanded with other/more parameters to represent the barriers.

• Can identify whether it is necessary to conduct a more detailed investment analysis.



5
Model conceptualisation and application

to the PoR chlorine cluster case

This chapter gives the conceptualisation of the CCI model and a detailed explanation how the model
works. First, section 5.1 defines all the requirements of the CCI model. Followed by section 5.2, which
defines all the elements that are included in the model. Third, section 5.3 discusses the main assumptions
that are made. Section 5.4 explains why Linny-R is chosen as a modeling tool and it’s key concepts. Next,
section 5.5 elaborates on the implementation of the previously mentioned elements and assumptions in
Linny-R. The last section 5.6, is dedicated to the model verification and validation.

5.1. Requirements of the CCI model
This subsection defines the functional and non-functional requirements of the CCI model. The functional
requirements are, "the services and functions that the system should provide, the things it should do,
or some action it should take", following the definition of Faulconbridge, et al. [60]. The non-functional
requirements on the other side are defined by Faulconbridge, et al.[60] as "the qualities, properties, or
attributes that the system must posses". To make the distinction between the two types of requirements
we reference to functional requirements as something the model ’must do’ and the non-functional
requirements as something the model ’shall do’. The requirements that are discussed later on this
section, are based on the input and output flows of figure 5.1.

Table 5.1: Requirements of the CCI model

Requirements CCI model Description

1. The model must be able to represent the plants, processes, products
and zero emission technologies of the chlorine cluster

2. The model must make decisions on installing new assets every year
3. The model must make decisions on dismantling existing assets every year
4. The model must be able to model heterogeneous decision evaluation types
5. The model must be able to model heterogeneous entities
6. The model must output transition pathways, CO2 emissions and cash flows.
7. The model shall be computationally feasible

The main function of the CCI model is to simulate technology adoption made by the PoR chlorine cluster
under various market & behavioural barriers and exogeneous factors. The table 5.1 above, shows all the
requirements of the CCI model. These requirements reflect how the primary goal of the CCI is realised.
Requirement one reflects the necessity to model the technical system of the PoR chlorine cluster on a
highly detailed level. This is necessary to be able to model investment decision making on an asset
level. Requirements two and three reflect the functionality of yearly investment decision making, as
reflected in the figure 5.1. Replacement and expansion investment need to be considered every year
and accepted investments need to be installed. Besides, the replaced ’old’ assets need to dismantled.

64
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Next, requirements four and five reflect the necessity to incorporate market & behavioural barriers in
the form of the conceptualised heterogeneous decision evaluation types. For requirement number four
this means that the model must be able to incorporate risk & uncertainty, imperfect information, hidden
costs, access to capital, bounded rationality and split incentives. Also, the model must be able to model
heterogeneous entities. Where the entities can be specified at various scales on the perception of risk
& uncertainty, how they treat imperfect information, hidden costs and access to capital. Also, how
the biases towards technology represent their bounded rational behavior. Lastly, also the behavioural
differences in the form of values connected to split incentives. Requirement six is necessary to answer
sub question 3, as this is the main output parameter to determine the effect of market & behavioural
barriers on zero emission technology adoption. Where transition pathways must be depicted as a set of
installed and dismantled assets over time (2022-2050). The last requirement is a non-functional argument
about the computational feasibility. Because of limited time and computational limitations, the run time
of the model should not be too long. This eventually is a trade-off between the level of accuracy and
practicality of the model.

Figure 5.1: CCI model flows, ammended from MIDO model flows [149]

All of the requirements are visually represented in the figure 5.1. The top part of the figure represent
externally inputted data. The parallelograms depict information streams within the model and the
square boxes processes within the model. The top left box contains information regarding the techno-
economic information of the zero emission-technology alternatives. The middle top box represents the
exogenous information, like the market conditions in the form of energy prices, commodity prices, CO2
prices. The top right box contains the specifications of the current state of the technical system. The left
two columns represent the investment decision making for zero emission technology alternatives and
the third column depicts the alteration of the current configuration that is changed on a yearly basis.



66CHAPTER 5. MODEL CONCEPTUALISATION AND APPLICATION TO THE POR CHLORINE CLUSTER CASE

5.2. Included elements in CCI model
This section makes explicit which elements are considered, that form the main components that in this
model. The elements that are included follow from chapters 3, 4 and the elements needed to answer
sub-question three. Therefore the following elements are included in the CCI model:

1. PoR chlorine cluster’s technical system

2. Investment decision-making

3. The chlorine cluster’s companies

4. Exogenous environment

5.2.1. PoR chlorine cluster’s technical system
The first element that is built in the CCI model, is the technical system. This incorporation of this
element suffices requirement number one. The technical system is based on the plant-process-product
inventarisation and zero-emission technologies from chapter 3. The five plants of Nobian (1), Shin-etsu
(2), Westlake (1) and Huntsman (1) are included on a highly detailed level. This means that the five plants
have been modeled on a input, process and output level. When it comes to the technology alternatives,
all the alternatives shown in the last section of 3 have been incorporated. This element allows for the
change in current configuration of the technical system to possible future configurations.

5.2.2. Investment decision-making
The investment decision-making element, is included by incorporating simple decision rules. The
element is based on a decision protocol, decision evaluation types and decision acceptance criteria.
The decision protocol determines how investment decisions regarding technology replacement and
expansion are made. Within that protocol, one of the steps is dedicated to the evaluation of investment
projects. This part is represented by the decision evaluation types that have been thoroughly explained in
chapter 4. Lastly, the values that are derived from the investment project evaluation lead to an investment
being accepted or rejected. This part is represented by decision acceptance criteria, further explained in
section 5.5.2.

5.2.3. The chlorine cluster’s companies
The techno-economic characteristics of four companies of the chlorine cluster are incorporated in the
model. The companies differ from each other through their heterogeneous parameter configurations
on the decision evaluation types and techno-economic characteristics. This element is suffices the fifth
requirement, shown in the first section of this chapter. The heterogeneity between these decision makers
is based on their varying perspectives to the barriers. Also, the techno-economic parameters differ
between the decision makers. As a company can only evaluate investments to which he is involved with,
following table 3.30

5.2.4. Exogenous environment
Lastly, the exogenous environment represented by the model for the in/out - going mass & energy flows,
commodity buyers, energy suppliers, technology suppliers and policy makers. The supply of of mass
& energy flows that are needed for the chlorine cluster are not specifically modeled, but modeled as an
exogenous environment. The same counts for the supply of technology of the zero-emission technology
alternatives, as well for the actors that buy commodities like chlorine, PVC, etc, from the chlorine cluster.
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5.3. Main assumptions
This part follows the third point of the model approach structure introduced in 2.3.2. Here, the treatment
of space, time, uncertainty, entities and resolvement are discussed.

Space
Following the definition of Kelly [94], which was earlier introduced in chapter 2, this model treats space
as compartmental space. As this thesis focuses solely on the compartmented PoR chlorine cluster’s four
companies and their interconnections, in the Botlek area. The companies represent certain homogeneous
characteristics, in this case the production of chemical products. So when looking at figure 5.2, only the
locations of the companies is considered. Not the surrounding roads or waterways, etc. The mass and
energy flows that come from third parties, such as NaCl for Nobian and steam for Huntsman are treated
as exogenous incoming flows.

Figure 5.2: The locations of the four PoR chlorine cluster’s companies.

Time
This model uses a discrete temporal treatment of time. The model assumes a time frame between 2022
and 2050 and takes a yearly time step to compute the model. Therefore, all the input and outputs are
based on yearly averages. So, for instance electricity prices are used in the model based on the yearly
averages and do not account for variations of the prices within a year.

Uncertainty
The uncertainty that is taken in to account in this model is based on the inputs for model runs. These
inputs are the uncertainties incorporated in the decision evaluation types, the heterogeneity of the
decision makers (agent-granularity) and the exogenous environmental uncertainties like energy and
commodity prices. Furthermore, it is assumed that the market demand for the products produced at the
cluster is constant over the time frame defined above. Commodity prices can change in the model, but
commodity input and outputs remain stable.

Treatment of entities
As mentioned in chapter 2, models can treat entities in various ways. In this model, the four companies
are treated as individual entities based on their company specific characteristics. Therefore, in the
model, four aggregated decision makers are incorporated and their interactions with each other and
their environment. The interaction with each other is based on their interchanging of products and the
zero emission technology alternatives where two or more decision makers are involved.

Resolving the model
The resolvement of the model is scenario-based with a comprehensive discrimination between technol-
ogy alternatives. This approach makes it possible to explore the effect of the decision evaluation types,
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heterogeneity of decision makers and the exogenous environment on investment decision at the PoR
chlorine cluster. The investment decisions are based on representative years, where the model performs
a simultaneous optimisation regarding installment and dismantling decisions.

Table 5.2: Main assumptions

Assumption Description

Space
Confined to the PoR chlorine cluster’s physical location.
The four companies are represented as four compartments
that are interconnected among eachother.

Time
Discrete temporal treatment of time, with a timeframe
between 2022 and 2050. A yearly timestep is used to
compute the model.

Uncertainty

The uncertainties considered are based on the inputs
for model runs. Uncertainties incorporated in the
decision evaluation types, heterogeneous entities
and exogeneous environment (energy prices e.g.). It is also
assumed that the market demand for products is static
over the modeled time period.

Entities Treated as four unique entities and external actors.

Resolving Scenario-based resolvement. With simultaneous investment
decision making based on a representative year.

5.4. Linny-R
This section is dedicated to the chosen modeling software. The rationale behind this choice is explained
in subsection 5.4.1. Followed by a explanation of Linny-R itself in subsection 5.4.2.

5.4.1. Rationale for using Linny-R: solving a MILP problem
This subsection explains why Linny-R is chosen as a modeling tool. First, it is introduced why the
research can be seen as a Mixed Integer Linear Programming (MILP) problem. Followed, by explaining
why Linny-R is a suitable tool to solve MILP problems.
As mentioned above, the model aims to optimize the adoption of zero-emission technology at the
PoR chlorine cluster under varying representations of market & behavioural barriers, agent granularity
and exogenous factors. This is comparable to unit commitment (UC) problems in electrical power
production. In UC problems, the production of a set of production plants is coordinated to achieve a
certain common target. Most of the time those targets might be matching energy demand at minimised
costs or maximisation of gains from production. The decisions that can be made usually are, commitment,
production or network decisions. To commit whether a producing unit is turned on at a certain moment
in time. Second, to determine which level of production that unit is producing at a moment in time.
Lastly, how much of that production is flowing from A to B. The same can be said for the investment
problem for the PoR chlorine cluster. Between the time period of 2022 and 2050, yearly is decided
whether to commit, produce and transport. Production units are invested in or not, in order to match
product demand while minimizing investment costs. The production units can have certain production
levels and transport certain levels of product from A to B.
This problem can be solved with a MILP based approach [92]. MILP is a form of mathematical pro-
gramming that is commonly used for the optimisation of complex linear systems [125]. In a MILP
model, a value of the objective function is optimised by changing the values of the decision variables.
This function is subject to constraints on the values that the variables can hold. The objective function
and constraints are subsection 5.5.2. The MILP problem in this thesis is mainly a simultaneous UC
optimization problem, with the objective to minimize investment costs, where the system is represented
by a number of units belonging to set U. These units (zero technology alternatives), can supply, demand
or convert material and energy streams (∈ S). The set of units can be further divided into process units (PU
⊂ U) and Utility units (UU ⊂ U). The process and utility units (See all overview of alternatives in chapter
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3) can be optimized in terms of existence. This is because it is assumed the value of an alternative can
either be 1 or 0, meaning it can be operating at it’s maximum capacity or not operating at all. This follows
from the main assumption that the market is static and demand for products does not change over time.
There are various tools to solve MILP problems, for this thesis Linny-R is chosen as the modeling method
to make the CCI model. Linny-R is an executable graphical specification language for MILP (Mixed-
integer linear programming) problems, developed by Pieter Bots at the TU Delft [15]. Linny-R’s is a user
friendly tool, mainly because of it’s graphical representations and ease of modelling. It is also a tool
that has been used for master theses for the CoSEM programme with success before. Examples of thesis
which have used Linny-R are for example Advani’s [2] on finding robust transition paths for industrial
ecosystems. He used Linny-R to find ways to determine optimal investment paths for industrial clusters
under specific constraints like: investments should contribute to sustainability, provide a positive return
for the clusters as a whole and allow for a distribution of costs and benefits. Another thesis that used
Linny-R, is Desideri Perea’s thesis on the analysis of cooperative relationships in the transition of the
energy-intensive industry [44]. In her thesis she was able to provide insights in the effects of contractual
structures on the transformation of industrial clusters with Linny-R. So to summarize, two reasons for
choosing Linny-R:

• Linny-R allows to solve MILP problems.

• Linny-R is a user friendly tool because of it’s graphical representation and ease of modelling.

• Previous success of other CoSEM students using Linny-R.

5.4.2. Key Linny-R concepts
In Linny-R, entities are the main building blocks. They are identified by their unique name and have
various attributes Linny-R has sixentity types: process, product, actor, link, constraint, cluster and
dataset. Underneath, the Linny-R entities are further explained.

Processes
A process, shown in figure 5.3, transforms a product into another product. In Linny-R, the processes
are depicted as rectangular shapes with 5 types of information visible. First off, the process name in the
middle. Followed by the ’owner’ of the process, shown in the figure with ’actor’. Next, a processes can
be constrained with lower and upper bounds. In the top left corner the upper bound of the production
capacity of a process is shown. When the model is run, the solver of Linny-R will compute the optimal
production level (top right corner) for each process, per time-step. Additionally, a initial production level
can be specified for the process. Lastly, when the model settings have been ticked to infer cost prices, the
process will show the cost price in the bottom left corner.

Figure 5.3: Linny-R process

Products
A product represents something that can be produced and/or consumed by a process. What the products
represent can be something tangible like chlorine, but also something intangible like information [16].
Products can be limited to a lower and upper bound, shown on the left side of the figure below.
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Additionally, an initial stock level can also be specified. On the right bottom corner, the cost price is
shown. Underneath the top product oval, four specified types of products are shown. Starting from the
left, a stock is shown with a double lined edge. Stocks are able to aggregate their inflows and outflows
over time. Next, the sink is shown with the gray downward facing triangle at the top of the product. A
sink can be used as the ’exit’ flow from a model. Next, the source with the gray triangle facing upwards
can spwan product from outside of the ’system’. Last, on the far right side a data product is shown. It
is recognizable by the dashed rim. With this product it is possible to distinguish between goods and
information.

Figure 5.4: Linny-R product and product specifications

Actor
An actor is mainly used to assign ’owners’ to processes. During each run, the model solver aims to
maximize the weighted sum of the cash flows of all the actors. By default the weight factor of every actor
is equal to 1, if necessary it is possible to modify the weight. The cash flow of an actor is calculated as
the sum of the cash flows at a certain time step, of all the processes where the actor has been assigned to.

Links
A link, shown in figure 5.5, depicts a product flow or data flow. The flows that run over the links are
equal to the level of producing by the processes, multiplied by the rate of the link (see right side of the
figure) hen the model is run, the realized flow is shown in blue (see left side of the figure below). When
the link is a data flow instead of a product flow, the link is shown with a dashed shaft. These links can
have particular information, which is indicated by the symbol that is near the head of the arrow. The
information that the link can throughput is shown on the right side of the figure below.

Figure 5.5: Linny-R link

Cluster
A cluster makes is possible to group processes and make the graphical representation of the model look
more appealing. Every process can only be part of one cluster, also known as it’s parent cluster. Unlike
processes, products and links, clusters do not affect the optimization problem. Lastly, although the
clusters can be associated with an actor (see figure below), this is only a ’cosmetic’ feature. As, it does
not affect the ownership of the processes that are grouped within the cluster.

Dataset
Datasets make it possible to group data that can be used in variables in expressions. Most of the time,
the data sets are comprised of a numbers over a certain time series. Where every line in the data set
represents a timestep of the time series.
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Figure 5.6: Linny-R cluster

Simple representation of a production process
In the figure below, a simple representation of a production process is shown with products, a process
and links.

Figure 5.7: Simple representation of a production process in Linny-R

5.4.3. Time and optimization in Linny-R
Here is explained how time is represented in the Linny-R and how the solver uses a "rolling time horizon"
to solve optimization problems. Linny-R uses a solver called Gurobi. The Gurobi solver allows for the
solving of major problem types like, Linear programming, Mixed-integer linear programming, Quadratic
programming. The solver usually sets up to calculate the model in a chain of smaller parts of time, also
called ’chunks’ [16]. The size of the chunks is equal to the block length of n time steps and a look-ahead
period of 1 time step. Where the specification of the block length and look-ahead period is specified in
the model settings dialog. An example of a Linny-R timeline is shown in figure 5.8. Here it is shown
how Linny-R runs a "rolling time horizon", where a overlapping series of chunks is optimized of which
the sum covers the entire optimization period.

Figure 5.8: Optimization periods in Linny-R

After solving the model for the previous chunk of n+1 time steps, which started at time point p, and
then having solved the model for the previous chunk of n+l time steps starting at time p, and then
having calculated the values of all model attributes for that period while advancing the simulation time
t from p to p+n+l-1, Linny-R moves t back to c = p+n, being the first time step of the now current chunk.
After this is completed, Linny-R then sets up the optimisation problem for a new period (n+1 time step),
where it uses the calculated stock values and production levels at time c-1. This is where the constraints
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are represented. Lastly, Linny-R then solves the optimization problem for the currently run period and
calculates all the model attribute values for this period.

5.5. Implementing the CCI model in Linny-R
This section gives a explains how the model has been implemented in Linny-R. First, subsection 5.5.1
explains how the plant-process-product and zero emission technology inventarisation are modeled in
Linny-R. Next, subsection 5.5.2 elaborates on how the market and behavioural barriers are implemented
in Linny-R. The last subsection 5.5.2, how the four companies are modeled as decision makers.

5.5.1. Modeling the technical system in Linny-R
As earlier mentioned, the technical system of the model consists out of the plant-process-product and
zero emission technology inventarisations. The first inventarisation makes it possible to model the
current state of the technical system. The technology alternatives, make it possible to model possible
future configurations of the PoR chlorine cluster. Underneath is explained how the two have been
represented in Linny-R. The data for the techno-economic characteristics was retrieved from chapter 3.

The plants, processes and products in Linny-R
The plant-process-product inventarisation from chapter 3, resulted in manufacturing overviews of the
five plants (Nobian (1), Shin-Etsu (2), Westlake(1) and Huntsman(1). These have been modeled in Linny-
R, following the previously explained key-concepts of Linny-R. The Plants have been represented in
clusters, the processes with processes and products with product entities. The mass and energy flows
have been represented by rates and flows via links. This resulted in a highly detailed technical overview
of the PoR chlorine cluster. See the online appendix for a visual representation.

Zero emission technologies in Linny-R
All the technical alternatives shown in table 3.29, are modeled in Linny-R. Every alternative is represented
by the four distinct elements and their respective representations, see table 5.3.

Table 5.3: Modeling alternatives

Element Representation Info input Link in/out
Alternative Process Name, actor, bounds Mass link (flow/year)

CAPEX Sink product Dataset with CAPEX placed in price of product Start-up link
OPEX Sink product Dataset with OPEX place in price of product Positive link (yearly +1)
ELT Stock product Upper bound with max ELT and initial level Positive link (yearly +1)

The alternatives are modeled with a processes, containing the name, actor and bounds. Where the
bounds represent the minimal and maximal production capacities of the alternative. Also, all of the
alternatives that are considered are linked with mass flows that go in and out. As mentioned before,
the alternatives are either replacement or expansion alternatives. If it are replacement alternatives, the
alternative is placed in the same process section as the currently installed asset (see figure 5.9). The
expansion alternatives in the case of this thesis, totally new production processes.
Next, the CAPEX & OPEX are modeled with sink products and the ELT with a stock product. The
CAPEX price is included in the price segment of the product, with a dataset. The dataset contains a
negative numerical value, in order to represent the up front investment costs. The CAPEX cost is only
paid once, so only for the first start-up of the alternative the link will between the process and CAPEX
is activated. The OPEX is also represented as a sink product and it’s price is placed in the product with
a dataset. The OPEX represents the yearly costs of an alternative, so the link connected between the
process and OPEX product is the positive link. This link is activated with value 1 at the end of every
year. The last characteristic of an alternative, is the economic lifetime. The ELT is represented by a stock
product that can be filled with years, until the upper bound with the max ELT is reached. Just as the
CAPEX and OPEX, the ELT data-input is sufficed with a dataset placed in the initial level and upper
bounded. In the figure below, an example of two alternatives is shown (natural gas boiler and E-Boiler).
The boiler is depicted with a process that produces heat. The boiler has three links, showing the CAPEX,

https://drive.google.com/drive/folders/1I_KTaIhkad6rL0ip6eR-z0Q9z19_j1mj?usp=sharing
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OPEX and ELT with their start-up and positive links.

Figure 5.9: Example of two alternatives modeled in Linny-R

5.5.2. Investment decision making in Linny-R
The aim of this section, is to show the logic of the investment decision part of the CCI model. First the
objective function and constraints are given, following the earlier introduced MILP problem. Followed
by, the investment decision part. This part is broken up into the decision protocol, decision evaluation
types, decision acceptance criteria and the decision makers.

Mathematical formulation of the MILP problem
As mentioned above, the system is represented by a number of units belonging to set U. These units
(zero technology alternatives), can supply, demand or convert material and energy streams (∈ S). The set
of units can be further divided into process units (PU ⊂ U) and Utility units (UU ⊂ U). Beneath, these sets
are used in the objective function and constrainst for the Linny-R model.
Objective function
Following the decision protocol, the model seeks to optimise the technology alternatives and already
installed assets. The investment of a zero emission technology is accepted, if the installation of an alter-
native saves the total system more than the investment cost. Therefore the objective function is based on
the minimisation for investment costs:

𝐶 𝑖𝑛𝑣 =
∑
𝑢∈𝑈

∑
𝑝∈𝑃
(𝑐 𝑖𝑛𝑣, 𝑓 𝑖𝑥𝑢 + 𝑐 𝑖𝑛𝑣,𝑣𝑎𝑟𝑢 ∗ 𝑦𝑢,𝑝 ∗ Δ𝑡𝑜𝑝𝑡 (5.1)

where 𝑐
𝑖𝑛𝑣, 𝑓 𝑖𝑥
𝑢 and 𝑐 𝑖𝑛𝑣,𝑣𝑎𝑟𝑢 are the fixed and variable investment costs of unit 𝑢 ∈ 𝑈 in period 𝑝 ∈ 𝑃.

Where 𝑦𝑢,𝑝 represents the binary variable to use a unit.
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Constraints
The objective function is subjected to the following constraints. The heat/electricity/product production
of modeled processes cannot exceed their standard generation capacity:

𝐺𝑢,𝑦,𝑡 ≤ 𝑆𝑢,𝑦,𝑡 (5.2)

Where 𝐺𝑢,𝑦,𝑡 represents the generation of a unit given in a certain time period, being smaller or equal to
the maximum generation capacity 𝑆𝑢,𝑦,𝑡 .
The technology alternatives cannot exceed their ELT:

𝐿𝑇𝑢,𝑦,𝑡 ≤ 𝐸𝐿𝑇𝑢,𝑦,𝑡 (5.3)

Where the current lifetime in period t 𝐿𝑇𝑢,𝑦,𝑡 is smaller or equal to the maximum economic life time of
an asset 𝐸𝐿𝑇𝑢,𝑦,𝑡 .

The decision protocol in Linny-R
This section explains how the decision protocol of figure 4.1 is modeled in Linny-R, which is used in every
time step of the model run. The first step states that all technology alternatives should be considered.
This is achieved by using the logic shown in figure 5.9. By using this structure, the Linny-R solver has
alternative possibilities to produce a certain product produced by a process. For instance considering a
gas furnace, e-furnace and hydrogen furnace at Shin-etsu. The next step of the decision protocol aims
to calculate costs and revenues. Linny-R can optimise between the considered alternatives, given the
specific characteristics of an alternative. So it compares the CAPEX, OPEX, production capacities and
does this for all the alternatives, over the period that the model is supposed to optimize. This period
is reflected in the chosen block length in the model settings. The evaluation, depending on the used
evaluation metric, gives a NPV value or Pay-back period. The values of the considered alternatives is
consequently used as input for the question ’Suffice acceptance criterion’?. Here the NPV’s/ Pay-back
periods are ranked in order from high to low. If the value of the NPV/Pay-back period is high enough to
out compete the currently installed asset and/or out compete the other alternatives, then the investment
is accepted. If not, the currently installed asset will continue to operate or another alternative from
the considered alternatives is installed.So, this protocol aims to maximize either the NPV or Pay-back
period, allows for investment before the end of the ELT and allows for only one installed alternative
for the production of a certain asset. Subsequently, the solver of Linny-R will select the alternative that
results in the optimal outcome for the entire modeled system. This is reflected by the installment of an
alternative (process in Linny-R) and the dismantlement of a previously installed asset. In the model’s
graphical representation, this is shown by production levels.

Used model settings
The model settings of Linny-R allow to define the time resolution of the model, the period over which the
solver should optimize and the look-ahead period given to the solver. For the model’s time resolution,
a yearly time-step is used between 2022 and 2050. Therefore, every model run contains 28 time-steps.
Next, the block length and look-ahead period that are used per actor type are shown in table 5.4. The
engineer actor uses a block length and look-ahead period of 28 time-steps. This gives this actor type
perfect foresight between 2022 and 2050, over which the solver will optimize the model’s entire modeled
time resolution. These settings result in the most optimal system outcome. The second actor type is the
heterogeneous firms with unbounded rationality. Following Lenoir, et al., a heterogeneous firm should
optimize over a period of ten years, during which the actor is able to for see three years.

Table 5.4: Model settings Linny-R

Actor Blocklength Level of foresight
Engineer 28 28
Heterogeneous firms with unbounded rationality 10 [101] 3
Heterogeneous firms as organisations with bounded rationality 3 [C] 3
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The third actor has a block length of three years and foresight of three years. This represents an actor
with bounded decision resources and cognitive limitations. A period of three years was retrieved from
the interviews with both Nobian and Westlake. Both of the companies stated that they used a three
year pay back period as their main decision acceptance criterion. This represents the period of which
they optimize their investments. These three model settings are in combination with the corresponding
decision evaluation types depicted in chapter 4.

Decision evaluation types in Linny-R
Underneath is explained how the market and behavioural barriers are implemented in the CCI model.
The explanation uses table 4.2 as a reference.

Risk
As mentioned in the second chapter, risk can have a variety of sources for the industrial sector. Think of
uncertainties caused by imperfect foresight like technical risks, macro economic trends and government
policy. This market barrier, is represented by discount rates in a NPV formula. The NPV formula in
Linny-R is represented as a monadic operator. The operand looks like: npv(r;N;CF). It evaluates as the
npv of a constant cashflow (CF) for a period of N time steps and a discount rate r. The npv formula’s
are placed in the processes reflecting the CAPEX investment, as that resembles the alternative that is
evaluated. Next, the discount rates are placed in actor-specific data sets. These values are in turn placed
in the npv formula. The values for the discount rates are based on benchmark rates for the industries
where the companies are part of.
Imperfect information
The imperfect information should represent the difference between expected cost savings and realized
cost savings. The zero gap electrolyser for example should result in a 25 % reduction in electricity
consumption compared to the finite gap electrolyser. However, when actually installed, it is possible that
the reduction in electricity consumption turns out to be lower. To represent this imperfect information
about expected and realized performance of the alternative, two datasets are used. The two data sets,
the perfect information and imperfect information dataset. The idea is to ’fool’ the Linny-R solver with
these two data sets. The expression shown in figure 5.10 starts with bt=1?. The ?-mark is the same as
an if-statement. The bt=1 resembles the condition, is the block length equal to one. If that is true, the
imperfect information dataset is used to represent the link efficiency of an alternative. If that is not true,
so after the investment has been made the actual value of efficiency is placed in link with the perfect
information dataset. So, in a run where the solver optimizes over a period of X, the imperfect information
dataset is used in that period X. After installment, the perfect information dataset is activated. This ways
the solver is fooled, because the actual value over which it should have optimised is revealed after
investment.

Figure 5.10: Imperfect information in Linny-R

Access to capital
Access to capital is represented by a product stock, which can be filled up with capital until a certain
upper bound is reached (see figure 5.11). If an investment is accepted, like the CHP of Nobian, the stock
of investment capital for Nobian is emptied by the CAPEX value. The CAPEX value is placed in the link
rate, which is only activated in the time-step when the alternative is installed. Besides the emptying
of the capital stock, the stock is also filled on a yearly basis with a certain rate. The rate is based on
the respective companies their reported yearly CAPEX investments and the relative contribution of the
modeled plants to the revenue of the overarching companies. The emptying is represented by a process
and a positively linked (yearly activated) product. This rate of ’emptying’ the investment capital stock is
again actor-specific.
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Figure 5.11: Access to capital

Hidden costs
Hidden costs represent the expected and realized OPEX of technology alternatives. The OPEX costs per
alternative are placed in product containing an expected value dataset selector and realized set in the
price definition. The approach is comparable to the approach explained for the imperfect information
barrier. Here again, the actually realized OPEX is activated depending on the modeled block length.
Both of the data sets are placed in the OPEX cost stock before and after investment, see the following
product expression:

Figure 5.12: Hidden costs in Linny-R

Bounded rationality
Bounded rationality is represented by critical thresholds and technological preference, to resemble the
limited cognitive capability of decision makers. In this model the critical threshold is the pay-back period.
The pay-back period can be modeled, by optimizing over a certain block period in Linny-R. The pay-back
period is resembled in the model experiment settings. Three types of block length are resembled by the
three selectors. The baseline optimizes over a period of the entire run length, followed by the optimizing
selector that optimizes in periods of 10. Lastly, the satisficing and behavioural evaluation types use a pay
back period of 3 years represented by the block length of three years. The technical preference is reflected
higher or lower prices for zero emission technology alternatives. The preference is implemented as a data
set with a factor that influences the CAPEX cost. The technical preference set is placed in the process’s
price properties of alternatives In this case, the factor that multiplies the CAPEX cost is either larger or
smaller than 1. A value larger than one represents a technological preference for the non zero emission
technologies and a value smaller than one represents a preference for the zero emission alternative.

Figure 5.13: Technological preference

Split incentives
The split incentives between firms is addressed, by varying the assignment of CAPEX and OPEX costs
between companies for cooperative investments. The division of these costs is based on their relative
cash flows. Consequently these relative cashflow rates are placed in the links to both OPEX and CAPEX
processes (see figure 5.14). The recirculation alternative, shown in figure 5.14, depicts the used logic for
investment as the costs and benefits for this alternative is split over more than one actor. The alternative
itself is shown in the centre of the figure where the process is modeled without an actor assigned. On
the left side of the picture, the recirculated brine is shown and on the right side the CAPEX & OPEX.
For these three parts, separate processes were added to assign the costs and benefits to the two different
actors. The CAPEX costs for instance is connected with two links and two processes, where the sum of
the two links must be 1. The same is done for the OPEX and recycled brine products.
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Figure 5.14: The recirculation alternative between Nobian and Westlake

Decision Acceptance criteria in Linny-R
This subsection explains how the decision acceptance criteria, shown in table 4.3, have been modeled in
Linny-R. The NPV criterion is modeled using the NPV formula in Linny-R, at the CAPEX cost products.
Furthermore, the Linny-R solver aims to minimize the cost of technology adoption in this model. This
means that the highest NPV value is chosen when the solver compares alternatives among each other.
Secondly, the pay-back periods are modeled by altering the model settings dimensions. This is also
shown in the ’bounded rationality’ barrier explanation.

Actors in Linny-R
The four companies, in the form of Nobian, Shin-Etsu, Westlake and Huntsman, have their specific
values for the decision evaluation types. For all the barriers, their perception of risk & uncertainty,
level of imperfect information, hidden costs, amount of capital available, technological preference and
willingness to cooperate through split incentives are decision maker specific. For every barrier there are
actor-specific data-sets, that are in cooperated in the processes, products and links. In the appendix D,
an overview is given of the heterogeneous data-sets.

5.6. Model verification and validation
In this section the model verification and validation (V&V) is performed. A visualisation of the V&V
process is depicted in figure 5.15, containing three assessment activities and modeling & simulation
activities. The model verification determines whether the implemented computer model accurately
represents the conceptualised mathematical model. Followed by a validation to check if the model is
an accurate representation of the real world, from the perspective of the intended purpose of the model
[165]. For the verification a static verification is performed and the validation is conducted via an extreme
value test.

5.6.1. Model verification
For this section, a numerical sanity check is performed to determine whether the Linny-R model accu-
rately represents the conceptualised model intended. A model numerical sanity check is test to determine



78CHAPTER 5. MODEL CONCEPTUALISATION AND APPLICATION TO THE POR CHLORINE CLUSTER CASE

Figure 5.15: Simplified visualisation of the model verification and validation process [165]

whether the result of a model calculation can possibly be true. The main point of this test is to rule out
certain types of logically false results. This verification test does not catch all possible errors but it is a
fast and simple method to discover a lot of possible model faults. The check is performed by running
the model under baseline conditions. So, without barriers and price scenario normal (see appendix C.
The following points are checked with a ’back-of-the-envelope calculation:

• Yearly CO2 emissions

• Mass flow for Epoxy resin production

• Maximum ELT of assets

First, the CO2 emissions were considered for the Nobian production plant. According to the plant-
process-product inventarisation of chapter 3, the yearly direct emissions of Nobian should result in 157.7
kton/year. Where the local heat and electricity production, via the gas fired CHP are the only source
of emissions. The table 5.5 shows the descriptive statistics of Nobian’s CO2 emissions. N, shows the
28 time steps which verifies that the model runs for 28 time steps. The min value gives 0, so when all
the CHP’s at Nobian are dismantled for zero emission technology alternatives the CO2 emission goes
to zero. The maximum value shows a value of 157,7 kton, which corresponds with the yearly emission
output of Nobian. The sum over 28 timesteps gives 2050 kton. This corresponds with the fact that the
CHP’s were turned on for 13 years. Thirteen times 157.7 equals 2050 kton.

Table 5.5: Verification CO2 emissions

Variable N Min Max Mean Sum [kton] #Not zero
CO2 emission (Nobian)|L 28 0 157.7 73.2 2050 13

The second test looks at the maximum ELT of assets. As mentioned in the zero-emission technology
inventarisation, technology alternatives have a maximum ELT. In the model it has been modeled as a
stock that is filled per time step until a certain upper bound is reached. For this run, all the heat assets
from Nobian were considered and verified whether the maximum ELT value is not exceeded. The MAX
column shows the maximum value this stock product has had during the 28 time steps (N). Following
the max ELT values shown in chapter 2, we see that the maximum value of the alternatives that were
active was not exceeded.
Next, the mass flow for epoxy resin production at Westlake is verified. The production process goes
according to this reaction:
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Table 5.6: Maximum ELT heat assets at Nobian

Variable N Max
CHP_ELT_1|L 28 13
CHP_ELT_2|L 28 0
e_boiler_1_ELT|L 28 15
e_boiler_2_ELT|L 28 0
biomass_boiler_1_ELT|L 28 0
biomass_boiler_2_ELT|L 28 0
biomass_boiler_3_ELT|L 28 0
biomas_boiler_4_ELT|L 28 0

𝐶3𝐻5𝐶𝑙𝑂 + 𝐶15𝐻16𝑂2 −→ [−𝐶18𝐻21𝑂3−] + 𝐻𝐶𝑙 (5.4)

Here, ECH + Bisphenol A is reacted into Epoxy resins and hydrogen chloride. Following the following
calculation of mass balance, the reaction would be: 92.52g/mol : 228.29 g/mol –> 285.36 g/mol + 36.46
g/mol. This would result in the ratio of 0.32 : 0.8 –> 1 : 0.13. This means that for every kton of
produced epoxy resin, 0.32 kton of ECH and 0.8 kton of Bisphenol A would be needed and 0.13 kton HCl
produced. With a yearly production of 170 kton of epoxy resins, there would be a 54.4 kton of ECH, 136
kton of Bisphenol A and 22.1 kton of HCl. Following the mass flows depicted in figure 5.16, the model
corresponds with the flows that were calculated by hand.

Figure 5.16: Mass flows production epoxyresin at Westlake

To conclude, the sanity check verified that the conceptual model and model in Linny-R correspond. With
this test the output product in the form of CO2 was tested, the internal mass flows and an investment
constraint, were deemed to be consistent with the conceptual model.

5.6.2. Model validation
Now that we verified that the model accurately represents the conceptualised model, we can proceed
with the model validation. The validation aims to assess whether the computer model and reality of
interest are aligned. The reality of interest is relationship between independent variables: market &
behavioural barriers in the form of decision evaluation types and the exogenous environment on the
transition pathways of the PoR chlorine cluster, CO2 emissions and cash flows. The validation consists
out of three tests: a base case test, extreme value test with exogenous parameter values and decision
evaluation type test.
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Validation test 1: base case
For the first validation test, we assume the input data shown in table F.1. All of these parameter values
are fixed in the initial value settings in Linny-R. With this input data, the model should converge toward
an equilibrium states between 2022 and 2050. We consider the following hypotheses:

• We should see dominant investments towards a certain type of energy source for utility alternatives
after the ELT of the initially installed assets is reached. Unless the relative attractiveness of
alternatives to the initially installed technology are more favourable.

• Cash flows should stabilize between the time investments are made.

• We should see CO2 levels correspond with the installment/dismantling of CO2 producing assets.

Figure 5.17: Model validation base case

The results from this validation test are shown in the three graphs of figure 5.17. The three graphs show
the cash flow, CO2 emissions and transition pathway results. For the first hypothesis we consider the
’installed assets between 2022-2050 graph’. This graph shows what kind of asset is installed over time,
where the data labels specify which asset specifically. As we can see, all of the asset sets dedicate to a
specific type of asset, apart from Westlake heat, Shin-etsu cracking and Nobian heat. Both the Westlake
gas boiler and Shin-etsu gas furnace are replaced before the end of their ELT. Nobian’s already installed
CHP is replaced after it has reached the end of it’s ELT. This is due to the alternative to the CHP being
not competitive enough to replace earlier over the chosen optimisation period. So, when it comes to this
part of the test, the model performs according to the stated hypothesis.
The second hypothesis states that cash flows should stabilize between investments. As shown in the top
left graph the cashflows indeed stabilize between investments and investments can be noticed where
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the cashflow dips towards down. The model ’writes off’ all of the CAPEX in the year of installment, so
that is why we can see the significant lowering of cashflows over time. For the Nobian line, we see two
different levels for the cash flow. One of the cashflow levels is around 4000 MEUR/year and the second
level around 3100 MEUR/year. The second level for the cashflow is lower, because during this phase the
CHP is replaced by an E-boiler. Under the configuration shown of F.1 this leads to more expensive steam
production. Also a periodical dip is seen between 2022 and 2050 for Nobian. These are the moments the
finite gap electrolyzers are replaced, which have a considerable CAPEX cost. To conclude, also for this
hypothesis the model performs according to what is expected. The last hypothesis states that we should
see CO2 levels correspond with the configuration of installed assets. The top right graph shows the
CO2 emissions per company between 2022-2050 and corresponds to the installed assets in the installed
assets graph. For Shin-etsu and Westlake, the CO2 emissions drop after their gas furnace and boiler
are replaced with non-emitting assets. The same is observed after Nobian’s CHP is replaced with an
E-boiler.

Validation test 2: extreme value test exogenous parameters
For the second validation test we assume the input data shown in table F.2. All of these parameter values
are fixed in their initial values in the Linny-R products. With this test we aim to validate that the model
performs logically when extreme values are used. For this test we, consider an extremely high CO2 and
natural gas prices. At the same time, very low biomass, hydrogen and electricity prices are used. The
energy and CO2 prices are important for the relative attractiveness of an alternative. That is because
besides the attractiveness is determined by a combination of the CAPEX, fixed yearly OPEX and the
variable costs made due to the use of energy or CO2 emissions. As Linny-R optimizes for the optimal
system outcome, the lower the total costs, the better. In this case we consider the following hypotheses:

• We should see a rapid dismantlement of natural gas assets and rapid installment of non CO2
emitting alternatives.

• We should see low CO2 levels, because the polluting assets should be dismantled rapidly.

Figure 5.18: Model validation test 2

During this test we examine whether the the model responds to changes in relative attractiveness
between assets. As shown in figure 5.18 the model works accordingly. Nobian’s CHP is uninstalled
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and immediately replaced with a biomass boiler. The same for Westlake’s gas boiler and Shin-etsu’s gas
furnace, which are replaced with electrified options after one year. This leads to a rapid decline in total
CO2 emissions

Validation test 3: decision evaluation types
For the first validation test, we assume the input data shown in table F.3. For this test we validate whether
every parameterization of the barriers and reality of interest are aligned. Therefore, we will consider all
the barriers and that function accordingly. The following hypotheses are tested:

• High discount rates for zero emission technologies should lead to a lower amount of installment
years

• The lack of capital should lead to no investments.

• High tech preference for zero emission technologies should lead to higher amount of installment
years.

Figure 5.19: Model validation test 3

The effect of high discount rates for zero emission technologies is shown in the top bar graph of figure 5.19.
The orange bars represent the amount of installed years per asset between 2022-2050 with the ’normal’
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discount rates for zero emission technologies. The blue bars represent the high discount rates for zero
emission technologies. As can be observed, the high discount rates lead to lower amount of installed
years for zero emission technologies. In the model, a higher discount rate leads to higher CAPEX values.
As the high CAPEX value for zero emission technologies lead to less relative attractability compared to
the non sustainable assets, the amount of installed years between 2022-2050 decrease. This shows that
the model performs according to the stated hypothesis and the reality of interest. Next, the lack of capital
is shown in the second graph of figure 5.19. This graph represents the results of a model run, without
the accessibility to capital. As stated in the hypothesis, the lack of capital should lead to no investments.
As shown in the graph, the installed assets only run until 2027. This is the first moment an investment is
needed, as the finite gap electrolyzer at Nobian reaches the end of it’s Economic Life Time. Because it is
not possible to invest in another electrolyzer, due to the lack of capital, the production of chlorine comes
to a stop. Because there is a lack of chlorine within the cluster, the other industrial plants cannot produce
their products and all the other assets are also shut down. This behaviour follows logically from the way
access to capital is modeled and the reality of interest. As in reality it is impossible to invest without
capital. The last graph shows the influence of technical preference settings. As explained earlier in this
chapter, the technical preference parameter is modeled as a factor is multiplied with the CAPEX values
of alternatives. The blue bars represent a run where the technical preference favours the zero emission
technologies and the orange line represents a run without technical preference. As shown in graph, the
number of installed years for the zero emission technologies increases when the technical preference
favours these type of alternatives. Apart from Nobian’s MEV(3), all of the zero emission technologies are
installed for more years between 2022-2050. This follows logically from the way technological preference
is modeled. Therefore, the last hypothesis is met as well during this validation test.

5.6.3. Conclusion
From the model verification & validation, we can conclude that the quantitative model in Linny-R works
according to the earlier conceptualised model. Where both the technical and investment behaviours
acted according to the needed functionalities and the tested hypotheses. The validation test show us
that:

• Validation test 1 shows that under base case conditions the CCI model result in the intended
purpose of the model. The test shows investments are made over time and the CO2 emission values
correspond with the configuration of technology over time.

• The electricity, biomass, hydrogen, gas and CO2 prices affect the investmentment behaviour in the
CCI model in the expected way. Where the extreme value test shows that extreme configurations
of these prices result in the change of relative attractiveness of alternatives.

• Investment behaviour influenced by parameters from the decision evaluation types result in the
expected outcome. The change in discount rates affects the relative attractiveness, no access to
capital result in no investments and technological preference result in more relative attractiveness
to the less preferred technologies.
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Model use and results

This chapter is dedicated to the model use and results. The first section 6.1, elaborates on the scenario
analysis set-up. The focal question, key drivers, scenario logic and scenario assumptions are addressed.
Secondly, section 6.2 assesses the results from the performed scenario analysis.

3. What is the influence of market & behavioural barriers on investment decisions, at the PoR chlorine cluster?

6.1. Scenario analysis
The model experimentation is performed via a scenario analysis and it’s results aim to determine the
effect of market & behavioural barriers on zero emission technology adoption at the PoR chlorine cluster.
There are various scenario development techniques. During this thesis the intuitive logics methodology
is used following bradfield et al [18]. The STEEP analysis is conducted in section 6.1.2, where the key
drivers and uncertainties are acquired to determine the influencing factors. Followed by the scenario
logic in section 6.1.3. Lastly, the principles and assumptions for alternative futures is described in section
6.1.4.

6.1.1. Focal question scenario analysis
In order to determine the influence of the barriers on investment decisions at the PoR cluster between 2022
and 2050, we can make a distinction between independent and dependent variables. By manipulation
of the independent variables, we can test the cause-and-effect relationship with the dependent variable.
Where the independent variables is the variable we can manipulate or vary to explore it’s effects. It is
called independent, because it is not influenced by any other variables within this study. A dependent
variable on the other hand changes as a result of the independent variables manipulation. The following
categories of independent variables and dependent variables are considered.

• Independent variables

– Decision evaluation types
– Exogenous environment

• Dependent variables

– Transition pathways
– Cash flows
– CO2 emissions

84
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6.1.2. Identifying key drivers with the STEEP analysis
The key drivers are identified with a STEEP analysis. The drivers are analysed according to their impact
and level of uncertainty, ranging from low to high. The complete analysis is shown in appendix E. From
that analysis, the drivers in the table 6.1 were found. The key drivers are bundled in three categories
called: energy prices, commodity prices and government policy.
The first driver is a combination of multiple energy prices. The energy prices comprise all energy
carriers needed for the technology alternatives that are considered. So, that are natural gas, electricity,
biomass and hydrogen prices. All of these price largely influence the costs made at the chlorine cluster’s
production process and also influences the relative attractiveness of considered alternatives. Besides,
these prices are subject to large uncertainties. This is due to the fact that both the supply and demand
side, which together form the price, are hard to predict over a large time period like 2022-2050. Three
major supply-side factors affect these prices: amount of production, level of storage and volumes of
imports and exports. Also, three major demand-side factors affect prices: variations in seasonal effects,
level of economic growth and availability and prices of other energy sources [54].
The second key driver consists out of commodity prices. The commodity prices reflect the prices for
all the major outputs of the four companies, thee prices for chlorine, caustic soda, PVC, epoxy resins
and HCl. These prices have a large impact on the financial situation at companies at the PoR chlorine
cluster, as they are the main sources of revenue. The prices of these commodities are determined by
their production costs, total supply and on the other side the demand for these products. Therefore,
commodity prices are a key driver With both an uncertain price for the production costs and uncertain
demand for the product between 2022-2050.
Lastly, government policy is represented by CO2 prices per kton. The CO2 prices are based on the EU
emission trading system (ETS) and the "CO2-heffing" for the Dutch industry [3]. This policy mechanism
has a high impact on the relative attractability of polluting assets compared to non polluting assets.
Besides the high impact, the government policy has proven to be a highly uncertain factor. For a long
time, the Dutch government did not implement an additional national tax on top of the market based
EU ETS price. So for a long time the Dutch industry was first of all not sure of how the ETS price was
going to develop and whether an additional national tax would be implemented.

Table 6.1: Key drivers STEEP analysis

Key driver Parametrisation

Energy prices

Electricity price
Natural gas price
Biomass price
Hydrogen price

Commodity prices

Chlorine price
HCl price
VCM price
PVC price
Epoxy resin price
MDI price

Government policy CO2 pricing

6.1.3. Scenario logic
For the model is ran in a full factorial experiment, however due to the large amount of results (8192 runs)
four specific scenario’s are highlighted. These scenarios represent the vertices of the solution space. The
key drivers from the previous section have been bundled into two axis: governmental decarbonisation
priority and zero-emission technology attractability (see figure 6.1). The X-axis ranges from low to
high, which determines whether the scenario is attractable to zero-emission technologies or not. The
Y-axis is dedicated to governmental decarbonisation policy, which is represented by CO2 prices. With
this configuration it is possible to determine what the relative impact of the modeled barriers and the
exogeneous environment is.
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Figure 6.1: Scenario logic

The four scenarios are named as follows:

1. High priority at unfavourable circumstances

2. Slow decarbonisation

3. High priority and favourable circumstances

4. Give the industry more incentives

The independent van dependent variables of this scenario analysis are shown in figure 6.2. The three
independent variables are manipulated to see how they affect the three dependent variables. Multiple
levels of of the independent variables are used, in order to determine to what extend the independent
variables affect the dependent variable. Especially, the decision evaluation types and parameter cali-
brations are of interest and to what extent they affect the transition pathways, cashflows and CO2 eq
emissions.

Figure 6.2: CCI model inputs and outputs for the scenario analysis
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6.1.4. Scenario assumptions
The scenario specific assumptions describe the principles and assumptions for the alternative futures
using qualitative story lines and trends of the key drivers [18]. In appendix D, the corresponding model
settings that follow from the scenario assumptions are shown. Underneath, the scenario assumptions
are described per scenario.

Baseline: setting the normative baseline benchmark
The baseline scenario aims to determine the optimal solution for technology adoption at the PoR chlorine
cluster. Therefore, this scenario runs the model under normal circumstances without any barriers. The
results from this run is used as a benchmark compared to the other runs. The model settings are set
with a level of foresight and block length of 28 years. This represents the perfect foresight and perfect
rationality.

Scenario 1: High priority at unfavourable circumstances
This scenario is dedicated to illustrating the optimal situation for decarbonisation at the PoR chlorine
cluster. It represents a possible future where the gas and CO2 prices are high while there are simulta-
neously low electricity, hydrogen and biomass prices. This might be a future where there is a strong
governmental push to increase the speed of decarbonisation with CO2 pricing and a large surplus of
renewable electricity production. This surplus of cheap electricity make hydrogen production via elec-
trolysis and biomass more attractive. In this future, the relative attractiveness of CO2 polluting gas
technologies is very low. Also, in this scenario all the barriers are turned off.

Scenario 2: Slow decarbonisation
These circumstances are very unfavourable for zero emission technology adoption. The relative attrac-
tiveness of zero emission technologies compared to currently used technology is low, due to low CO2
prices and unfavourable energy prices. This scenario could represent a situation where there is a over
supply of natural gas and a low priority for decarbonisation on a governmental level.

Scenario 3: High priority and favourable circumstances
This is a favourable situation for technology adoption, because the relative attractiveness of zero emission
technologies is high. High CO2 and gas prices make it cheaper to operate alternatives that run on
electricity, hydrogen or biomass. This scenario could be possible under a large supply of cheap renewable
energy production and a high priority from the government. This is the first scenario where the barriers
are turned on, which should result in lower zero emission technology adoption and more CO2 emissions
compared to scenario 1.

Scenario 4: Give the industry more incentives
Allthough the energy prices are very favourable for the transition to other energy carriers than natural
gas, the government does not prioritize further incentives for the decarbonisation of the industry. There-
fore, the scenario name: give the industry more incentives! From the perspective that we want to realize
a fast emission reduction. During this scenario the barriers are turned off. This should result in lower
zero emission technology adoption and more CO2 emission compared to scenario 2.
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6.2. Model Results
This section shows the model results that are retrieved from the scenario analysis. First the normative
benchmark is set with a baseline run. This run gives us the optimal technology adoption between 2022
and 2050. The next section elaborates on the differences between the baseline benchmark and the various
decision evaluation types. Per decision type, the earlier conceptualised scenarios have been run in the
CCI model. These results can be consulted in appendix F. From the model results, the following points
regarding the investment behaviour in the model can be observed:

• The market & behavioural barriers lead to less zero emission technology adoption, compared to
the normative baseline benchmark.

• A limited access to capital forces Nobian to invest in an E-boiler instead of a CHP.

• The CCS alternative only operates under long postponement of investments in zero emission
technology. Also, the model results suggest that the CCS alternative is not a viable option, even
though the national push for the adoption for CCS in the industrial sector.

• The Zero gap electrolyzer is only installed when sustainable utility alternatives are not installed.

• Shin-etsu’s Hydrogen boiler is only installed under favourable environmental conditions and tech-
nological preference.

• Westlake’s E-boiler installment is strongly dependent on imperfect information.

• Huntsman’s E-boiler is less installed under the pay-back period of three years.

• The pay back period strongly influences the postponement of investments in zero emission tech-
nology.

The figure 6.3 shows the results from the four conceptualised scenario’s. The first two columns show
the company, the unit and the associated technologies. The technologies are depicted as 𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦𝑋 ,
where the X represents the scenario number. The columns show all the decision evaluation types. All
of the baseline values are the same, as that are the values that show the normative benchmark values.
The first point that was noticed, is the large difference between the first column ’Baseline’ and the other
columns representing one or more barriers. The difference is noticed by the higher amount of years
that non sustainable assets are installed and the higher total (CO2) levels between 2022 and 2050. We
can observe the difference when comparing the columns per row and see that for instance the CHP of
Nobian is installed for more years between 2022-2050 and the E-boiler is installed less. Where the higher
amount of years installed imply an earlier adoption of the technology between 2022-2050. Another point
of interest, is the effect the access to capital type has. We see that the CHP is less installed compared
to the imperfect information and hidden cost types and the e-boiler is earlier adopted. The reason that
this happens is due to the difference of CAPEX costs between the CHP and E-boiler. Due to the limited
access to capital, the model forces Nobian to adopt the cheaper E-boiler. This is also seen in scenario
number four, where the biomass boiler is installed more instead of the CHP. Thirdly, is noticed that the
CCS is only installed when there the CO2 polluting technologies are installed for longer periods. The
attractiveness of the CCS is modeled as the difference in cost for the investment in the CCS alternative
compared to paying for emitted CO2. So, only during scenario’s where the polluting assets are installed
for long enough and/or the CO2 price is high enough, the CCS is installed. Also, the model results show
that the CCS alternative is not a likely alternative to be installed. This is result stands opposed from the
national push for the introduction of CCS in the industrial sector. A large part of the national emission
reduction should result from this alternative. However, the model results argue that the adoption of
zero emission alternatives would be a more cost effective option. The low results for CCS in this scenario
analysis compared to the plans made in the real world, might be due to the assumptions were made for
the costs. The model does not account for risk reduction in the form of subsidies and lowered CAPEX
costs for the chlorine cluster. So, the assumptions might represent higher costs than they in reality might
be. Next, we see that the zero gap electrolyzer is only installed under conditions when sustainable
utility alternatives are not installed. In these circumstances the energy efficiency gains from the zero gap
electrolyser are more attractive than the investment in a sustainable utility alternative. This is due to the
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low attractiveness of the sustainable assets in these scenario’s, where electricity, hydrogen and biomass
prices are high. While simultaneously the gas and CO2 prices are low.

Figure 6.3: Model results. Colours are linked to the amount of years installed, green = high, white =
average, red = low
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Underneath, the difference between the baseline benchmark and the market & behavioural barriers is
shown. We see a 32 Mton/288% increase in total CO2 emission compared to the baseline benchmark.
That is due to the lower amount of years that zero emission technology alternatives are installed. This
shows that incorporation of the barriers does lead to significantly different transition pathways compared
to the currently used optimisation models and verifies the claims made by Gerarden et al.[68]. Especially
the market barriers Imperfect information and risk lead to a strong postponement of zero emission
technology adoption. This suggests that the perceived uncertainty over time and the risk appetite of the
companies is a strong influence on investment decision making at the PoR chlorine cluster.

Table 6.2: Difference between baseline benchmark and behavioural decision evaluation type

Alternative Baseline Average four scenario’s Behavioural Difference
NobianAssets|CHP 10 18 8
NobianAssets|Biomass 0 10 10
NobianAssets|E-boiler 19 0 -19
NobianAssets|MEV3 28 28 0
NobianAssets|MEV5 0 0 0
NobianAssets|Finite_gap 28 28 0
NobianAssets|Zero_gap 0 0 0
Shin-etsu_Assets|Gas-furnac 2 17.5 15.5
Shin-etsu_Assets|E-furnace 26 10.5 -15.5
Shin-etsu_Assets|Hydrogen-f 1 0 -1
Westlake_Assets|Gas-boiler 14 11.25 -2.75
Westlake_Assets|E-boiler 27 16.75 -10.25
Huntsman_assets|E-boiler 15 0 -15
Huntsman_assets|Steam_Dist 13 28 15
Westlake_Assets|Brine_reci 28 22.25 -5.75
Shared CCS (Nobian)|L 0 1.5 1.5
Total CO2 between 2022-2050 17 49 32

Furthermore, certain technologies are only adopted under very favourable external circumstances. In the
case of Shin-etsu’s hydrogen cracking furnace is only installed in scenario number three (see appendix
F). This is due to the high fuel costs and relatively low efficiency. Allthough the Hydrogen furnace has
a lot lower CAPEX and OPEX compared to the gas and e-furnace, it’s efficiency is comparable to the gas
furnace and the fuel costs are multiple times higher. Therefore, only under low hydrogen prices, high
gas & electricity prices and technology preference, the hydrogen furnace is installed at Shin-etsu.
Next, as can be seen in the Model results file of appendix F, Westlake’s E-boiler number of installed
years is strongly dependent on the imperfect information barrier. In the normative benchmark and the
NPV calculation by hand A, it is suggested that the Westlake E-boiler should be immediatly installed.
However, the model results file suggests that the expected values for the efficiency of the alternative
strongly influences the relative attractiveness with Westlake’s gas-boiler. That is due to the fact that the
CAPEX value for the E-boiler are high compared to the relative improvement in efficiency compared
to the gas boiler. The CAPEX value is high because of the high perceived risk of the investment in the
E-boiler. Furthermore when looking to the coloured cells in the model results file, we can see that the
E-boiler is less installed under the configuration of the three year pay-back period. That is due to the
low relative attractiveness to the currently installed steam distribution network. This results in a longer
pay-back period than three years for the e-boiler compared to the steam network.
Lastly, we observe that the level of foresight and blocklenghts of the model settings lead to postponed
adoption of zero emission technology. In figure 6.4, the optimizing settings are represented by the
blue bars and the pay-back period by the orange bars. The reason for the postponed adoption of these
technologies is due to the long pay-back period of the zero emission technologies compared to the non
zero emission technologies. This longer pay-back period is based on the higher perceived risk for these
technologies, the imperfect information regarding efficiency and relatively higher OPEX due to hidden
costs. These result in lower attractiveness for the zero emission technologies and thus the shorter the
period over which the alternatives should break-even is not achieved. The zero emission technologies
are only adopted when the attractiveness is large enough due to energy prices and CO2 prices.
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Figure 6.4: Difference Pay-back period and optimizing

The difference between the optimizing and pay-back period acceptance criteria is also reflected in figure
6.5. where the blue bars represent the optimizing decision criterium and the orange bars the pay-back
period. The figures shows that the shorter the chosen pay-back period, the lower the amount of installed
years for zero emission technology. Where a high amount of installed years reflect an early adoption of
technology. This does imply that the level of risk appetite (the higher the level for the pay-back period
is, the higher the risk appetite) of a decision maker strongly influences the adoption of technology.

Figure 6.5: Types of technology installed under the condition of varying blocklengths

From these results we can conclude that the market & behavioural barriers do result postponed in-
vestment in zero emission technologies. Within the analysed scenario’s, the difference between the
normative benchmark resulted in an increase of 288% of CO2 emissions between 2022 and 2050. Even
though the used calibration of the parameters might not reflect 100% accurate values, they do show
significant differences from the currently used optimisation approaches. So, with these model results we
show the relevance of incorporating the market & behavioural barriers. This difference might explain
why the investment gap exists. Where the normative models state that investments should be made, but
they are not made because of the market & behavioural barriers that are not accounted for.
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6.2.1. Conclusions
Following the model results shown above, we answer the third sub-question:

What is the effect of market and behavioural barriers on zero emission technology adoption at the PoR chlorine
cluster?

The model results show that the incorporation of market and behavioural barriers lead to a lower
adoption of zero emission technology adoption. This is reflected by the number of years that these
alternatives are installed between 2022 and 2050. This lower adoption leads to significant higher CO2
emission of 288% compared to the normative baseline benchmark. Underneath, the key findings from
the model results are shown.

• The market & behavioural barriers lead to less zero emission technology adoption, compared to the
normative baseline benchmark. Additionally, the barriers explain the existence of the perceived
investment gap.

• Most of the direct CO2 reduction can be achieved by decarbonising utility assets like steam boilers
and cracking facilities.

• The pay-back period of three years, which represents a risk averse investor, leads to postponed
zero emission technology investments.

• The build up of barriers is meaningful, because it makes it possible to identify interaction effects
between barriers.

First off, the results clearly show that the incorporated barriers lead to a significant deviation from
the normative baseline benchmark. This suggests that the incorporation of the theoretically sound
barriers lead to very different results compared to the currently used normative optimisation models.
The incorporation of the barriers show that the optimisation models overestimate the adoption of zero
emission technology and might suggest why there is a perceived investment gap. As stated in the first
chapter, according to the investment gap there should be made more investment than there are currently
being made. But the results from this thesis suggest that it seems logical that these investments are not
being made because of the mostly the perceived uncertainty and risk appetite of the companies at the
cluster.
Secondly, the model results show that the quickest gains can be made by decarbonising the utility assets
at the chlorine cluster. This is where the most direct CO2 emissions are produced. In addition, the
secondary emissions could be drastically reduced by the consumption of renewable electricity, due to
the large consumption of electricity at the chlorine cluster’s production processes. The placement of
electric and biomass boilers to reduce the industry’s direct emissions, as well as zero-gap membrane
electrolyzers to tackle the industry’s electricity consumption, and thus its indirect emissions.
Third, the used level for the pay-back period strongly influences the adoption for zero emission technol-
ogy, as depicted by the results from decision evaluation type bounded rationality and split incentives.
The companies at the PoR chlorine cluster use a pay-back period of three years in order to select their
alternatives. Due to the large CAPEX of the zero emission technologies, the three years pay back period
is too short to adopt new technology. So, the risk averseness of the investors leads to the postponement
of technology adoption.
Lastly, the build-up used for the model experimentation is meaningful, as it identifies the interaction
effects between barriers. This is best seen in decision evaluation types ’access to capital’ and ’all market
barriers’. Here, the limited access to capital results in lower total emissions as some of the high CAPEX
polluting alternatives which have low OPEX are not adopted because it is not possible. There the
somewhat lower CAPEX alternatives with high OPEX are adopted earlier. This is also due to the effect
imperfect information and hidden costs have on the relative attractiveness of the technology alternatives.
In a next study it would be interesting to conduct a full factorial experiment with the barriers to fully
study the relative impact and interaction affect of the barriers on technology adoption.
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Conclusion, Future Research and

Recommendations

This chapter is dedicated to the conclusion 7.1, future research 7.2 and recommendations 7.3. The
conclusion reflects back on the three sub-questions and main research questions and from chapter 1. In
the following section, suggestions are given for future research. The last section gives recommendations
for investment decision makers, based on the insights gained from this master thesis.

7.1. Conclusion
This section presents the final conclusions of this master thesis, by answering the main research question.
Subsequently, the presented conclusions are used to address the scientific and social relevance.
Climate change has lead to one of the biggest societal challenges of this century. As environmental related
risks caused by climate change in the form of, climate action failure, extreme weather and biodiversity
loss, could lead to various devastating consequences to global society. The Netherlands faces one it’s
largest societal challenges that mankind has ever faced.
In order to limit the consequences of climate change, the Netherlands has to rapidly decarbonize its
industrial sector to reach CO2 neutrality by 2050. To achieve that goal large capital investments in
zero emission technologies are needed. These investments would comprise out of renewable energy
generation, energy conservation, higher production efficiency, electrification of end uses and many more.
According to the ’Planbureau voor de Leefomgeving’ (PBL), an estimated 350 billion euro investment is
needed between 2020 and 2040 in order for the Netherlands to achieve net neutrality by 2050 [132].
Allthough there are various options for the decarbonisation of the industrial sector, the progress in
the Dutch industrial sector has been seriously lagging. Possible explanations for the apparent lack of
progress are market and behavioural barriers to zero emission technology adoption. Although these
barriers seem to be theoretically sound, it is unclear to what extent both of these barriers contribute to
the lack of investment. Therefore this thesis has focused on the following main research question:

What is the influence of market & behavioural barriers on investment decisions at the PoR chlorine cluster?

1. What are possible zero-emission technologies that can be implemented at the PoR chlorine cluster
To attain a overview of the current technological configuration of the PoR chlorine cluster, a comprehen-
sive inventarisation was made of plants, processes, products and zero emission technology alternatives.
This resulted in a detailed overview of the cluster’s current technological configuration and a set of
implementable zero-emission technologies like:

• Alternatives for fuel switching

• Technology that increases process efficiency

93
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• Carbon Capture and storage technology

• Recirculation alternatives

For the PoR chlorine cluster, large gains regarding the reduction of CO2 emission can be made by the
decarbonisation of it’s heat processes. This can be achieved mainly by means of electric or biomass steam
boilers and electric cracking furnaces. Also the reduction of energy usage by implementing technology
that increases process efficiency. For Nobian there would be an opportunity for the large-scale imple-
mentation of zero-gap membrane electrolyzers to largely reduce electricity consumption. Furthermore,
a shared CCS system could reduce the direct CO2 emissions of the cluster. Especially if the relative at-
tractiveness of utility fuel switching turns out to be too low. Secondly, the brine recirculation alternative
would reduce the waste streams of Westlake and the required salt production of Nobian’s Delfzĳl plant.
So, this would lead in a reduction of indirect CO2 costs for Nobian.

2. How can we represent market & behavioural barriers in an investment model at the PoR chlorine
cluster?
In order to evaluate what the influence of the market & behavioural barriers is on the technology adop-
tion of these alternatives, we conceptualised decision evaluation types. These decision evaluation types
represent the risk, imperfect information, hidden costs, access to capital, bounded rationality and split
incentives in the form of NPV formula’s. In total, 7 different levels of representation of the barriers
were conceptualised. This allows for the study of their relative relevance and interaction effects among
them. These evaluation types were subsequently implemented in a modelling tool called Linny-R. The
model incorporated the PoR chlorine cluster on a highly detailed technical level and was able to simulate
technology adoption using the seven different types of decision evaluation.

3. What is the effect of market and behavioural barriers on zero emission technology adoption at the
PoR chlorine cluster?
The model was subsequently used with a scenario analysis to simulate the technology adoption under
varying uncertain contexts. These contexts were mainly determined by the variation of energy prices,
commodity prices and government policy. Thereafter, simulation of technology adoption was carried
out per decision evaluation type under varying contexts.
The results from the scenario analysis gave insights into the effect of market & behavioural barriers.
The barriers resulted in a significant difference in zero emission technology adoption, compared to an
earlier normative benchmark baseline run. Due to the lower adoption of zero emission technology we ob-
served a 288% increase of total expected CO2 emissions between 2022 and 2050, compared to the baseline.

Answering the main research question
To conclude, by combining a thorough inventarisation of the current and possible future configurations
of the PoR chlorine cluster, the representation of market & behavioural barriers in the form of decision
evaluation types and combining these in a model that simulates technology adoption, we were able
to answer the main research question. The inventorization, conceptualization, experimentation and
analysis of the influence of market & behavioural barriers on investment decision at the PoR chlorine
cluster has helped to understand the opportunities and threats to decarbonizing the production chain.
The findings of this investigation further underscore the relevance of incorporating these barriers in
quantitative decision support models. Only with a complete and realistic representation of reality,
industry actors and policymakers are able to both act and cooperate faster and better.
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7.1.1. Scientific and Societal relevance
Both the scientific an societal relevance of this master thesis are depicted in the bullet points below.
Scientific relevance
During this research, scientific knowledge and expert elicitation were combined to conceptualize the
current and possible future technical configuration of the PoR chlorine cluster. This was achieved
through a series of scientific structures, calculation frameworks, interviews with stakeholders. Together,
these approaches resulted in a clear and concise methodology to conceptualize and analyze an industrial
production processes.
The plant-process-product analysis from Bartel et al. [11] made it possible to gain a total overview of the
PoR chlorine cluster’s current state which was needed for this research. In doing so, the author was able
to gain specific knowledge about thermodynamical and chemical processes, to obtain an understanding
of how the cluster works from the bottom up.Followed by the zero-emission technology inventarisation,
which made it possible to allow possible future configurations of the cluster.
Secondly, by studying the influence of market & behavioural barriers, we have further contributed to the
understanding of the investment gap. Furthermore, the used approach might prove interesting for other
decarbonisation studies focusing on the industrial sector.
Thirdly, The more qualitative STEEP framework [18] [164] allowed the author to identify the key driving
forces at play in the chlorine cluster’s production chain as a whole, and analyze the industry from the
top down. This approach helped helped to uncover the key uncertainties and decision levers relevant
to the system under study. The synthesis of findings allowed for a clear and thorough overview of the
cluster, and for the experimentation in Linny-R and analysis of possible transition pathways.

• Added research to the understanding of the investment gap.
• Relevant for decarbonisation studies focusing on the industrial sector.

Societal relevance
With the development of the Dutch Climate Agreement of 2018, where stakeholders involved in different
sectors are collaborating and discussing how emission reductions can best be achieved on a national level,
the societal relevance of this investigation is to give insight into possible transition pathways and the
effect barriers have on development. The research shows stakeholders about strategies to decarbonize
the PoR chlorine cluster and enables a constructive discussion about the Dutch energy transition as a
whole. Although the scope of this research is too specific for discussions about an energy transition in
the Dutch industrial sector as a whole, it can provide useful insights to others studying the system at a
higher level of aggregation.
From a more broad perspective, this study provides insights about possible transition pathways for the
PoR chlorine cluster. Apart from the model results, also the inventarisation of the entire technical system
of the chlorine cluster and integrated links might be relevant. Furthermore, the influence of market &
behavioural barriers on technology adoption does not limit itself solely to the industrial sector. Therefore,
this study might prove insightful for the Dutch energy transition as a whole. Where other sectors like
the electricity, built environment and agriculture might face similar key challenges to investment.

• This study discusses key challenges that are experienced in the Dutch energy transition as a whole.
• Provides insights to possible transition pathways for the PoR chlorine cluster.
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7.2. Future Research
This section gives suggestions to researchers for future research within the scientific field of investment
modeling, based on the insights gained from this master thesis. These future research suggestions should
in turn cover the limitations of this research. The key suggestions for future research are:

1. Further develop the representation of market & behavioural barriers and interaction effects between
them.

2. Broaden the scope of the investment evaluation further, besides solely decarbonisation alternatives.

3. Further analyze the technologies that lie on the horizon for the PoR chlorine cluster.

4. Expand the current model with the integration of other industrial plants at the Rotterdam harbour
industrial cluster.

5. Further investigate the interaction between key uncertainties.

6. Deploy exploratory analysis techniques to explore the investment decision making under deep
uncertainty.

For this thesis, a deliberate choice was made to use the same decision protocol for every level of decision
making and only differentiate in the decision evaluation part. As earlier mentioned in chapter 4,
investment heuristics could be used to capture the cognitive limitations and biases of decision makers
and their behavioural aspects in more detail and therefore more accurately represent behavioural barriers.
Examples like the recognition heuristic, take-the-best heuristic and fast-and-frugal trees. Besides that
these heuristics capture a variety of decision evaluation types, they also differentiate in their decision
protocols and acceptance criteria. Nevertheless, we acknowledge that parameterisation is a simplification
of truly capturing bounded rationality and behavioural aspects in quantitative models. However, there
are also various strengths to the chosen representation of market & behavioural barriers:

• The representation in the form of evaluation types is interchangeable and can be used in various
heuristics that contain an evaluation process.

• Can be easily expanded with other/more parameters to represent the barriers.

• Can identify whether it is necessary to conduct a more detailed investment analysis.

Especially the last point is of interest. The used methodology is implementable in quantitative models
and can determine whether barriers are of a large interest for a investment project. If for example
a large discrepancy is identified concerning a certain barrier, compared to the normative benchmark,
the investor could decide for a more detailed study. If not, the investor is informed that the barriers
probably do not play a large role in that specific investment project. However, we do acknowledge
that currently conceptualised parameterisation of the decision evaluation types is simplified way of
representing market & behavioural barriers. Therefore, we argue to further develop decision evaluation
types with more parameterisation of the evaluation types.
The second suggestion is based on observations from the access to capital evaluation type and insights
gained from conversations with experts at Nobian & Westlake. The model results showed that the
access to capital type did not have a significant influence on the technology adoption at the PoR chlorine
cluster. Even though the experts from Nobian & Westlake mentioned that the access to capital one of
the largest barrier is to zero emission technology adoption. They mentioned that they have to make
various investments to ensure the continuity of their companies. Although they find the decarbonisation
of their production process very important, their main concern is to most effectively allocate capital.
Therefore, other investments, that might not concern the reduction of emissions are favoured above the
zero emission technologies. As the expert at Westlake noticed, they investment projects are prioritised by
their expected return on investment. Therefore, we argue that the investment evaluation for technology
adoption should be broadened to all possible investment projects and not solely the decarbonisation
alternatives. This leads to a more holistic overview of how investment projects are addressed on company
level.
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Thirdly, it is recommended to further analyze the technologies that lie on the horizon for the chlorine
cluster’s industries. A set of zero emission technologies were identified and discussed in chapter 3.
However, this is a set of technologies which is currently available. To keep the model relevant, the
modeled stock of technology should be periodically be updated. As, these technologies will, can become
of vital importance for an energy transition to a fully carbon-neutral industry in 2050. Thus, further
research into these technologies and the extent to which they can support full decarbonization ambitions
is of high interest.
Next, the STEEP analysis has shed light on the key uncertainties and decision levers that affect the
decarbonization of the salt and chlor-alkali industries. However, this investigation does not investigate
the interaction between the decision levers and uncertainties. A more elaborate investigation which
also looks at this interaction may prove valuable to further represent the factors of importance to the
decarbonisation of the cluster.
The fifth suggestions states that the current model should be expanded, by representing the rest of
the Rotterdam harbour industrial complex. As mentioned in the first chapter, the industrial cluster
of Rotterdam is a very interconnected site with various interdependencies. Therefore, we suggest to
broaden the scope of the model and also consider the rest of the industrial complex. This might prove to
be beneficial as chain effects between certain industries can be further investigated. The CCS alternative
for example did not achieve the levels of installment that were expected beforehand. In reality the Dutch
industrial sector and government are very much invested in CCS for the PoR. Given the limited scope,
alternatives like the CCS could be better represented with a broadened scope where we take in to account
the other polluting plants at the PoR industrial sector.
The last point aims to solve the shortcomings of a scenario analysis. The conducted scenario analysis
is a very quick and easy method to explore likely possible futures. However, to further understand
the effects the exogenous environment can have on technology adoption we suggest to deploy analysis
techniques that explore investment decision making under deep uncertainty. This would result in a
higher resolution of the solution space and give better insights about possible & likely futures.

7.3. Recommendations
This section gives recommendations to investment decision makers, based on the insights gained from
this master thesis. The insights from this master thesis result in the following key recommendations for
investment decision makers:

1. Consider the incorporation of market & behavioural barriers in investment models for the industrial
sector.

2. The companies at the chlorine cluster should adjust their currently used decision acceptance criteria
to further decarbonize the cluster.

3. Policy should be made to increase the relative attractiveness of sustainable utility assets at the
cluster to achieve large CO2 reductions.

4. Proceed with the Brine recirculation alternative, as it seems to be profitable in all the scenario’s.

5. WEI should dedicate to the expansion of the model and create a support base among the Harbour
Industrial Complex Rotterdam-Moerdĳk.

First off, investment decision makers should become more aware that zero emission technology invest-
ment is subjected to various market & behavioural barriers. As the model results show a discrepancies
between normative benchmark optimizing and non normative optimisation, in case of the PoR chlorine
cluster. This result is juxtaposed from the perceptions of the experts at Nobian and Westlake. They
did acknowledge that the considered barriers are theoretically sound, but did not perceive them as thus
impactful to consider in their investment models. Therefore, the recommendation to incorporate market
& behavioural barriers in investment models to more incorporate more of the possible costs and benefits.
This leads to a far more accurate representation of technology adoption and might prove insightful for
possible paths of decarbonisation. Also, the industrial sector should alter their decision acceptance cri-
teria to a less risk averse ones. As is clearly seen for some of the alternatives in the model results file, the
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pay-back period of three years strongly impacts the adoption of zero emission technologies. Eventually,
we will probably achieve a situation where the zero emission technology alternatives are within the mar-
gin of a three year pay-back period. A situation with a extreme surplus of cheap renewable electricity,
more proven technology and higher CO2 prices. However, the time that we lose with the postponement
of adopting zero emission technology might lead to irreversible negative consequences for society.
Secondly, as shown in the results from 6, the pay-back period chosen by the companies strongly influences
the postponement for the adoption of zero emission technology. This in turn leads to lower profits for
the companies over time and an increase in total CO2 emissions. Therefore, it is recommended for the
companies to use less risk averse decision acceptance criteria.
Thirdly, a recommendation to policy makers. As explained earlier, the large and cost-effective gains
regarding (CO2) emission reduction can be made in the utility alternatives for the chlorine cluster. These
are mainly the utility technologies responsible for heat and steam production. Financial stimulation of
these specific technology alternatives could make quick gains in CO2 reduction by the subsidation of
these technologies and higher taxation on gas use & CO2 costs.
Fourthly, the model results show that the brine recirculation alternative between Nobian and Westlake
is profitable under almost every circumstance. Therefore, it is suggested to proceed with the alternative
and scale the project up from the demonstration site to full scale recirculation. Of course, this recom-
mendation is only based on the financial profitability of the project and the companies should consider
the desirability of further interconnection & interdependence.
Lastly, WEI should dedicate to the expansion of the model with more of the PoR industrial cluster and
simultaneously create a support base among these companies for the use of the model. This thesis
has proven the functionality of Linny-R by being able to present possible transition pathways on an
asset level, in combination with CO2 reduction. Especially the ease of modelling in combination with
the graphically appealing representation of technical systems, should be reasons to adopt the Linny-R
modelling method. In light of the IMPETUS project the model could be expanded with the rest of the
industry in Rotterdam-Moerdĳk and result in a model that would give insight to all the relevant parties.
At the same time a strong support base for the model should be created among the potential users, in
order for the model to be accepted and actually be used in the future. To achieve that, WEI could opt for
a more cooperative modelling approach with the potential users and create a easily accessible version of
the model in the form of a online decision support system. A lot of inspiration could be drawn from the
ETM from Quintel.
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A
NPV calculation PoR chlorine cluster as a

case

In table A.1, the data that is used to calculate the cost savings of the E-boiler compared to the natural gas
boiler at Westlake. In total this would lead to a total cost savings of 112 million euros over the 15 year
life time. The NPV formula, shown in A.1 was used to calculate the NPV of both the investment options.

Figure A.1: NPV-formula
Table A.1: Data used for NPV calculation

Variable Natural gas boiler E-boiler
CAPEX [MEUR] 16.3 15
ELT [Year] 15 15
Efficiency [%] 69 99
Electricity price [EUR\MWh] - 7.3
Gas price [EUR/GJ] 14.6 -
Yearly energy use 2700000 [GJ/year] 525.6 GWh/year
Yearly energy costs 39.42 MEUR/year 38.3 MEUR/year
CO2 costs 50 euro/ton -
Yearly CO2 payments 7.56 MEUR/year -
Discount rate 0.03 0.03
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B
Overview of asset sets and individual

assets

This appendix gives an overview of all the asset sets and individual assets that are considered in this
thesis

Asset list Nobian
Heat Electrolysis Recirculation N&W Vaporisation CCS
CHP Standard membrane No recirculation Multiple effect (3) vaporisation No CCS

E-Boiler Zero gap membrane Brine recirculation Multiple effect (5) vaporisation CCS
Biomass-Boiler Vaporisation with MVR

Asset list Shin-Etsu
Heat CCS

Natural gas furnace EDC cracking No CCS
Hydrogen furnace EDC cracking CCS

E-furnace EDC cracking
Asset list Westlake

Heat Recirculation N&W CCS
Natural gas steam boiler No recirculation No CCS

E-boiler steam Brine recirculation CCS
Asset list Huntsman

Heat CCS
Natural gas steam boiler No CCS

E-boiler steam CCS
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Individual assets Nobian
Heat Electrolysis Recirculation N&W Vaporisation CCS

CHP_1 Standard membrane_1 No recirculation Multiple effect (3) vaporisation_1 No CCS
CHP_2 Standard membrane_2 N&W Brine recirculation_1 Multiple effect (3) vaporisation_2 CCS_1

Standard membrane_3 Multiple effect (5) vaporisation_1
E-Boiler_1 Standard membrane_4 Multiple effect (5) vaporisation_2
E-Boiler_2 Standard membrane_5

Biomass-Boiler_1 Standard membrane_6
Biomass-Boiler_2 Standard membrane_7
Biomass-Boiler_3 Zero gap membrane_1
Biomass-Boiler_4 Zero gap membrane_2

Zero gap membrane_3
Zero gap membrane_4
Zero gap membrane_5
Zero gap membrane_6

Individual assets Shin-Etsu
Heat CCS

Natural gas furnace EDC cracking_1 No CCS
Natural gas furnace EDC cracking_2 CCS_1

Hydrogen furnace EDC cracking_1

E-furnace EDC cracking_1

Individual assets Westlake
Heat Recirculation N&W CCS

Natural gas steam boiler_1 No recirculation No CCS
Natural gas steam boiler_2 N&W Brine recirculation_1 CCS_1
Natural gas steam boiler_3

E-boiler steam_1
E-boiler steam_2

Individual assets Huntsman
Heat CCS

Natural gas steam boiler_1 No CCS
Natural gas steam boiler_2 CCS_1
Natural gas steam boiler_3

E-boiler steam_1
E-boiler steam_2



C
Expert elicitation

C.1. Nobian
On the 11th of july 2022, an interview was held with the progam lead renewable & circular and open
innovation at Nobian. He mainly focuses on three key areas, being CO2 capture use, Energy storage (incl
batteries) and Circular Economy (incl recycling of salty waste streams). Managing portfolio, initiating
new projects, developing business cases and models and leading projects. All of his projects are done in
close collaboration with external parties, a lot of which are start-ups. Hence the focus on Open Innovation.
For Open Innovation, he is developing a strategy, defining company challenges and collaborating with
solvers.

C.1.1. Interview questions and answers
1. What are barriers to investment that you encounter?

The main barrier we currently have, is to find economically viable decarbonisation alternatives
for our production processes. The large upfront capital investment costs and uncertainty about
energy prices & government policy makes it difficult to find viable alternatives. I do recognize the
barriers you mention, like imperfect information, hidden costs, etc. However, we do not see them
as major barriers at this moment.

2. How do you make investment decisions?

(a) What does the decision making process look like
At Nobian we use a investment process called front end loading (FEL). The FEL process is
a method is used for conceptual development of projects in industries such as upstream oil
and gas, petrochemical And pharmaceuticals. It is a flexible method that works as a sort of
filter for the selection of projects. With this process we can early on identify if the investment
project is to be considered in more detail. That is the process where more the technical aspects
are considered.

(b) What kind of evaluation metrics do you use?
We currently use two evaluation metrics, which are pay-back period and internal rate of return
(IRR). For an investment to be accepted the payback period has to be 3 years and IRR value
30%. Allthough these values are not hard decision values. Depending on the situation we
might variate a bit from these values.

(c) What is your budget for CAPEX investments per year?
I am sorry, I cannot disclose that to you. You could try to get it from our decarbonisation
outlook for 2040. Or look at the financial reports of Nobian.

(d) What are the role of models for your investments decision making process?
Models play a central role in our decision making process and are taken very seriously. For
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every investment we consider a model study is performed. The eventual decisions are strongly
influenced by the values obtained from the investment models.

3. What are your decarbonisation alternatives
We search for alternatives via analyzing our technical systems, imitating competitors and attaining
alternatives via startups and universities. I have not looked specifically at the MIDDEN-database.
But the alternatives you mention like the electrification of our energy supply and energy efficiency
alternatives are certainly considered.

4. How do you cooperate with other companies?
We currently work together with competitors and cluster neighbours via consortia. When it comes
to the cost division, that is a long negotiating process. Especially because of information asymmetry
between mutually dependent plants.

(a) What does the process look like? When we or others see opportunities for cooperation, a cooper-
ation is initiated. Afterwards multiple rounds of negotiating and conceptualising starts.

(b) How do you allocate costs? That is very dependent on the type of project and business case. We
allocate the costs by comparing the relative benefits per cooperating company.

C.1.2. Key-Takeaways Nobian interview
This subsection describes the key-take ways regarding sub questions one and two. In the first subsec-
tion, the key takeaways regarding the decision evaluation metrics are given. The second subsection,
describes the key takeaways of the plant-process-product inventarisation and zero-emission evaluation
alternatives.

Decision evaluation metrics
Nobian’s expert mentioned that Nobian conducts the decision making process, following the FEL
method. Furthermore, he mentioned that he recognizes the market & behavioural barriers, but does not
take them into account in his investment models. Lastly, Nobian uses either a pay-back period of three
years or a IRR of 30% as acceptance criteria.

The plant-product-process and zero-emission evaluation alternatives
Regarding a validation of the plant-process-product inventarisation, additional mail-contact was re-
quired. He later on sended an overview of the brine recirculation project between Nobian and Westlake.
This was used to validate the earlier found specifications for both the Nobian and Westlake plants.
Regarding the zero-emission evaluation alternatives, the expert referred to the Nobian sustainability ap-
proach: Carbon neutral by 2040. This document describes an outlook for the decarbonisation of Nobian
by 2040, including the proposed zero emission technology alternatives.
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C.2. Westlake
For this expert elicitation, we were able to speak with the process technology director at Westlake. The
process technology director is closely involved with the current production operations at Westlake. He
also is closely involved with the investment decision making investment process at Westlake, where also
decarbonisation alternatives are assessed.

C.2.1. Interview questions and answers
1. What are barriers to investment that you encounter?

The main barriers that we perceive are based on access of capital and uncertainty. Because we
have a limited amount of capital to spend on capital investments, the projects with the highest
rate of return are prioritised. A lot of the time, the decarbonisation alternatives turn out to not
make the cut because the ROI is not high enough. Furthermore, the high uncertainty related to our
operations and investment makes it difficult for us to make large capital investments like e-boilers
etc. Uncertainty that is mostly related to the price development of electricity, because electrifica-
tion is our most probable decarbonisation alternative. Also, how is the relative attractability of
decarbonisation options going to be affected by CO2 pricing. We have got a bit more certainty with
the new Dutch emission tax for the industry, but we still regard policy measures to be uncertain.
Regarding the barriers you mention like imperfect information and hidden costs, we don’t really
see them as large barriers. I have not experienced projects where either the efficiency gains were
much lower than expected or that the OPEX costs were significantly higher than expected. It
probably happens, but we don’t take it into account during our investment process.
Split incentives plays a large role in potential cooperative investment projects. When the incentives
are to far apart from two companies we will not engage in a cooperation. It might occur that we
have missed possibly attractive projects because of that. But it is rather an exception than rule.

2. How do you make investment decisions?

(a) What does the decision making process look like
We start of with our main strategy, which is largely profit driven. Besides that we also have
a sustainability strategy, which is a starting point for decarbonisation investments. We make
our investments during the engineering phase, when the capital expenses are clear and the
benefits aswell.

(b) What kind of evaluation metrics do you use?
We make our investments based on an IRR and pay-back period. I cannot disclose to you
which specific values that are, but they are comparable to other companies in our industry. .

(c) What is your budget for CAPEX investments per year?
I cannot disclose that to you. You might look at out financial reports and retract a value from
there.

(d) What are the role of models for your investments decision making process?
Models are crucial in our decision making process. Every significant investment decision is
backed up with a model study. Especially sensitivity is important to us, that plays a large role
in the larger projects.

3. What are your decarbonisation alternatives
We focus on the lowering of energy use, efficiency alternatives and energy source replacement.
Also in that order, as in the past we have seen that these options are the most likely to be successful.
But the largest gain can be made by dismantling our gas boilers. We currently receive refinery gas
from Shell, which is a rest product of their production process. It is a mixture of hydrocarbons and
a bit of hydrogen. The refinery gas that we burn in our boilers directly contributes to our scope 1
emissions. So replacing that with a sustainable energy source would be a large step in the good
direction.

4. What is the price paid for brine water treatment
I cannot disclose the specific price we pay for our brine waste water treatment at Shell. However,
the prices are relatively comparable to common prices for general waste water treatment.
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5. How do you cooperate with other companies?
Our main strategy is to come to a total net plus for both companies. This is a long and difficult
process, especially because of we don’t want to share important corporate sensitive information
with our competitors. For example the brine re circulation project with Nobian is not so much
about that we don’t think the project is not going to be profitable, but takes a long time to find
common ground during cooperative investment projects.

C.2.2. Key takeaways Westlake interview
Decision evaluation metrics
Regarding the decision evaluation metrics, the key take aways are based on the perception of Westlake
regarding the barriers in general and the values that they use for their decision acceptance. The expert
at Westlake states that the most important barriers to him are risk due to uncertainty, access to capital
and to some degree split incentives. The other barriers are not considered to be large barriers to zero
technology adoption. Next, the expert stated that Westlake uses comparable decision acceptance criteria
as other companies within their sector. So, an IRR of 30% and/or pay back period of 3 years is close.

The plant-process-product inventarisation and zero-emission technologies
Some additions were made to the model regarding the used refinery gas from Shell. Earlier it was
assumed that the boilers at Westlake operated on natural gas. Now the Linny-R model has included
refinery gas from shell as the fuel used in their steam boilers. Next, the zero-emission technologies align
with what is modeled. The expert stated that the largest gain could be made by installing a e-boiler at
Westlake. Also the brine recirculation project was mentioned as an alternative to the current waste water
treatment at Shell.

C.3. Project manager MIDDEN database - PBL
The project manager of the MIDDEN database was contacted to attain additional information about
technology alternatives. He is one of the main contributors to the MIDDEN project provided additional
information about zero-emission technologies for Westlake and Huntsman. He mentioned that Westlake
can implement an E-boiler to replace their natural gas boiler. As for Huntsman, all though they do not
emit a lot of CO2 directly they could install an E-boiler. Huntsman currently receives it’s heat from the
chlorine cluster’s steam distribution network. Huntsman could locally install an E-boiler to suffice it’s
own steam demand and could so decarbonize it’s steam use.
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D
Scenario analysis configurations

D.1. Scenario 1: High priority at unfavourable circumstances
Decision evalution type Paremeter configuration Price scenario

Risk Risk

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Imperfection Risk
Imperfect info

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Hidden costs
Risk
Imperfect info
Hidden costs

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Access to capital
Risk
Imperfect info
Access to capital

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Market barriers

Risk
Imperfect info
Hidden costs
Access to capital

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Satisficing

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Behavioural

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref
Cooperation

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High
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D.2. Scenario 2: Slow decarbonisation
Decision evalution type Paremeter configuration Price scenario

Risk Risk

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Imperfection Risk
Imperfect info

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Hidden costs
Risk
Imperfect info
Hidden costs

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Access to capital
Risk
Imperfect info
Access to capital

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Market barriers

Risk
Imperfect info
Hidden costs
Access to capital

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Satisficing

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Behavioural

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref
Cooperation

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low
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D.3. Scenario 3: High priority and favourable circumstances
Decision evalution type Paremeter configuration Price scenario

Risk Risk

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Imperfection Risk
Imperfect info

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Hidden costs
Risk
Imperfect info
Hidden costs

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Access to capital
Risk
Imperfect info
Access to capital

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Market barriers

Risk
Imperfect info
Hidden costs
Access to capital

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Satisficing

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High

Behavioural

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref
Cooperation

Electricity_Low
Hydrogen_Low
Biomass_Low
Gas_High
Commodity_High
CO2_High
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D.4. Scenario 4: Slow decarbonisation with barriers
Give the industry more incentives Paremeter configuration Price scenario

Risk Risk

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Imperfection Risk
Imperfect info

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Hidden costs
Risk
Imperfect info
Hidden costs

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Access to capital
Risk
Imperfect info
Access to capital

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Market barriers

Risk
Imperfect info
Hidden costs
Access to capital

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Satisficing

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low

Behavioural

Risk
Imperfect info
Hidden costs
Access to capital
Pay back period: 3 years
Tech pref
Cooperation

Electricity_High
Hydrogen_High
Biomass_High
Gas_Low
Commodity_Low
CO2_Low



E
STEEP analysis

Society and the PoR chlorine cluster
For this aspect, the history of the chlorine cluster, it’s relation to society is explained and how it is still
affecting society today. From that analysis the most uncertain and highly impactful drivers are identified.
The PoR chlorine cluster is largely situated at the Botlek area, apart from Westlake and PVC production
plant of Shin-etsu who are place in Pernis. The first plans for the industrialisation of the Botlek were
drawn up in 1947 after the American DoW Chemical and shipbuilder Cornelis Verolme decided to settle
their operations in the Botlek area. Almost fifteen years later, the chlorine cluster started to take form
when in 1961 AkzoNobel (now Nobian) opened an electrolysis plant in the Botlek area. This plant would
eventually form the heart of the chlorine cluster in the port of Rotterdam and by the 1970s Akzonobel
was the largest producer of chlorine in the Netherlands. Where the Akzo transported around 300 kton of
chlorine every year [35]. Not much later the rest of the chlorine cluster’s plants were established, which
changed ownership various times over the last fifty years. As of late in the beginning of 2022, Westlake
bought the Hexion epoxy manufacturing plant. The chlorine cluster plays a sizeable role for local society
as it employs approximately 1,000 people [133]. For this part no drivers were found that influence the
technology adoption at the PoR chlorine cluster.

Technical developments and the Chemical industry
As of late, a large amount of technologies have become viable alternatives to the current configuration
of the cluster. The zero-emission technology inventarisation has given a large set of options for the
achievement of higher efficiency, circularity or substitution of fuel.
Substitution of fuel
Electricity, steam and heat generation are the core source of CO2 emissions at the chlorine cluster.
Efficiency and electrification
Also the increased efficiency and electrification of production processes are promising technical devel-
opments for the chlorine cluster.
In 2005, the zero gap electrolyzer was developed. With this technology, the distance between the anode
and cathode is minimized as they are placed very closely to the membrane wall. This technology has
become widely adopted since 2010, but due to the high investment costs, chlorine producing plants that
had switched to the conventional membrane electrolysis before 2005 are struggling to catch up [151].
Although chlor-alkali plants are preferably operated at maximum capacity because of their high capital
intensity, it is theoretically relatively easy to vary the production of chlorine . This can be done by
lowering or increasing the amount of current that is passed through the electrolysis cells. This then
automatically leads to less or more electricity consumption[151]. By increasing the production flexibility
of an electrolysis plant, production can be increased when electricity prices are low, and decreased when
prices are high. This is known as ‘peak-shaving’. To increase the flexibility of an electrolysis plant, the
overall production capacity and storage capacity of raw products must be increased, which requires high
capital investments. In countries with low electricity prices, marginal costs of the implementation of
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peak-shaving technology are therefore much higher than in countries with high electricity prices [151].
Circularity and recycling
Lastly, there are developments in the increased use of circularity among cluster players. The hydrogen
that is generated from at Nobian’s production process is sold within the cluster where it is produced.
Hydrogen, when coupled to clean energy production, is seen by experts as a necessary energy carrier
to facilitate the energy transition [151]. Nobianaims to build new hydrogen gas facilities to further
increase the production of gas. In the long-run, the chemical industry sees a positive business case for
the deployment of hydrogen gas in the transport sector, while using it to balance the electricity grid
and heating buildings. Large but relatively simple adaptations of the existing gas infrastructure are
a boundary condition and are estimated to become reality as of 2030. The hydrogen that is currently
produced in the chlor-alkali industry can help the testing of pilot projects for this long-term structural
change.
These developments have a high impact on the ability for the decarbonisation of the cluster. However,
it is somewhat uncertain what the future technological developments will bring and even what the
future prices will be. What we do know is that the price of technology will go down over time, with
the progression of it’s technology readiness level [20]. Therefore, two drivers were identified related to
technological developments in the chemical sector:

• Future technical developments

• Future technology prices

Economic
The costs side of a chemical manufacturing plant is mostly energy- and commodity dependent. According
to Scherpbier [151], around 41% of the total production costs is spend on energy needs. So, both
the energy and commodity prices have a large impact on the total financial costs. Besides, as earlier
mentioned both of these factors are highly uncertainty.
Next, the level of cooperation is an important factor when it comes to alternatives where multiple
companies are involved. This was also mentioned by the experts from Westlake and Nobian. They stated
that if not all the contributing companies are dedicated to cooperate, no cooperation will be achieved.
Therefore the key drivers are:

• Energy prices

• Commodity prices

• Level of cooperation

Environment
More and more environmental organizations developed increasing concerns regarding chlorine trans-
portation via railway to neighboring countries in the 1990s. This resulted in a significant switch in
public opinion regarding chlorine transport [35]. This shift in public opinion lead to tighter regulation
on chlorine production and transport. This eventually lead to many Dutch chlorine plants being closed.
The Solvay Chemie closed in 199 and Akzonobel’s other facilities in Hengelo and Delfzĳl closed in 2002.
Currently, almost all of the chlorine that is produced is shared with companies within the chlorine cluster.
The other plants did not suffer such public denouncement and therefore were less affected by societal
pressure. Also because the products produced at the other plants are less hazardous to transport.
Besides environmental societal pressure as an impactful driver, natural disasters might prove to be a
factor to consider. With rising sea levels, the PoR becomes more prone to flooding. This is also realised
by the PoR company [139]. They state that the risk of flooding will rise in the PoR and surrounding areas
over the coming decades as a result of climate change. Particularly the sea level rise poses a threat to the
PoR. According to current climate models, a sea level rise of between 35 cm and 85 cm is expected by
the end of this century [139]. Although this can be impactful for the PoR, it is not so much an uncertain
driver. This is an expected development in the coming decades and can be anticipated upon. Therefore
we both deem societal pressure as natural disasters in the form of sea level rise, not key drivers.
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• Societal pressure

• Natural disasters

Political
Despite the fact that chlorine trains were largely banned in the Netherlands as of 2006, Nobian and
the Dutch government signed a covenant in which it was determined that incidental transport for the
maintenance of factories would still be possible [151]. Nobian now has one production line for chlorine
in Rotterdam-Botlek. If it does not run – for example due to major maintenance – occasional transports
from Germany are needed to meet the demand for chlorine. This is seen by industry stakeholders as
a consequence of strict regulations on chlorine storage [151]. If Nobian were allowed to store chlorine
on its chlor-alkali plant site, it could build up reserves to reduce the dependence of transports from
Germany.
As earlier mentioned by both the experts from Nobian and Westlake, political policy strongly influences
the attractiveness of sustainable technology adoption. They both mentioned that the current EU ETS +
Dutch emission tax for the industrial sector are a giving them more incentives to decarbonise. However,
they perceive the development of the pricing as very uncertain. The combination of these policy
mechanisms being very impactful and uncertain makes this a key driver.

• Uncertainty of governmental policy

To conclude, all of the drivers have been placed in the uncertainty X impact matrix which resulted in
three key drivers. See the top right square for the identified key drivers.

Figure E.1: STEEP analysis Key drivers



F
Model input data and Results

This appendix is dedicated to the model input data for the model validation & results.
Model validation input data

Table F.1: Input data model validation test 1

Parameter Value Unit
Electricity price 8194 EUR/TJ
Natural gas price 2490 EUR/TJ
Biomass price 21600 EUR/TJ
Hydrogen price 20000000 EUR/Kton
CO2 price 83190 EUR/Kton
CAPEX, OPEX and ELT See table 3.29 -
Block length 28 Year
Look-ahead 28 Year

Table F.2: Input data model validation test 2

Parameter Value Unit
Electricity price 0 EUR/TJ
Natural gas price 2 ∗ 1010 EUR/TJ
Biomass price 0 EUR/TJ
Hydrogen price 0 EUR/Kton
CO2 price 2 ∗ 1010 EUR/Kton
CAPEX, OPEX and ELT See table 3.29 -
Block length 28 Year
Look-ahead 28 Year
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Table F.3: Input data model validation test 3

Parameter Value Unit
Discount rate normal sustainables 0.1 [0-1]
Discount rate high sustainables 0.5 [0-1]
No Access to capital 0 EUR
Tech pref high sustainables 0.5 Rate
Tech pref normal sustainables 1 Rate
CAPEX, OPEX and ELT See table 3.29 -
Block length 28 Year
Look-ahead 28 Year

Scenario analysis Input data & Model results

• Time series input data Linny-R

• Model results

https://docs.google.com/spreadsheets/d/1_yCQsb__l4cJWN-Jy3LSdPPvjXOgHuTp/edit#gid=1111444002
https://docs.google.com/spreadsheets/d/1Oo64DqUTa74L82PKs1WDzc2JO428BmEo/edit?usp=sharing&ouid=107774739599934442929&rtpof=true&sd=true
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