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Abstract — A three-dimensional whole-core transient coupled thermal-hydraulic and neutronics code system 
for modeling prismatic high-temperature gas-cooled reactors (HTGRs) is presented. The discrete ordinates 
method code PHANTOM-SN was used to solve the multigroup neutron transport problem with cross sections 
generated with Serpent. The new finite element code OPERA was developed to solve the heat equation in the 
core and includes simplified subcodes for the coolant, reactor pressure vessel, and concrete containment 
building, as well as the power conversion cycle. Core graphite thermal conductivity degradation is included as 
a function of temperature and irradiation temperature. A 20-MW(thermal) HTGR design was modeled using 
the coupled multiphysics code to prove inherent safety. We simulated steady state, a depressurized loss of forced 
cooling (DLOFC), a partial blockage, and a reactivity insertion incident. We show that the DLOFC is not the 
most severe scenario for the fuel temperature in this prismatic micro HTGR. Upon a DLOFC, the peak fuel 
temperature remains well below the tri-structural isotropic (TRISO) fuel limits, even when the power is 
increased to 40 MW(thermal). However, during a partial blockage incident of one fuel assembly stack, the 
maximum fuel temperature reaches 2300°C, severely exceeding the limits. We furthermore contend that the 
graphite thermal conductivity values used in modeling should always be made explicit and that the temperature 
of irradiation should be included as a parameter since it can cause a sharp decrease (up to 97%) in the 
conductivity. We show that using unirradiated graphite parameters leads to an underestimation in peak 
temperature of 165°C while using a relatively low power density compared to other HTGRs. Finally, we 
argue that for prismatic HTGRs with a central reflector, bypass flow may lower the maximum fuel temperature.

Keywords — High-temperature gas-cooled reactor, multiphysics, transient modeling, passive safety, whole 
core. 

Note — Some figures may be in color only in the electronic version.

I. INTRODUCTION

For future energy supply, a promising opportunity is 
presented by inherently safe, long-lifetime, high-temperature 

microreactors. Yet, exhaustively proving the inherent 
safety of a reactor by simulations remains a daunting 
task, even with today’s computational resources. The 
task entails proving that the reactor can shut down 
passively during any given incident without exceeding 
the maximum design base temperature. This requires 
a transient whole-core coupled neutronics and ther
mal-hydraulic model that is both sufficiently fast to 
model the vastly different timescales during reactor 
transients and sufficiently detailed to model all rele
vant physics accurately. This task remains yet to be 
undertaken.
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The model is often simplified to speed up computa
tions, for instance, by lowering the spatial order. Most 
commonly, the assumption of cylindrical symmetry is 
made. Wols et al.[1] simulated a depressurized loss of 
forced cooling (DLOFC) in a two-dimensional (2D) 
model of a pebble bed reactor that captures the distinct 
timescales at play. These range from seconds for fuel to 
start heating up because of the loss of cooling power, to 
hours for temperature-power oscillations upon recritical
ity, up to more than 100 h for the reactor to become 
stable after all 135Xe decayed. However, the model does 
not include the finer temperature distribution of the 
pebbles, as 2D models can represent only a homoge
nized version of the core by assuming constant porosity.

Connolly et al.[2] use the response-matrix method 
to model a prismatic high-temperature gas-cooled 
reactor (HTGR) in three dimensions, presenting a 
very detailed pin-level whole-core neutronics model. 
However, only steady-state simulations are shown. 
Huning et al.[3] presented a whole-core thermal- 
hydraulic transient model (based on Ref. [4]), which 
captures transient core-level physics such as fuel and 
graphite temperatures, bypass flow, and heat redistri
bution after reactor SCRAM. A DLOFC was simu
lated, but only decay heat was considered, assuming 
an immediate scram. To prove the inherent safety of 
a reactor, a coupled model is necessary to capture the 
neutronics feedback, especially during recriticality 
after a DLOFC or a reactivity insertion incident.

Many papers exclude some aspect of the whole- 
core coupled transient studies. The transient studies 
may be excluded,[5] assume a power distribution (e.g., 
a decay heat curve[6]), or exclude neutronic calcula
tions (e.g., see Refs. [7] and [8]). After an extensive 
literature study, only three papers were found that 
include whole-core coupled transient studies. In Refs. 
[9] and [10], Seubert et al. present results for a pebble 
bed reactor, where reactivity insertion events are mod
eled. However, the active core region is still modeled 
as a porous medium. The only work we are aware of 
showing whole-core transient analyses for a prismatic 
HTGR is that of Baier et al.[11] They present their work 
on a control rod ejection. Moreover, they determine the 
temperature at a very detailed level, for the tri-struc
tural isotropic (TRISO) kernel and its layers separately.

This is important because spatial homogenization 
of the temperature field between the fuel rod and the 
coolant channel is not conservative in two ways. First, 
the fuel temperatures are underestimated as the sur
rounding graphite is colder. But, perhaps more impor
tant is that the graphite temperature is, conversely, 

overestimated. Irradiation temperature is the key para
meter that determines the thermal conductivity of 
graphite.

Many models leave unmentioned how the thermal 
conductivity of graphite is determined. When it is men
tioned, it is generally included as a function of dose or 
current temperature. In reality, however, irradiation 
damage causes the thermal conductivity to drop at an 
irradiation temperature–dependent rate. Especially at 
low temperature, graphite lattice defects that scatter 
heat-transporting phonons are immobile and can accumu
late, causing the phonon mean free paths to drop drama
tically. This can cause the thermal conductivity to 
decrease by a factor of 30.[12] We are only aware of 
VSOP’s (version 11/05) THERMIX[13] code having an 
expression for the thermal conductivity that includes the 
irradiation temperature parameter. However, we have not 
found any paper explicitly mentioning the use of that 
expression.

To accurately compute the graphite temperature, 
a fine mesh is needed. To model individual fuel pins 
and the graphite lattice, the three-dimensional (3D) mod
el’s size is often reduced by making use of, e.g., 1/6th 
symmetry to compute the temperature at fuel pin level. 
The geometry reduction of models based on symmetry 
precludes simulating asymmetric transients. During 
a DLOFC, the entire core heats up, causing strong tem
perature feedback. Therefore, a DLOFC may constitute 
a relatively mild incident. This raises the following ques
tion: Does the nuclear reactor remain passively safe dur
ing incidents induced by local changes, such as a coolant 
channel blockage in only one fuel block?

This paper presents a transient whole-core coupled 
code for prismatic HTGRs, including a transient neutronics 
model and a thermal-hydraulic model with subpin-level 
resolution. The neutron transport equation is solved by 
the discrete ordinates code PHANTOM-SN

[14] with cross- 
section libraries precomputed in Serpent.[15] The tempera
ture is determined with the new in-house code OPERA, 
a finite element code that includes the thermal conductivity 
as a function of current and irradiation temperature, mod
ules for determining the coolant and containment structure 
temperatures, and a simplified model of the power conver
sion cycle. To the best of our knowledge, we are the first to 
present a transient whole-core coupled model of an HTGR 
simulating a DLOFC or a partial blockage.

The two most important limitations of the model are 
the following. First, it is limited to smaller cores; we 
modeled a core with 120 fuel assemblies. Models up to 
approximately 1000 fuel assemblies are possible with 
enough memory (500 Gbytes). Second, bypass flow was 
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not included yet, although the paper includes a sensitivity 
analysis showing the effects.

We tested the model on a prismatic micro HTGR. 
Ding et al.[16] devised a 20-MW(thermal) design that can 
operate over a period of more than 20 years without 
refueling by increasing the heterogeneity with 
a checkerboard-like pattern, lowering the resonance 
absorption. Section II describes the design. Section III 
introduces the Serpent–PHANTOM-SN–OPERA code 
suite and the underlying theory. Section IV describes 
the coupling and simulation strategy. Section V analyses 
the simulated transients, which include a DLOFC, partial 
blockage, and a reactivity insertion incident. In addition, 
some sensitivity analyses of key assumptions are 
included. The conclusions of this unique 3D code system 
are discussed in Sec. VI.

II. REACTOR DESIGN

We tested the numerical model on a small and pas
sively safe HTGR with a long core life. The reactor can 
provide power to off-grid electricity systems or industrial 
process heat. Ideally, the core lasts 20 years without 
refueling, and the reactor pressure vessel (RPV) is trans
portable by road. A high helium outlet temperature is 
desired for high-efficiency electricity generation or 
steam methane reforming, ranging from 750°C (like in 
Ref. [16]) up to 950°C, the limits for current material 
technology. To meet these requirements, Ding et al.[16] 

researched different possible HTGR core layouts called 
the U-Battery®. This 20-MW(thermal) prismatic HTGR 
comprises four layers with 37 hexagonal fuel and mod
erator assemblies. It uses TRISO fuel particles that can 
withstand a temperature of at least 1600°C. The generally 
accepted safe steady-state maximum temperature limit is 
1250°C (e.g., Ref. [17]). The design limit of the RPV is 
395°C for steady state[16] or 445°C for several hours 
during incidents.[18]

Ding et al.[16] researched incident scenarios for two 
different designs: a cylindrical layout where all 37×4 
blocks are fuel assemblies and an annular layout where 
the 7 inner blocks at all four vertical layers are replaced 
by moderator assemblies. Their model showed that the 
maximum fuel temperature remains well below 1600°C 
in both designs. Furthermore, they found that the annular 
design has a lower maximum temperature and uses fuel 
more efficiently, making it the better design.

Ding et al.[16] continued to optimize the design and 
proposed to distribute the 7×4 moderator blocks more 
evenly over the active core to increase the radial 

heterogeneity. This composition extends the core lifetime 
to over 20 years without refueling with the following fuel 
parameters: an enrichment of 20%, a TRISO kernel size 
of 250 μm and a TRISO particle size of 510 μm, and 
a packing fraction of 30%. However, since the heteroge
neity could not be modeled by Ding et al.’s 2D code, 
passive safety could not be verified.

The micro-HTGR core is shown on three different 
levels in Fig. 1. Figure 1a shows the fuel assembly 
developed for the Gas Turbine-Modular Helium Reactor 
(GT-MHR) project by General Atomics.[19] The blocks 
are 36 cm flat-to-flat wide and 80 cm high and comprise 
a graphite matrix that is assumed isotropic, with 108 
coolant channel and 216 fuel channel holes. The fuel 
pins consist of TRISO compacts with high-assay low- 
enriched uranium kernels and are held in place axially 
by graphite plugs of 3 cm.

Figure 1b depicts the active core of the longest-lifetime 
design as proposed by Ding et al.[16] The radial distribution of 
the moderator blocks increases the resonance escape prob
ability. The middle moderator block is surrounded by three 
rings, forming a 126-cm flat-to-flat–wide core. A 29-cm side 
reflector and 50-cm top and bottom reflectors surround the 
core. Figure 1c shows the silicon carbide (SiC) fiber thermal 
insulation of 10 cm at the sides and 100 cm at the top, which 
shields the barrel surrounding the core. Helium of 250°C 
flows upward in the gas gap between the barrel and the 
RPV, cooling the steel components during normal operation. 
Helium is heated to 750°C in the core. The RPV directly 
connects to 100 cm of concrete on all sides (not depicted in 
Fig. 1c). Table I lists the key parameters of the base-case 
HTGR design.

The reactor is designed to shut down safely and 
passively during any incident. During a DLOFC, we 
assume complete containment failure. Other designs rely 
on residual pressure maintained in the containment build
ing. For example, Huning et al.[3] indicate that such 
ruptures are less probable and might be classified as 
a “beyond design basis” incident, and they assume an 
equilibrium pressure in the containment of 1.0 MPa. Heat 
transport by natural convection is negligible if the pres
sure drops to 0.1 MPa (e.g., Refs. [3] and [20]). 
Therefore, the reactor is designed at a low power density 
of 1.86 MW/m3 (compare, e.g., GT-MHR’s 6.6 MW/m3). 
This also allows for horizontal installation, where buoy
ancy cannot drive the natural convection. No reactor 
cavity cooling system (RCCS) was adopted. Instead, the 
concrete outer boundary is fixed at environment tempera
ture and forms the only heat sink of the system. For the 
power generation circuit, a simplified Brayton cycle was 
modeled.
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Fig. 1. Three schematic drawings showing the full core’s components at different levels.

TABLE I 

Key Parameters of the HTGR Design

Reactor Type Block-Type HTGR

Thermal power, Pth 20 MW(thermal)
Power density, P000 1.86 MW/m3

Coolant gas Helium

Coolant channel inlet temperature, Tin 250°C
Coolant channel outlet temperature, Tout 750°C
Coolant channel pressure, P 4.0 MPa
Total coolant mass flux, ϕm 7.64 kg/s
Coolant channel heat transfer coefficient, γ 0.03 W/cm2/°C
Graphite heat capacity, cp;graphite 0.72 J/g/°C
Graphite thermal conductivity, λgraphite 0.036 to 1.31 W/cm/°C
Fuel thermal conductivity, λfuel 0.014 to 0.19 W/cm/°C
SiC fiber insulation thermal conductivity, λSiC 0.065 W/cm/°C
Steel thermal conductivity, λsteel 0.55 W/cm/°C
Concrete thermal conductivity, λconcrete 0.013 W/cm/K

Fuel enrichment, η 20 wt%
TRISO packing fraction, PF 0.3
TRISO particle radius, rpart 510 μm
Fuel kernel (UO2) radius, rkernel 300 μm
Graphite moderator density, ρ 2.0 g/cm3
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III. COUPLED CODE SYSTEM

III.A. Serpent

The homogenized macroscopic group cross sections 
are generated using the continuous-energy Monte Carlo 
code Serpent 2.[15] We modeled the geometry exactly, 
including the randomly distributed TRISO particles. We 
made use of the symmetry, combining the information 
into five unique cross-section sets per layer. We also used 
Serpent to compute the microscopic 135Xe cross section 
and the 135I and 135Xe fission yields.

The cross sections were homogenized per fuel assem
bly and were generated at three homogeneous core tem
peratures (21°C, 527°C, and 2227°C). The impact of 
assuming homogeneous core temperatures was estimated 
with Serpent and leads to ,10 pcm errors (using seven 
energy groups). The impact of using whole fuel assembly 
homogenization was tested axially and leads to ,20 pcm 
errors. Discontinuity and superhomogenization factors 
were not included; however, the impact is expected to 
be small because of the relatively small variations in 
cross sections compared to light water reactors.

The cross sections were erroneously computed using 
the 527°C thermal scattering Sðα; βÞ library at each of the 
temperatures. The graphite thermal scattering cross sec
tions increase significantly with temperature. Since the 
reactor is undermoderated, the temperature coefficient of 
reactivity is underestimated by between 15% (21°C to 
527°C) to 25% (527°C to 2227°C). This is conservative 
for all of the modeled transients.

Our objective is to design an HTGR to operate for 
more than 20 years without refueling. The reactivity 
swing over time can be lowered from 35% to approxi
mately 4% (e.g., Ref. [21]) by using fixed burnable 
poisons or thorium compacts, reducing the required reac
tivity of the control rods. We uniformly doped the TRISO 
fuel kernels with 10B (3:5� 1017/cm3) throughout the 
core to reach keff = 1 at a uniform core temperature of 
527°C at beginning of lifetime. Since control rod reactiv
ity is an order of magnitude smaller than 10B doping 
reactivity and we aimed at simulating incidents without 
control rod movement, the control rods were not expli
citly modeled. For the preliminary burnup calculations, 
the core was kept at a uniform temperature of 527°C, but 
the sensitivity of the burnup to temperature variations 
was assessed and is included in the results.

During burnup calculations, each fuel assembly formed 
a depletion zone where the isotope inventory was tracked. 
More accurate burnup calculations require accounting for 
multiple depletion zones per fuel or poison pin. The 

necessary working memory for such calculations was limit
ing; this can be solved by taking a multistep approach (e.g., 
first performing burnup calculations for representative sin
gle pins separately and later using the isotope inventory for 
these pins in whole-core calculations). This was deemed out 
of scope for this paper. In-assembly changes with burnup 
will therefore not be accurately computed.

III.B. PHANTOM-SN

For the coupled simulations, we used the in-house 
code PHANTOM-SN (e.g., Ref. [14]) to solve the 
Boltzmann neutron transport equation. PHANTOM-SN 
is a discrete ordinates method code that solves the multi
group neutron transport problem on unstructured meshes. 
We used Gmsh[22] to generate the meshes. The discontin
uous Galerkin Finite Element Method is used in space, 
which is locally conservative and higher-order accurate. 
PHANTOM-SN can determine keff, flux density, and 
power density distributions in both steady state and tran
sients. PHANTOM-SN includes code to determine the 
decay heat generation and 135I and 135Xe concentrations 
(149Sm is not included).

The macroscopic group cross sections were homoge
nized over each fuel assembly. Linear interpolation was 
used to estimate the cross sections as a function of tem
perature. Six precursor groups were used to calculate the 
delayed neutron behavior, and standard decay heat data 
are used.[23] The accuracy of spatial homogenization and 
fuel-moderator ratio is limited in two spots. First, six fuel 
rods are missing in the block-center for the assembly 
handling hole, which was not explicitly modeled. 
Second, we did not explicitly model the graphite plugs 
keeping the fuel rods in place at the top and bottom of 
each assembly (2 × 3 cm).

We verified the two-level Serpent–PHANTOM-SN 
approach through a series of convergence analyses. 
First, it was confirmed that ordinate order S2 and scatter 
order NS = 1 were sufficient for modeling the reactor 
accurately. For the cylindrical layout where all 37×4 
blocks are fuel assemblies, the effects on keff were limited 
when increasing the ordinate order to S4 (+5 pcm) or 
increasing the scatter order NS ¼ 2 (−15 pcm). Note 
that 50-cm-thick graphite reflectors separate the upper 
and lower void plena from the core, lowering the impact 
on the angular distribution of the flux. These results 
confirm the diffusive character of the system. To speed 
up calculations in the future, the accuracy of a diffusion 
code could be researched, allowing for finer energy and 
spatial grids.
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Second, the accuracy of PHANTOM-SN in modeling 
current design (Fig. 1b) is analyzed. The power density 
peaks at the fuel-moderator boundaries because of the ther
malized spectrum of neutrons. Figure 2 shows the power 
density from the middle of the core outward (x = 0 … 
160 cm, y = 0 cm), in the middle of the third layer from the 
bottom (z = 200 cm) of the fuel assemblies. The results of 
Serpent and two meshes in PHANTOM-SN are compared. 
We normalized the results for the total power in that plane to 
focus on radial effects only. The figure shows that with 
sufficient refinement, PHANTOM-SN can calculate pin- 
level power density with < 1% error margins. The largest 
errors occur in the center of the fuel assembly since the 
missing fuel rods (i.e., increased moderator-to-fuel ratio and 
thermalization) there are not modeled by PHANTOM-SN.

Next, the accuracy of PHANTOM-SN for whole- 
core simulations is checked with a series of mesh 
refinement analyses. In the base case, a mesh compris
ing 5600 prismatic elements and an energy grid with 
seven groups was used, leading PHANTOM-SN to cal
culate keff that was 840 pcm higher than Serpent. The 
mesh was refined radially (number of elements in r) 
and axially (number of layers in z), and the number of 
energy groups was increased from 7 to 17 and 
decreased from 7 to 3. Table II lists the error in the 
calculated keff, peak power density P000max, and the L2 
norm error of P(x) (at y = 0 cm, z = 200 cm) and P(z) 
(at x = 33 cm, y = 0 cm) compared to Serpent. Since the 

graphite plugs (2 × 3 cm per fuel block) were not included 
in the PHANTOM-SN model, to make the results compar
able, only for this Table II did we run Serpent without 
graphite plugs as well.

Refining the energy grid is effective in reducing the 
error in keff but does not lower the error in P000max:

Refining the mesh radially lowers the error in keff and 
P000max but is expensive. When both the energy grid and 
the spatial mesh are refined, keff is determined with an 
error of 69 pcm and a 2.2% error in P000max. If tests with 
a diffusion code prove successful, such fine spatial and 
energy grids could be used, possibly including the gra
phite in the middle of the fuel assemblies to get < 1% 
errors in the power density.

We chose the mesh that was four times refined in r 
and with eight extra layers in z, with 35 thousand ele
ments. The peak power density is underestimated by 
5.5%, mainly because of the axial homogenization of 
the graphite plugs. Figure 3 shows the mesh. For 
steady-state calculations, we chose the energy grid with 
seven groups (from Ref. [24]). The accuracy of the cho
sen settings for different uniform core temperatures is 
shown in Table III, which shows that keff is consistently 
overestimated by PHANTOM-SN by around 675 pcm.

To speed up transient calculations, a three-energy- 
group structure (CASMO three-group structure) was 
used; this structure was developed for water reactors, 
and more research could yield a three-group energy grid 
giving more accurate results for the HTGR. However, 
Table II shows that while the error in keff is further off, 
the L2 norm errors in PðxÞ and PðzÞ remain comparable 
to the finer energy grid. The grid boundaries of the 
seven- and three-group energy structure are listed in 
Table IV.

Note that the absolute error in keff between Serpent 
and PHANTOM-SN is of secondary importance to the 
difference in the errors. While any absolute error during 
steady-state calculations can be compensated for by nor
malizing the fission neutron source, a relative error dur
ing transients may change the course of those transients. 
Table III shows that the relative errors are < 90 pcm for 
the different temperatures, leading to a 2% error in the 
temperature coefficient of reactivity. The standard devia
tions in the errors of a deterministic code are due to the 
stochastic errors in the homogenized group cross sec
tions. These decrease with 

ffiffiffiffi
N
p

, where N is the total 
number of started neutron trajectories used by Serpent 
to compute the cross-section sets.

A second-order backward differentiation (BDF2) 
is used for temporal discretization in PHANTOM-SN. 
We verified the time dependence for each component 

Fig. 2. A comparison of the total power density calcu
lated by Serpent versus PHANTOM-SN at the z = 200 cm 
plane, with alternating fuel and moderator blocks and 
only radial effects shown (axial effects are normalized 
out). The errors are indicated, and in parentheses are the 
errors when a finer mesh is used in PHANTOM-SN.
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(flux, delayed neutron precursor decay heat, xenon 
and iodine concentrations) separately. Second-order time 
convergence as well as convergence up to machine pre
cision to theoretical solutions was verified.

III.C. Thermal Hydraulics

The temperature distribution of the nuclear system is 
calculated by the new in-house code OPERA. We used 
OPERA to calculate the temperature with four subcodes 
in four separate interdependent regions: (1) the solid core, 
(2) the RPV and concrete encasement, (3) the coolant in 
the core channels, and finally (4) the coolant throughout 
the power conversion system outside of the core. The 
interdependent system is solved iteratively. This section 
will introduce each subcode and includes a subsection to 
discuss the thermal conductivity of graphite.

III.C.1. Core

The temperature distribution in the core is calculated 
by solving the 3D time-dependent heat diffusion equation

TABLE II 

Comparison of keff and P000max Found by Serpent and Difference with PHANTOM-SN*

Case
Error 

keff [pcm]
Error 

P0 0 0max [%]

Error 
ffiffiffiffiffiffiffiffiffiffi
ΔP xð Þ2

P xð Þ2

r

%½ �

Error 
ffiffiffiffiffiffiffiffiffiffi
ΔP zð Þ2

P zð Þ2

r

%½ �

Base +840 −20.6 14.2 17.1
Finer energy grid (7→17) +243 −20.6 14.2 17.1
Finer mesh r (×4) +656 −4.4 5.0 3.8
Finer mesh r (×7.4) and coarser z (−8) +656 −11.4 8.1 15.9
Finer mesh z (+8) +819 −17.1 13.5 12.1
Finer mesh r (×4) and z (+8) +675 +3.0 5.3 2.3
Finer mesh r (×4) and z (+8) and coarser 

energy grid (7→3)
+1027 −15.3 6.9 2.7

Finer mesh r (×16) and z (+8) and finer 
energy grid (7→17)

+69 +2.2 3.3 2.1

*The error due to graphite plugs is compensated for to illustrate convergence. 

Fig. 3. Axial cut of the neutronics mesh used in 
PHANTOM-SN.

TABLE III 

Comparison of keff Found by Serpent and Difference with Phantom-SN for the Seven-Group and Three-Group Cross-Section Sets

Case Serpent ΔPHANTOM-SN

527°C (seven groups) 1.00014 � 2 pcm +675 � 2 pcm
2227°C (seven groups)          0.95597 � 2 pcm +671 � 2 pcm
527°C (three groups) 1.00014 � 2 pcm +1027 � 2 pcm
2227°C (three groups) 0.95597 � 2 pcm +1116 � 2 pcm
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The core temperature T is determined on the power den
sity q000ð~r; tÞ at point ~r and time t. The isotropic thermal 
conductivity λ depends on the temperature T and the 
irradiation temperature Tirrad. Furthermore, the heat capa
city cp;gr and density ρ influence transient behavior. Table 
I lists the values of these parameters.

In the current model, the heat capacity is kept con
stant at cold conditions, while in reality it increases with 
temperature by more than 100%. All increasing tempera
tures during transients are therefore overestimated. 
Moreover, the heat transfer coefficient of the coolant 
channel is currently kept constant, while it approximately 
linearly increases with the coolant channel mass flux. It is 
set to the value corresponding to a total mass flux for the 
20-MW(thermal) design. Therefore, it is underestimated 
by ,50% for the 40-MW(thermal) design, causing over
estimated temperatures in the core.

OPERA solves Eq. (1) using the symmetric interior 
penalty Galerkin (SIPG) approach.[25] A thermal radia
tion boundary condition was imposed between the reactor 
core sides and the RPV. Owing to the thick neutron 
reflector inhibiting heat flux from the core to the upper 
and lower plena, we assumed an insulating boundary 
condition at the top and bottom of the reactor. All 
power was deposited in the fuel pins. These are both 
conservative estimations increasing the maximum 
temperature.

We verified OPERA by comparing to analytical solu
tions, confirming the higher-order convergence of the 
SIPG method and convergence up to machine precision. 
Each boundary condition, as well as each module of 
OPERA, was verified in a similar way. The mesh was 
chosen after a series of mesh convergence studies. We 

chose a mesh with 2.6 million second-order prismatic 
elements and first-order basis functions. A BDF2 tem
poral discretization was used, and convergence was ver
ified in a similar way as PHANTOM-SN. The maximum 
temperature error is 1°C. Figure 4 shows an excerpt of 
the mesh at the side of a fuel assembly.

The model is simplified in two ways. First, we 
assumed perfect conduction everywhere in the core: 
between blocks, between fuel pellets themselves, and 
between fuel pellets and graphite blocks. In steady 
state, little effect is expected from the block-to-block 
conduction assumption because of symmetry. During 
transients, uncertainty may increase. From Ref. [26], 
we estimate the pellet-block conduction assumption to 
lead to a maximum 20°C underestimation of fuel 
temperature for our parameters. Second, individual 
TRISO particles are homogenized, leading to a 2°C 
underestimation of the maximum temperature in 
steady state. The underestimate is approximately pro
portional to the maximum power density. During 
a reactivity insertion transient, the underestimate 
may therefore grow. Delays in transporting heat from 
the kernel to compact do not play a role; the charac
teristic timescale of heat transport (at distances around 
TRISO particle size, around 500 μm) is over two 
orders of magnitude smaller than the timescales of 
the reactivity power surges.

III.C.2. Heat Conductivity Model

Irradiation damage can degrade the heat conductivity 
of nuclear graphite by more than an order of magnitude. 
The temperature during irradiation (called irradiation 
temperature) Tirrad is the most important factor, followed 
by the fluence and the temperature during measurement 
(called temperature) of the thermal conductivity. To our 

Fig. 4. An excerpt of the thermal-hydraulic mesh show
ing the corner of a single fuel assembly.

TABLE IV 

The Seven Groups for Steady State  
and Three Groups for Transients*

Seven Groups Three Groups

6.74E+04 8.21E+05
7.49E+02 6.25E-01
1.59E+01
1.93E+00
3.50E-01
3.00E-02

*Energy grid boundaries are in units of electron volts. 
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knowledge, most other models neglect the effect of irra
diation temperature. Some use a fixed value (e.g., Refs. 
[27] and [28]). Others use temperature to model pebble- 
to-pebble radiation (but not for the graphite itself), like, 
for example, the Pronghorn code system[29]; Ref. [30] 
(using TINTE) and Ref. [31] (using THERMIX) consider 
the radiation temperature and dose. We found only one 
code that includes a model for the thermal conductivity as 
a function of irradiation temperature, measurement tem
perature, and fast fluence, which is VSOP’s (version 
11/05) THERMIX.[13] However, publications using 
THERMIX either do not report on the used model for 
the thermal conductivity or use models that include only 
dose or measurement temperature. To our knowledge, 
there is no other HTGR code that combines these three 
parameters, nor any publication using the three para
meters in HTGR incident modeling and reporting on it.

The dominant mechanism that limits thermal con
ductivity is phonon scattering. In unirradiated gra
phite above room temperature, phonon-phonon 
scattering prevails. An increase in temperature 
increases the chance of scattering, lowering the con
ductivity. However, irradiation causes the conductiv
ity to decrease as a result of two other effects. First, 
the conductivity decreases rapidly at the crystal level 
because of irradiation-induced lattice defects that 
form phonon-scattering points. The defects are mobile 
and recombine at a temperature-dependent rate. These 
competing processes reach an equilibrium conductiv
ity (at saturation dose) that decreases strongly with 
decreasing temperature. This saturation level depends 
only on the irradiation temperature and not on the 
material or orientation.[12] Second, the thermal con
ductivity decreases from equilibrium as a result of 
porosity generation at higher fluences (called the 
break-away dose). This superimposed structural 
change starts at doses that decrease with increasing 
temperature.

We developed a simplified model that includes the 
irradiation temperature and the current temperature. This 
model uses the relation proposed by Kelly[32] that the 
thermal resistances can be superimposed:

where λ = total thermal conductivity; 1=λ0 = resistance in 
unirradiated graphite; 1=λD = resistance due to irradia
tion-induced lattice defects. Most documented experi
mental results relating thermal conductivity, irradiation 
temperature, and dose were measured at room 

temperature. However, for our simulations, we need the 
thermal conductivity at reactor temperature. Haag[12] pro
poses Eq. (3) to relate these:

Here, we have introduced measurement (or current reac
tor) temperature T and irradiation (over a period of time) 
temperature Tirrad. We assumed after Haag[33] that the 
irradiation-induced thermal resistance 1=λD is indepen
dent of the measurement temperature.

The model was simplified by including only the 
saturation level thermal resistance. The THERMIX code 
includes an estimate of the break-away dose [γBA in/cm2 
(EDN)] and saturation dose [γSAT in/cm2 (EDN)]—EDN 
is the equivalent fluence in the former DIDO reactor[34]— 
with

where Tirrad is in degrees Celsius; a ¼ � 0:1082� 1020 

/cm2 (EDN)/K; b ¼ 179:17� 1020 /cm2 (EDN); c ¼ 3. 
The saturation level dose is first reached after 5 years in 
the center-bottom of the reactor core being designed here 
and last reached after 15 years at the side-top of the 
reactor. The break-away dose is reached after approxi
mately 19 years at the center-bottom of the active core.

A function was developed by fitting data from gra
phite irradiated at temperatures from 295°C to 1410°C 
(from the Nuclear Graphite Knowledge Bank[35]). The 
change in thermal conductivity as a function of irradia
tion temperature, measured at room temperature, is 
sought after, and a simple polynomial of the form

with Tirrad in degrees Celsius, d ¼ � 1:215� 10� 7/K2, 
e ¼ � 5:379� 10� 4/K, and f ¼ � 1:120; resulted in a fit 
with R2 ¼ 93%. The experimental data and the fit are 
shown in Fig. 5. The increase in thermal resistance can be 
found by rewriting Eq. (4) and fitting the data with 
R2 ¼ 86%. Since TRISO fuel compacts consist of over 
80% graphite, the same irradiation damage relations were 
applied to these materials as well.
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For the unirradiated graphite, the relation

was used from Ref. [36], with T in degrees Celsius, 
g ¼ 3:719� 10� 7 W/cm/K3, h ¼ � 1:074� 10� 3 W/cm/ 
K2, and i ¼ 1:340 W/cm/K for the matrix graphite. For 
the TRISO compacts, the effective thermal conductivity 
was determined using relations for distributed spheres in 
a homogeneous material. The model was developed by 
Chiew and Glandt,[37] and we used the fitting parameters 
proposed by Ref. [38] including the effective thermal 
conductivity of a single TRISO particle from Ref. [39] 
(4.13 × 10� 2 W/cm � K). The model finally yields g ¼
1:193� 10� 7 W/cm/K3, h ¼ � 3:446� 10� 4 W/cm/K2, 
and i ¼ 0:43 W/cm/K.

The model includes four approximations. First, we 
used the saturation level thermal resistance in combina
tion with fresh fuel cross-section libraries. With fresh 
fuel, the power density peaks at the inner fuel-moderator 
assembly boundaries, yet it will have flattened radially 
before the saturation fluence is reached. The combination 
of saturation thermal conductivity and fresh fuel will 
overestimate the fuel temperatures especially at gra
phite-fuel assembly boundaries. Second, diffusivity 
recovery was not considered. The increased temperature 
during incidents can restore the graphite. It has been 
shown that for annealing at 1600°C for 43 h, the con
ductivity is completely recovered.[40] Third, we used the 
heat capacity of 0.72 J/g/K, which holds at 45°C, while in 
reality it increases with temperature from 1.2 J/g/K 
(250°C) up to 1.9 J/g/K (1500°C). Fourth, the second 
breakdown of thermal conductivity at high fluences was 
not modeled. The first three limitations are conservative. 

The fourth limitation is not. However, we estimate that 
the second increase of thermal conductivity at break- 
away fast fluence γBA starts after 19 effective full-power 
years (EFPY) at the cold top, only 1 year before end of 
life. The impact on the maximum temperature is esti
mated to be negligible.

III.C.3. RPV Model

The RPV is separated from the active core by the 
neutron reflector, thermal insulation, the barrel, and the 
gas gap. Figure 6 graphically represents the geometry and 
the mesh connection. We assumed that thermal radiation 
is the sole mode of heat transfer to the RPV and that 
helium conductivity does not play a role. Since the RPV 
is relatively well insulated from the fuel, we simplified 
the code by modeling the RPV as a set of N one-dimen
sional (1D) equations in radial dimension, where N is the 
number of barrel surface elements. Each barrel element 
connects to a single RPV boundary element, and every 

Fig. 5. Fit of thermal conductivity as a function of irra
diation temperature measured at room temperature, 
divided by the thermal conductivity of unirradiated gra
phite measured at room temperature.

Fig. 6. Top: A 2D representation of the core and sur
rounding structures. Bottom: Approach in modeling the 
thermal radiation boundary, with the core, reflector, insu
lator, and barrel modeled in three dimensions and the 
RPV, concrete in N 1D ordinary differential equations 
(ODE).
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single 1D equation is uncoupled from all others. This is 
schematically drawn in Fig. 6.

The temperature in the RPV TðrÞ can then be deter
mined with Eq. (1) in cylindrical coordinates by including 
the heat flux at the boundary,

where

Radiative heat transfer q002!1 is the surface power density 
from surface 2 to surface 1. If surface 2 is the RPV and 
surface 1 is the core, then q002!1 is generally negative. It is 
calculated with the Stefan-Boltzmann constant σSB, the RPV 
boundary temperature T2; and core boundary temperature 
T1. The surface center temperature is used. The dimension
less parameter ν21 is determined based on the ratio of the 
element surface areas S1 (core) and S2 (RPV) and the view 
factor F21. For the RPV boundary condition, we use 
q001!2 ¼ �

S2
S1

q002!1. The equation is solved by the SIPG 
method,[25] and temporal discretization is done by BDF2.

This method introduces three simplifications. First, 
using the one-dimensional equations implies that heat 
conductivity in tangential and axial dimensions in the 
RPV and surrounding concrete is neglected. The thermal 
resistivity of the side neutron reflector, thermal insula
tion, and barrel will have flattened the axial and tangen
tial temperature dependence, so that the simplification 
will have small effects on core cooling during incidents. 
Second, each core element radiates heat only to a single 
RPV element, or F12 ¼

S2
S1

F21 for each connection. Since 
the heat conduction is constrained to the radial direction 
only, the RPV temperature will be overestimated where 
the core temperature is highest, thereby lowering the 
overall radiative heat transport as core-side hot-spot ther
mal radiation cannot be transported to cooler RPV spots. 
These simplifications are therefore conservative for both 
the core and the RPV temperatures. Finally, helium ther
mal conduction is neglected, thereby further lowering 
heat transfer. This simplification is conservative for core 
temperature but not for RPV temperature.

III.C.4. Coolant

We calculated the helium temperature TheðzÞ in the 
coolant channels along z by solving

per channel. Here, we introduced the coolant mass flux 
ϕm, specific heat capacity cp;he, channel diameter D; and 
heat transfer coefficient at the channel wall γ. Since 
helium flow is turbulent (the Reynolds number lies 
between 4.0 × 103 and 6.5 × 103) during normal opera
tion, we assumed that there is only z dependence of 
temperature. Therefore, we used the average temperature 
along the channel’s circumference to calculate the heat 
flux. We solved Eq. (8) by the discontinuous Galerkin 
approach with first-order basis and test functions. The 
relevant parameters are listed in Table I. The upper and 
lower plena were not modeled.

The pressure drop along the channels is relatively 
small (around 100 Pa) compared to the steady-state sys
tem pressure, justifying our assumption that the pressure 
is constant in time and space. However, the combination 
of constant pressure, incompressibility, and an ideal gas 
cause the temperature dependence on time to be zero. 
Noting that the ideal gas equation of state reads 
ρðP; hÞ ¼ ζ=ðζ � 1Þ P

h , where h is the enthalpy and ζ is 
the specific heat ratio, and noting that TðhÞ ¼ c� 1

p h, we 
find that

The thermal capacity of the helium during transients is 
therefore not taken into account. This is a conservative 
assumption.

The two most important limitations are the following. 
First, bypass flow between the prismatic assemblies was 
not modeled. Bypass flow causes extra cooling between 
the prismatic blocks, which causes the block’s center 
temperature to rise. For instance, Tung et al.[41] calculated 
a 73°C increase of Tmax. Tak et al.[26] calculated 
a maximum increase of 79°C. However, both studies 
modeled 1/12th of a fuel assembly in an infinite lattice, 
which does not include a peak in power density at reflec
tor-fuel assembly boundaries. Depending on the fuel dis
tribution, a bypass gap might lower the maximum 
temperature if it is reached close to the gap. Second, the 
coolant temperature is assumed to be well mixed. The 
radial temperature difference reported in literature varies: 
Tung et al.[41] report a difference of approximately 30°C 
(pressure of 64 bars, mass flux of 23 g/s, channel wall 
heat flux of 12.3 W/cm2) while Tak et al.[26] show 
a temperature difference of approximately 100°C over 
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the channel (69 bars, 23 g/s, 13.6 W/cm2). Since our 
reactor has a smaller heat flux over the coolant channel 
boundary (q00max ¼ 7:4 W/cm2), we estimate the radial 
difference between the average and maximum tempera
tures to be 25°C. The coolant temperature at the wall and 
the fuel temperature may thus be underestimated 
by 25°C.

III.C.5. Intermediate Heat Exchanger

The coolant inlet temperature Tinlet can change during 
transients. This may happen when, for example, the reac
tor power increases during a reactivity insertion incident 
or if the mass flux decreases as a result of a partial 
blockage. The change in Tinlet depends on the power 
conversion system. We estimated Tinlet as a function of 
time by modeling a simplified power conversion system 
comprising two loops and external cooling.

Figure 7 shows how the primary and secondary cir
cuits were connected by heat exchanger AB. We modeled 
a Brayton cycle with isobaric and adiabatic legs. We 
included heat transfer at the heat exchangers between 
loops and at the core. All fluid parameters except tem
perature were kept constant. We omitted the power con
version system, which would otherwise include turbines, 
compressors, and possibly intercooling or reheating 
stages. We modeled counterflow heat exchangers. The 
primary circuit’s helium is cooled from TA

0 to TA
L while 

heating the secondary’s circuit working fluid from TB
L to 

TB
0 . The secondary circuit rejects its heat at heat exchan

ger CD, cooling its fluid from TC
0 to TC

L and heating the 
environmental cooling fluid from TD

L to TD
0 . No latent 

heat was modeled, corresponding to a Brayton cycle.
The temperature derivative dTAðxÞ

dx along the flow 
direction x on side A in a heat exchanger is

with tube diameter D and height htot. Including the tem
perature derivative on side B and the overall heat balance, 
the total heat flux ϕAB

q over heat exchanger AB can be 
found as

where γAB
tot = total combined heat transfer coefficient, 

including convective and conductive heat transfer of 
the heat exchanger material; AAB = total heat-exchanging 
surface area. Heat flux ϕCD

q can be found in the 
same way.

For maximum efficiency, the ratio of the temperature 
at which energy is received to the temperature at which 
energy is rejected must be maximized. We modeled heat 
exchangers with high effectiveness ηHX = 95%, which is 
the ratio of actual heat transfer to the maximum possible 
heat transfer, or

The size of the heat exchanger grows exponentially as 
ηHX increases asymptotically to 100%.

During transients, we assumed a 2-s delay in each 
leg. The accuracy of the model is limited by several 
simplifications. First, quasi-steady-state equations are 
used in the heat exchangers. We furthermore omitted 
modeling turbines and compressors. Time dependence 
is included only by assuming a delay in the hot and cold 
ducts. The thermal capacity of the gaseous and solid 
materials of the heat exchanger is neglected, as are 
those of the turbines and compressors. The simplifica
tions entail that the heat exchanger outlet temperature 
(and thus core inlet temperature) responds more quickly 
to the core outlet temperature variations. To study the 
sensitivity of the core temperature to the secondary 
system, we varied leg delay times. Section V.F details 
the results.

IV. COUPLED SIMULATION METHODOLOGY

The coupling strategy used is shown in Fig. 8. 
PHANTOM-SN uses the flux to determine the power 
density, which is passed to OPERA at the fuel pin numer
ical integration points (by Gaussian quadrature). All fis
sion and decay heat power is assigned to the fuel pins, 
while in reality only 80% of the power is deposited 

Fig. 7. Schematic drawing of the primary and secondary 
loops, including heat exchangers AB and CD.
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locally by fission fragments. The increased (,25%) fuel 
power density is conservative, and it more than makes up 
for the 2 × 3-cm graphite plugs, which were not modeled 
explicitly in OPERA (,7:5% lowered power density). 
The fuel rods were modeled as extending over the entire 
80-cm fuel blocks instead. OPERA computes the fuel 
temperature at subpin precision.

For fuel assemblies, OPERA passes the average fuel 
temperature per block B to PHANTOM-SN. In reality, the 
fuel and the graphite temperatures each have a distinct 
effect on the core reactivity, both in terms of delay and 
strength. The fuel temperature coefficient of reactivity is 
somewhat larger (a factor 1.5 to 2; see Ref. [16]) than the 
moderator coefficient. The moderator coefficient is more 
delayed—the timescale of conductivity to the moderator is 
,10 s. We chose to use only the fuel temperature (in fuel 
assemblies) to interpolate the cross sections since that 
feedback effect is strongest and will yield the most accu
rate results. However, it is not conservative since the 
reactivity feedback rate is overestimated ( < 10s). For 
moderator assemblies, the average graphite temperature is 
used.

For steady-state calculations, the coupled code is 
iteratively run until Δk=k (1 pcm) and temperature 
ΔT=T (0.1 K) between two iterations converge, as 
shown in Fig. 8. Note that keff will converge to 
approximately 1.0 + 675 pcm (see Table III). A more 
natural strategy is to update the power iteratively until 
convergence of keff = 1.0. However, the error in keff as 
calculated by PHANTOM-SN of around 675 pcm will 
cause a relatively large difference Tavg,f (,150°C). 
Since maximum reactor temperature is the most impor
tant parameter for the safety calculations in this paper, 
we decided to allow the system to converge to keff � 1 
while maintaining a fixed total power. During steady 
state, helium flow at the gas gap is not explicitly 
modeled. Instead, the barrel and RPV surface tempera
tures are fixed at the helium inlet temperature of 
250°C.

For transient calculations, Fig. 8 shows how 
PHANTOM-SN is run first to determine the power den
sity distribution at the next time step ti, after which 
OPERA is run. OPERA passes a linear estimate of 
Tðtiþ1Þ

� to PHANTOM-SN. A BDF2 is used in all 
codes. The coupled second-order time convergence was 
verified, as well as convergence up to machine precision 
to analytical solutions. Using four cores of an Intel(R) 
Xeon(R) CPU E5-2630 v2 processor at 2.60 GHz, finding 
a steady state takes approximately 34 h (seven coupled 
iterations). Calculating a time step costs PHANTOM-SN 
,700 s and OPERA ,3000 s.

Fig. 8. Schematic diagram of the codes, including the 
inner iterations in PHANTOM-SN for angular flux ϕ, 
135Xe X and 135I I concentrations, and the inner iterations 
in OPERA for the temperature of all components; 
OPERA passes the block Bi average temperature to 
PHANTOM-SN.
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IV.A. Depressurized Loss of Forced Cooling

First, we modeled a DLOFC. During the DLOFC, 
we simulated a stop of the helium pumps and 
a pressure drop to 1 bar in the primary circuit. We 
assumed that natural convection does not play a role 
in heat transfer (e.g., Refs. [3] and [20]). The onset 
of the incident was simulated by setting the coolant 
channel heat transfer coefficient to 0 instantaneously. 
The fixed temperature boundary condition at the bar
rel and RPV was set to a thermal radiation condition. 
Since the DLOFC is generally seen as the severest 
incident, three different DLOFC events were run to 
investigate different possible reactor operation modes. 
First, we researched the 20-MW(thermal) base case, 
where helium was heated from 250°C to 750°C. 
Second, we examined the possibility of running the 
reactor at 40 MW(thermal): Steady-state power and 
coolant mass flux were doubled. Third, we tested 
a reactor at increased temperature. In this 20-MW 
(thermal) design, the mass flux was increased (factor 
of 1.3), and helium was heated from 520°C to 900°C 
after a HTGR power conversion system proposed in 
Ref. [18], which may reach 51.5% thermal efficiency.

IV.B. Partial Blockage

Second, we modeled a partial blockage. During 
a DLOFC, the fuel temperature increases throughout the 
entire core, causing strong reactivity feedback. If on the 
other hand, only a single channel is blocked, the fuel 
temperature will increase relatively little, but the flux 
will remain nearly unchanged. The maximum fuel tem
perature reached therefore depends on the number and 
combination of coolant channels blocked.

Therefore, despite the widely adopted fact that 
a DLOFC is the most severe incident, a partial blockage 
may be more so for TRISO fuel failure for the prismatic 
type of microreactor if it remains undetected. A DLOFC 
remains more severe for barrel and RPV temperatures 
exceeding the design limits. While the probability of 
such an event occurring may be smaller than a DLOFC, 
the International Atomic Energy Agency[42] lists the inci
dent “partial clogging of the fuel assembly flow area by 
a fuel assembly fragment” as a design-basis accident. 
Barsell et al.[43] indicate that during thermal transients 
with temperatures exceeding 815°C in the upper plenum, 
the thermal barrier cover plate might come loose, leading 
to a partial blockage.

Moreover, a partial blockage event could be more 
difficult to detect than a DLOFC. Changes in coolant 

flow or outlet temperature may be small, as well as the 
flux variations at neutron detectors surrounding the 
core. Therefore, a partial blockage may not only be 
the most severe incident due to limited thermal feed
back but also where passive safety plays the most 
important role.

The partial blockage event was modeled by setting 
the heat transfer coefficient of specific groups of cool
ant channels to 0 instantaneously. We tested two 
blocked channel incidents, blocking all channels in 
one or three fuel assembly stacks. Figure 9 shows 
which single stack (solid line) or three stacks (dashed 
line) were blocked, chosen for their high power 
density.

During the DLOFC case, the power conversion 
cycle did not play a role since the coolant flow was 
set to 0 instantaneously after steady state. Here, the 
helium inlet temperature will change because of the 
change in total reactor power with continuing helium 
circulation.

IV.C. Reactivity Insertion and Water Ingress

Third, we modeled a reactivity insertion incident. The 
reactivity insertion may have been the result of an operator 
error or because of water ingress. Virtually all HTGRs being 
designed are strongly undermoderated such that water 

Fig. 9. Axial cut of the core, with the blocked stacks 
indicated with red solid (one stack) and dashed (three 
stacks) lines.
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ingress may lead to a large reactivity increase. We tested 
the maximum allowable reactivity increase in a single- 
stack sensitivity study and a full-core simulation, and we 
tested the possible reactivity insertion as a function of 
coolant channel water density. While in reality there 
would be a gradual increase in reactivity, we conserva
tively modeled an instantaneous increase. This will cause 
the fuel temperature to further lag behind the increased 
fission power, delaying feedback and increasing the peak 
fuel temperature. Only the neutronics inputs were chan
ged; the changes in coolant density were not changed. In 
reality, maximum reactivity is reached at a water density 
that is two orders of magnitude larger than that of helium. 
This will help cool the core by transporting heat to the 
heat exchangers, and neglecting this effect is conserva
tive. The power conversion loop will play a role in 

determining the reactor inlet temperature, as the heat 
exchangers are unable to transfer all extra power.

V. SIMULATION RESULTS

V.A. Steady State

The coupled code reached steady state after seven 
coupled iterations. Figure 10 shows the power and tempera
ture distribution of the 20-MW(thermal) base case. Table 
V lists the results for four steady-state scenarios: the base 
case, a 40-MW(thermal) case, and a high helium temperature 
case (inlet 520°C and outlet 900°C), and a case where the 
thermal conductivity was fixed to the cold unirradiated value.

Fig. 10. Steady-state [20-MW(thermal)] power density (left) and temperature (right).

TABLE V 

Steady State Results

Case
Tmax 
(°C)

Tavg 
(°C)

Tavg,f 
(°C)

P000max 
(W/cm3)

20 MW(thermal) 1169 508 649 6.1
40 MW(thermal) 1420 593 784 12.2
20 MW(thermal), T900 1276 735 851 6.1
20 MW(thermal), λfixed 1004 506 634 6.1
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The power density peaks at every graphite-fuel inter
face because of the softened spectrum. The relatively large 
TRISO kernel radius (300 µm) and the high enrichment 
(20%) further increase these peaks, reaching a maximum of 
3.2 times the average power of 1.9 W/cm3 around the 
central moderator block. Figure 11 shows the axial profile 
at three different locations along at y = 0 cm. The expected 
shape of a cosine about the center is visible, although the 
top and bottom reflectors cause another power peak at the 
axial reflector-fuel boundaries. The radial temperature var
ies up to 320°C (in the z = 60 cm plane) in a single fuel 
block as a result of the power density variations, and strong 
variations in the helium outlet temperature are found, 
which range from 545°C to 1027°C.

Figure 12 shows the temperature distribution at the top 
of the core (z = 320 cm) in the fuel assembly right of the 
central moderator block. The figure illustrates the impor
tance of modeling the fuel pins and graphite explicitly. The 
cold helium at the top of the core causes the graphite thermal 
conductivity to deteriorate relatively strongly. The tempera
ture difference between pin center and coolant channel 
boundary is 115°C. If the graphite and fuel were homoge
nized, the pin center temperature would drop to the average 
temperature, leading to an underestimation of approximately 
80°C. Moreover, the thermal conductivity at the coolant 
channel wall would be overestimated by ,35%, causing 
a further error in the maximum temperature calculation.

For simplicity, 10B was distributed uniformly across all 
TRISO kernels in these simulations. However, choosing a 

10B distribution that flattens the power density would 
improve reactor safety. A lower maximum power density is 
especially important to prevent a local steep increase of 
maximum temperature during reactivity insertion incidents. 
Moreover, it would help against “hot-streaking.” Finally, the 
design could make better use of graphite as a thermal buffer. 
Figure 10 demonstrates how the moderator blocks are rela
tively hot. We estimate that with a 10B redistribution, the 

Fig. 11. Axial power profile at three locations in x and 
all at y = 0 cm.

Fig. 12. Temperature distribution at the top of the core (z = 320 cm plane) just right of the central moderator block.
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steady-state radial temperature differences could be lowered 
by more than 200°C

Finally, Table V shows the importance of including ther
mal conductivity as a function of irradiation temperature. The 
20-MW(thermal) design was run with fixed (called λfixed) 
thermal conductivity values for unirradiated materials mea
sured at room temperature (we used λgraphite = 1.31 J/cm/K 
and λfuel = 0.43 J/cm/K). The code shows that the maximum 
fuel temperature would be underestimated by 165°C.

The steady-state temperature is overestimated because 
of using the 527°C Sðα; βÞ library at each temperature by 
approximately 19°C [20 MW(thermal)] and 30°C 
[40 MW(thermal)]. Keeping the coolant channel heat trans
fer coefficient constant causes an overestimation of 138°C.

V.B. Burnup

Depending on the core design, the maximum fuel 
temperature can increase with burnup because of axial 
power flattening. To explore the behavior of the current 
HTGR design, we analyze the power and temperature 
distributions over time. First, we verify that the design 
can reach 20 EFPY without refueling. Figure 13 shows k 
over time. No 10B reactivity compensation was included 
here, and the graphite density was lowered to 1.74 g/cm3 

to be more conservative (keff and lifetime increase with 
graphite density). The multiplication factor drops below 1 
after 20.8 EFPY, or 115 GWd/t HM.

Since the core design is in the preliminary stage in this 
paper, the core temperature was kept at T = 527°C homo
geneously. However, to assess the sensitivity of keff to the 
core temperature distribution, the burnup study was rerun 
with a more realistic (but exaggerated) temperature distribu
tion. The fuel assembly layer temperatures were set to (top to 
bottom) 172°C, 527°C, 927°C, and 1372°C. The sensitivity 
study showed that the core lifetime slightly (+0.9 yr) 

increases with this temperature distribution, even if the aver
age temperature is 200°C higher than for the homogeneous 
test case. This is due to the temperature coefficient of reac
tivity becoming stronger with decreasing temperatures.

Next, the maximum temperature and power density 
during burnup were analyzed. Table VI shows the results. 
Although axial flattening of the power density was 
observed, the maximum fuel temperature decreased with 
burnup. Figure 14 helps explain why. The power density 
calculated by Serpent as a function of x (at z = 200 cm) is 
plotted, with only the radial effects shown (axial burnup 
effects were normalized out). Both power profiles flatten, 
shifting power from the inner ring toward the outer ring of 
the fuel assemblies. Note that since the isotopic concentra
tions were tracked per fuel block, in-block flattening is 
stronger in reality than depicted here. Other axial planes 
show similar behavior.

V.C. Depressurized Loss of Forced Cooling

The DLOFC is generally considered one of the most 
severe incident scenarios, and we compare the results for 

Fig. 13. Multiplication factor k over time during burnup 
of the 30×4 design.

TABLE VI 

Maximum Temperature and Power  
Density Peaking During Burnup

Burnup 
(yr) ΔTfuel

max (°C) ΔP000max=P000max

0 Reference Reference
5 −41 −7.7%
10 −74 −15.5%
15 −103 −19.1%
20 −129 −23.9%

Fig. 14. Power density over time in the z = 200 cm 
plane. Only radial effects are shown; axial effects were 
normalized out.
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two steady-state powers: 20 and 40 MW(thermal). The 
balance between decay heat power and core heat removal 
plays an important role. After the instantaneous loss of 
forced cooling, the only route for core decay heat removal 
is conduction through the core, thermal radiation from the 
barrel to the RPV, and conduction to the outer surface of the 
concrete, where it reaches the boundary fixed at 30°C.

Figure 15 shows the temperatures during a DLOFC. 
The top figure shows the overall maximum temperatures, 
and the bottom figure shows the core and fuel average 
temperatures. When the cooling stops, fuel temperatures 
increase initially. The fission power starts dropping, and 
thermal conductivity takes over at the timescale of con
duction between fuel and coolant (,10 s). The overall 
maximum temperatures are quickly reached: 1185.0°C 
(+16.2°C) after 33s for the 20-MW(thermal) case, and 
1457.0°C (+40.3°C) after 43s for the 40-MW(thermal) 
case. In Fig. 15, a small peak is visible at the beginning.

Next, the fission power decreases further because of 
thermal feedback and drops below decay heat power after 
about 150 s. Figure 16 top shows the total thermal power 
generation, radiative heat flux over the gas gap and heat flux 
to the environment. The bottom figure shows the maximum 
barrel and RPV temperatures. The intermediate cooling phase 
starts: Heat diffuses from the moderator-fuel interfaces 
radially toward the center of the fuel assembly, and the max
imum temperature decreases at the timescale of conduction 

within an assembly (,2000 s). While for the 20-MW(ther
mal) case, the maximum temperature continuously drops over 
time, the same does not hold for the 40-MW(thermal) case. 
There, an imbalance between decay heat generation and core 
heat removal initiates the core heatup phase. The maximum 
temperature reaches a second peak, Tmax = 1417.4°C. Finally, 
the behavior is determined by the balance between decay heat 
power and thermal diffusion rate. The two designs diverge in 
behavior and will be discussed in turn.

The most conservative understanding of safe shutdown 
during a DLOFC is that both maximum and average tem
peratures must be decreasing. This poses the questions: 
What is the maximum fuel temperature during the core 
heatup phase, and when is the safe shutdown phase reached? 
A complicating factor in a passive shutdown is the decay of 
135Xe: Fuel temperature must rise sufficiently to compen
sate for the reactivity insertion due to the decay of 135Xe.

During the 20-MW(thermal) DLOFC, the average 
fuel temperature reaches its maximum 15 min after the 
onset of the incident and continuously decreases after
ward. After 8.8 h, the reactor becomes recritical because 
of the combination of 135Xe decay and fuel temperature 
cooling. Figure 17 shows the power and temperature 
during the first power peak. The increase in maximum 
temperature is limited to 38.4°C before the fuel reactivity 
feedback reduces the fission power density and heat 

Fig. 15. The maximum temperature (top) and average 
temperatures of the whole core and fuel (bottom) of 20 
and 40 MW(thermal) compared during a DLOFC.

Fig. 16. Top: Total thermal power generation of 20 and 
40 MW(thermal), heat flux from the core to the RPV, and 
heat flux to the Dirichlet boundary condition. Bottom: 
Maximum barrel and RPV temperatures.
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diffusion takes over again. To reach safe shutdown in the 
conservative sense, the code would have to run until the 
heat flux at the 30°C boundary sink is larger than the core 
power production (after ,1000 h).

Each individual recriticality peak is on the order of ,1 h 
and requires many smaller time steps. It therefore takes long 
to fully resolve this event, requiring approximately 1 × 105 

time steps. However, we can estimate the long-term behavior. 
All steady-state negative 135Xe reactivity of −322 pcm has to 
be compensated, which translates to an expected Tfuel

avg = 
772.6°C. The reactor power to sustain this temperature with
out cooling will remain at least an order of magnitude below 
steady-state power, and assuming linearity, we estimate that 
Tmax < 838.0°C. The overall maximum temperature is 
therefore expected to be reached 30s after the onset of the 
incident and remain well below the safety limit of 1600°C.

Figure 18 illustrates the 40-MW(thermal) DLOFC long- 
term behavior. The figure shows the maximum temperature 
peaking a third time (t ¼ 408 h, 1433°C) due to the sizable 
thermal barrier (1 m of concrete) separating the core from the 
environment heat sink. The heat sink flux exceeds decay heat 
power only after 482 h, and the 135Xe concentration then is 
approximately 0/cm3, resulting in a positive +527 pcm reac
tivity insertion. Recriticality was not yet reached when the 
simulations were stopped but will be reached at an average 
fuel temperature of Tfuel

avg � 1006°C. Following the same line 
of reasoning as the 20-MW(thermal) case, limt!1 Tmax 
< 1414°C.

Finally, we discuss the barrel and RPV tempera
tures. The heat flux out of the core is inhibited by the 
concrete encasement, and the simplification that axial 
and tangential thermal conductivities are 0 further 
worsened heat transfer. Figure 18 shows that the max
imum RPV and barrel temperatures reach a peak tem
perature of approximately 1220°C [40-MW(thermal) 

DLOFC]. In both the 20-MW(thermal) case and the 
40-MW(thermal) case, the limit RPV temperature 
(395°C for steady state and 445°C for several hours 
during incidents) is significantly breached. For the 20- 
MW(thermal) case, it could possibly suffice to include 
better thermal insulation around the core. For the 40- 
MW(thermal) design, an RCCS must be adopted to 
enable sufficient cooling.

V.D. Partial Blockage

Figure 19 shows the maximum temperature, aver
age fuel temperature, and total power of the reactor 
during two partial blockage events. In the first minute, 
the average and maximum fuel temperatures increase 
as a result of the loss of cooling, leading to a drop in 
fission power. The initial drop in fission power reaches 
a plateau after 2 min at approximately 95% (one block 
stack) and 85% (three block stacks) of steady-state 
power. However, the maximum temperature continues 
to increase to more than 2300°C without a sign of 
stabilizing. Figure 20 shows the temperature distribu
tion throughout the core at t = 100 s and at t = 500 s.

Fig. 17. The 20-MW(thermal) first recriticality event 
fission and decay heat powers and maximum fuel 
temperature.

Fig. 18. Top: The 40-MW(thermal) long-term total ther
mal power generation, heat flux from the core to the 
RPV, and heat flux to the Dirichlet boundary condition. 
Bottom: The maximum fuel, barrel, and RPV tempera
tures and the average fuel temperature.
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Different competing mechanisms influence the beha
vior after 100 s. The average fuel temperature decreases 
further, adding positive reactivity. However, increasing 

temperature in the blocked assemblies causes a negative 
reactivity insertion. While the temperature coefficient of 
reactivity decreases with temperature (see Sec. III.B), the 
central fuel blocks’ cross sections are of higher impor
tance to the effective multiplication factor. Therefore, the 
temperature increase at the core center has a relatively 
large impact.

The maximum allowable temperature of 1600°C is 
severely exceeded by at least 793°C (one blocked stack) 
and 729°C (three blocked stacks), with temperatures still 
rising after the termination of the simulations. In addition, 
the current simulations assumed that the mass flux 
through the remaining unblocked coolant channels 
remained unchanged. If the coolant flow instead increases 
in those coolant channels while keeping the total mass 
flux equal, another possibly more severe scenario may be 
obtained.

Therefore, it is important that a partial blockage 
incident be detected in time. Several detection options 
exist. The average helium outlet temperature starts to 
decrease from the onset of the blockage: When the 
1600°C fuel temperature limit is reached, the helium 
temperature dropped by 14°C (one blocked stack) and 
53°C (three blocked stacks). Local coolant outlet tem
perature measurements are more sensitive to the incident: 
After 500 s, the maximum single helium outlet tempera
ture has increased +219°C (one blocked stack) and 
+115°C (three blocked stacks). Another option is to com
pare tangential differences in neutron flux. Figure 21 
plots the relative difference in fast-group scalar flux 
over x at y =0 cm and z =200 cm compared to steady 
state, 500 s into the partial blockage event of one blocked 
stack. The fast-group scalar flux difference outside the 
core between the left and right sides amounts to 3.4%.

Fig. 19. Maximum temperature (top), average fuel tem
perature (middle), and total power (bottom) during 
a partial blockage.

Fig. 20. The temperature distribution at t = 100 s and t = 500 s during a partial blockage incident, with one (left two figures) or 
three (right two figures) blocked stacks.
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The simplifications in modeling the power conver
sion system will most likely cause a more direct tem
perature feedback to the core inlet temperature. While 
the core helium outlet temperature increases, the core 
inlet temperature decreased because of the lowered 
mass flux, allowing the heat exchanger to further cool 
the primary circuit helium. The faster temperature feed
back may have slightly increased the core power dur
ing the partial blockage, leading to an overestimation 
of the maximum temperature. The heat exchanger sim
plifications are therefore conservative in simulating the 
partial blockage. However, more sensitivity analyses, 
for example, changing the mass flux or hot and cold 
duct delay times, could provide useful information on 
feedback.

This research should be repeated especially in 
larger cores. Both changes in pressure drop and mass 
flux will remain smaller there, as well as the relative 
tangential difference in scalar flux outside the core. 
For example, the GT-MHR (see Ref. [19] for details) 
has 120 fuel assemblies per layer; a blocked stack 
would mean that 0.8% of the channels are blocked. 
Moreover, if one of the central fuel assemblies is 
blocked, the radial distance to the active core side is 
larger, so that tangential flux differences will be 
smaller.

V.E. Bypass Flow

Core bypass flow between the prismatic fuel 
assemblies is a result of gaps between the blocks. 
An initial gap size of minimally 1 mm is necessary 
for assembling the core. But, the gap width will 
increase over time as a result of irradiation-induced 
graphite shrinkage. Neglecting bypass flow is an una
voidable simplification of 2D core geometry modeling 

and was neglected in the current model too. Yet, it can 
result in a significant underestimation of the maxi
mum fuel temperature. For example, Tak et al.[26] 

presented a high-resolution (e.g., using a 70 times 
finer mesh) computational fluid dynamics (CFD) 
model of 1/12th of a fuel assembly stack of 10 blocks. 
Assuming a uniform power profile of 31 W/cm3, they 
reported a maximum fuel temperature underestimation 
of more than 60°C if bypass flow is neglected. Sato 
et al.[44] modeled the same reactor but report a more 
severe increase of 138°C when the axial power profile 
and radial power peak factor are also taken into 
account.

However, the literature CFD models do not include the 
sharp power density peaks we observed at fuel-reflector 
boundaries. Huning et al.[4] include a thorough analysis of 
bypass gap width on the maximum temperature. However, 
the thermal-hydraulic code assumed a radially uniform 
power density distribution. The question therefore remains 
whether the bypass flow increases the maximum fuel tem
perature when increasing the power peaking.

To estimate the effect, we first obtained a fit of 
the power density distribution in the first fuel block 
stack right of the center (the same assembly that was 
blocked during the single blocked stack incident; see 
Fig. 9). We fitted the distribution in x and z separately 
and assumed that P000ðyÞ is constant (the variations are 
an order of magnitude smaller than in x), obtaining 
P000ð~rÞ ¼ P000ðxÞ � P000ðzÞ. We conservatively ran 
PHANTOM-SN at a uniform temperature of 527°C to 
find P000ð~rÞ, which further increased radial and axial 
power peaking due to the lack of thermal feedback. In 
the axial dimension, a cosine shape is found that 
reverses close to the top and bottom reflectors because 
of the enhanced neutron thermalization and limited 
axial resolution of the mesh. Next, we ran a single- 
stack geometry in OPERA with the obtained power 
density fit and updated the total power until the same 
maximum temperature was reached as in full-core 
simulations. The final power density fit

describes the axial shape, and

Fig. 21. Relative difference in fast-group scalar flux 
between steady state and t ¼ 500 s into a single blocked 
assembly incident at y = 0 cm, z = 200 cm.
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shows the distribution of the power in x. Here, both x and 
z are in units of centimeters, and all P000 are in units of W/ 
cm3. Figure 22 shows the fit in z and x. Compared to the 
z =12 cm plane in the whole-core model, the largest 
temperature difference is approximately 50°C.

The bypass flow is modeled as “stolen” from the cool
ant channels, meaning that the total mass flux remains 
equal. Table VII shows the bypass flow fraction, the max
imum fuel temperature, the maximum coolant outlet tem
perature, and the average bypass flow exit temperature. 

Figure 23 shows the temperature distribution in the plane 
z = 12 cm, where the highest temperature was found. Two 
distributions are shown: one for no bypass flow and one for 
maximal simulated bypass flow (15%).

In contrast to what is reported in literature,[4,26,44] the 
results show that the bypass flow will lower the maximum 
temperature for the current design. Of course, the model used 
here is limited in its spatial resolution compared to the high- 
fidelity CFD models employed by Tak et al.[26] and Sato 
et al.[44] Nevertheless, it includes an important aspect of 
HTGRs such as the modular high-temperature gas-cooled 
reactor (MHTGR) and the current design, which is the 
block boundary power peaking that is observed at the fuel- 
reflector interface (for another whole-core code showing the 
power peaking, see Ref. [3]). In the micro HTGR modeled 
here, the peaks are exacerbated by the high fissile fuel content 
needed to reach a 20-yr lifetime, adding to the effect. These 
effects can accurately be captured only when a representative 
core part is modeled, including multiple fuel assemblies and 
reflector assemblies and a power density that is derived from 
coupled simulations. Bypass flows such as flow around con
trol rods, between reflector assemblies at the sides of the 
reactor, and assembly cross flow are neglected since these 
effects are expected to be small.[45]

V.F. Reactivity Insertion

The ejection of a control rod may unintentionally 
insert reactivity into the system and is a design-basis 
accident. In an HTGR, reactivity may also be inserted 
when water ingresses the active core coolant channels, as 
the core is strongly undermoderated. This event is parti
cularly probable when a Rankine power conversion cycle 
is adopted in the secondary loop.

We first researched the maximum reactivity insertion 
possible as a function of uniform water density in the 
core coolant channels. Figure 24 plots the reactivity ρWI 
(pcm) introduced against the water density. The figure 

TABLE VII 

Bypass Sensitivity Analysis Results Using a Power Density Fit

Flow Fraction (%) 0 0.5 1.0 2.0 5.0 10.0 15.0

Maximum fuel temperature (°C) 1168 1166 1163 1159 1145 1120 1099
Maximum coolant outlet 

temperature (°C)
985 985 984 983 977 964 952

Maximum bypass outlet 
temperature (°C)

250 920 921 924 949 970 962

Average bypass outlet 
temperature (°C)

250 847 847 848 860 861 839

Fig. 22. Fit in z and x of the power density distribution in 
the fuel assembly stack just right of the center.
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shows that a maximum reactivity insertion of 2.4 × 104 

pcm (37 $) is reached when the water density is 1 g/cm3. 
The additional reactivity is especially high in this reactor 
because of its high fuel content.

The system can compensate for some reactivity inser
tion through temperature feedback. To find the maximum 
amount, a sensitivity analysis was first performed in 
a simplified single-stack geometry. The single stack was 
modeled with reflective boundary conditions on the sides 
and the average power density of the 20-MW(thermal) 
whole core. Figure 25 shows the maximum temperature 
as a function of time for several different reactivity 

insertion amounts, ranging from 2000 to 3000 pcm. 
During the 2200 pcm reactivity insertion, the maximum 
temperature remains just below 1600°C.

Next, the reactivity insertion incident is modeled in 
the whole core. Figure 26 shows the total power and the 
maximum and average fuel power of the simulation for 
the first 2.5 s after an instantaneous reactivity insertion. 
Reactivity increases of 1000 pcm and 2000 pcm were 
modeled to compare the results. The maximum fuel tem
perature reaches 1972°C (1000 pcm) and exceeds the 

Fig. 23. The temperature distribution at z = 12 cm with no bypass flow and 15% stolen bypass flow modeled in the fuel assembly 
stack just right of the middle.

Fig. 25. Maximum temperature during a reactivity inser
tion incident.

Fig. 24. Reactivity increase as a function of coolant 
channel water density.
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design limit. Again, the fuel block boundary power peak
ing caused a much greater increase in temperature than 
could be expected from the simplified infinite-lattice 
calculations. A 1000 pcm reactivity insertion corresponds 
to 0.012 g/cm3.

To put that into perspective, we may compare it with 
Ref. [46]. Zheng et al. modeled a water ingress incident 
in a HTR-PM reactor and indicate that 600 kg of water 
ingresses into the 400-m3 primary circuit before the pri
mary and secondary circuit pressures are in equilibrium. 
This corresponds to a water density of 0.0015 g/cm3, 
which would lead to a much smaller reactivity insertion.

The timescales show that using a unit-cell model 
would underestimate the temperature. In unit-cell models, 
the fuel pin and surrounding graphite temperatures are 
homogenized. The subpin temperature distribution would 
not be resolved, and the heat capacity of the surrounding 
graphite would be added to that of the fuel pin. The 
timescale for heat conduction from the fuel pin to the 
surrounding graphite is ,1 s, whereas Figs. 25 and 26 
show that the temperature peak is reached within 0.25 
s for a 2000 pcm insertion. The same might be argued for 
the homogenization of the TRISO particles, but the time
scale of heat conduction from the TRISO kernel center to 
the surrounding graphite compact material is in the order 
of 0.02 s.

Three factors complicate drawing final conclusions 
about the water ingress incident. First, the reactivity 
insertion was modeled instantaneously. In reality, the 
reactivity insertion is delayed (see, e.g., Ref. [46] for 
more information), decreasing the peak power and max
imum temperature.

Second, the reactor inlet temperature co-determines 
the average and maximum fuel temperatures during 
a reactivity insertion incident, for which a simplified 
model was currently used. We tested the sensitivity of 
the system by varying the coolant transport times through 
the hot and cold ducts and the intermediate heat exchan
ger and simulating the single-stack geometry. The times 
were set at 1 and 10s for each of the components (3 and 
30s in total). Figure 27 displays the maximum tempera
tures for the different settings, showing that the difference 
in maximum temperature is around 1°C.

On the other hand, the whole-core simulation reaches 
the maximum temperature after 0.5 s. The coolant loop 
model does not in any way influence this peak tempera
ture. However, for the new steady-state fuel temperature, 
the model could benefit from a more thorough sensitivity 
analysis. The important parameters include the heat- 
exchanging surface area and the secondary circuit’s tem
peratures. Ideally, a 1D CFD model is added to include 
pressure and flow rate changes.

Finally, since the graphite heat capacity value was 
kept constant at cold conditions, the core temperature rise 
was overestimated. We tested the 1000 pcm reactivity 
insertion event again, including cp as a function of tem
perature. The results indicated that the temperatures rise 
more slowly, causing a higher peak in total power Ptot by 
+287% but a lower maximum temperature of −184°C.

Fig. 26. Total power (top figure, logarithmic y scale, 
normalized for steady-state power) and maximum and 
average fuel temperature (bottom figure) during the first 
2.5 s for 1000 and 2000 pcm instantaneous reactivity 
insertion incidents.

Fig. 27. Maximum fuel temperature during a reactivity 
insertion incident for 1- and 10-s coolant delays per each 
component.
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VI. CONCLUSIONS AND FURTHER WORK

A whole-core transient coupled thermal-hydraulic 
and neutronics model was presented and tested on 
a prismatic micro HTGR. We are not aware of any 
other documented attempt on the coupled transient 
whole-core modeling of HTGR transients, especially so 
with subpin temperature resolution and near-pin neutro
nics resolution. Irradiation temperature–dependent gra
phite thermal conductivity was included, which can 
severely deteriorate as a result of accumulating radiation 
damage at low graphite temperatures. The whole-core 
model is able to model asymmetric transients. A partial 
blockage was simulated to test the inherent safety of the 
reactor during more complex incidents.

The model leads us to two important conclusions. 
First, while the DLOFC is generally seen as one of the 
most severe incidents, a partial blockage event may be 
more severe when it comes to fuel temperature limits 
being exceeded. Indeed, the temperature feedback of the 
entire core during a DLOFC is able to quickly reduce the 
fission power. During a partial blockage, the reactor does 
not passively shut down; instead, fission power is only 
reduced. This continued operation causes the maximum 
fuel temperature to rise above 2300°C when a single fuel 
assembly is blocked. Future work may include studying 
different core designs that might lower the impact of 
a partial blockage scenario and researching what minimal 
number of blocked channels leads to temperatures 
exceeding design limits.

Second, the combination of subpin temperature 
distribution with temperature and irradiation tempera
ture–dependent thermal conductivity introduces a more 
accurate estimate of the temperature distribution in the 
core. Previous models included only fluence or tem
perature-dependent thermal conductivities. In reality, 
irradiation temperature is the most important parameter, 
causing a decrease in conductivity of up to 97%. The 
subpin temperature distribution is important in accu
rately computing both the fuel pin and the graphite 
block webbing temperature. When these are homoge
nized, the graphite temperature may be overestimated, 
which in turn can lead to an overestimation of the 
thermal conductivity. In the future, we plan on includ
ing a model for graphite annealing: When the tempera
ture increases during a transient, irradiation-induced 
graphite damage can be repaired, and the thermal con
ductivity can return to unirradiated values.

The new model poses new opportunities in modeling 
small modular prismatic HTGRs. It is especially adept at 
accurately modeling the temperature distribution during 

asymmetric transients in coupled simulations. These 
coupled simulations enable the demonstration of inherent 
safety during all imaginable thermal-hydraulic or neutro
nics–related incidents. If a core can be designed for 
which the passive safety is exhaustively proved, this 
may be a great opportunity for the future energy supply.
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