<]
TUDelft

Delft University of Technology

A programmable two-qubit quantum processor in silicon

Watson, T. F.; Philips, S. G.J.; Kawakami, E.; Ward, D. R.; Scarlino, P.; Veldhorst, M.; Savage, D. E;
Lagally, M. G.; Friesen, Mark; Coppersmith, S. N.

DOI
10.1038/nature25766

Publication date
2018

Document Version
Accepted author manuscript

Published in
Nature

Citation (APA)

Watson, T. F., Philips, S. G. J., Kawakami, E., Ward, D. R., Scarlino, P., Veldhorst, M., Savage, D. E.,
Lagally, M. G., Friesen, M., Coppersmith, S. N., Eriksson, M. A., & Vandersypen, L. M. K. (2018). A
programmable two-qubit quantum processor in silicon. Nature, 555(7698), 633-637.
https://doi.org/10.1038/nature25766

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.


https://doi.org/10.1038/nature25766
https://doi.org/10.1038/nature25766

10

11

12

13

14

15

16

17

18

19

A programmable two-qubit qguantum processor in silicon

T. F. Watsoh; S. G. J. Philips E. Kawakami, D. R. Ward, P. Scarlind, M. Veldhorst, D. E. Savagg

M. G. Lagally?, Mark Friesef, S. N. Coppersmith M. A. Erikssort & L. M. K. Vandersypen'

LQuTech and the Kavli Institute of Nanoscience, Delft Unsigrof Technology, 5046, 2600 GA
Delft, Netherlands

2University of Wisconsin-Madison, Madison, WI 53706, USA

With qubit measurement and control fidelities above the threshold of fault-tolerance, much
attention is moving towards the daunting task of scaling up he number of physical qubits
to the large numbers needed for fault tolerant quantum compting %4, Here, quantum dot
based spin qubits may offer significant advantages due to tlirepotential for high densities,
all-electrical operation, and integration onto an industrial platform =%, In this system, the
initialisation, readout, single- and two-qubit gates havebeen demonstrated in various qubit
representations®*. However, as seen with other small scale quantum computer denstra-
tions 1913 combining these elements leads to new challenges involgiqubit crosstalk, state
leakage, calibration, and control hardware. Here we show tht these challenges can be over-
come by demonstrating a programmable two-qubit quantum praessor in silicon by perform-
ing both the Deutsch-Josza and the Grover search algorithmsin addition, we characterise
the entanglement in our processor through quantum state toroagraphy of Bell states measur-

ing state fidelities between 85-8% and concurrences between 73-82. These results pave the

*email: tfwatson15@gmail.com
femail: 1. m.k.vandersypen@tudelft.nl
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way for larger scale quantum computers using spins confinedotquantum dots.

Solid-state approaches to quantum computing are chatigrtgi realise due to unwanted
interactions between the qubit and the host material. Fanun dot based qubits, charge and
nuclear spin noise are the dominant sources of decoheredogate errors. While some of these
effects can be cancelled out by using dynamical decoupfirgor decoherence-free subspaces
%18 there has also been significant progress in reducing these sources through growing bet-
ter oxides and heterostructur€sand moving to silicon (Si) due to its naturally low abundante
nuclear spin isotopes which can be removed through isotmyification?®. These material de-
velopments have dramatically extended qubit coherenaestanabling single-qubit gate fidelities
above 99 1%*22and recently resulted in the demonstration of a controltesp (CZ) gate between
two single electron spin qubits in a silicon metal-oxideagmnductor (Si-MOS) devicé Here,
we show that with two single electron spin qubits in a natsiiadon/silicon-germanium (Si/SiGe)
double quantum dot (DQD), we can combine initialisatioag®ut, single- and two-qubit gates to

form a programmable quantum processor in silicon that caiome simple quantum algorithms.

A schematic of the two-qubit quantum processor is showngiZa). The device is similar
to that described iB° except for an additional micromagnet. A two-dimensionactbn gas
(2DEG) is formed in the natural Si quantum well of a SiGe het&ucture using two accumulation
gates. The DQD is defined in the 2DEG by applying negativeagel$ to the depletion gates with
the estimated position of the first (D1) and second (D2) quantot shown by the purple and

orange circle, respectively. The two qubits, Q1 and Q2, afmed by applying a finite magnetic



40

a1

42

43

44

45

46

a7

48

49

50

51

52

53

54

55

56

57

58

59

field of B.,; = 617 mT and using the Zeeman-split spin-doyh and spin-ug1) states of single
electrons respectively confined in D1 and D2. The initigicsaand readout of Q2 is performed by
spin-selective tunnelling to a reservéfrwhile Q1 is initialised at a spin relaxation hotsgaand
measured via Q2 using a controlled rotation (CROT). The detapneasurement sequence and
setup are described in Extended Data [Fig. 1,2 where we acimigialisation and readout fidelities

of Fi1 > 99%, Fro > 99%, F,,1 = 73%, andF,,, = 81% (see methods).

The coherent individual control of both qubits is achievedpatterning three cobalt mi-
cromagnets on top of the device (see Fig. 1(a)). These magaets provide a magnetic field
gradient with a component that is perpendicular to the agtenagnetic field for electric dipole
spin resonance (EDSK. Furthermore, the field gradient across the two dots resutigbit fre-
quencies that are well separatef( = 18.4 GHz, fp. = 19.7 GHz), allowing the qubits to be
addressed independently. For both qubits, we achieve Rahiéncies of = wg /27 = 2 MHz
and perform single qubit X and Y gates by using vector modhiatf the microwave (MW) drive
signals. Here, we define an X (Y) gate to be /@ rotation around: (y) and henceforth define a
7 rotation to beX? (Y?). We measure the qubit properties of Q1 (Q2) in the (1,1)megiwhere
(m,n) denotes a configuration witty electrons in D1 ana electrons in D2) to b&; > 50 ms
(3.7£0.5ms), Ty = 1.0+ 0.1 us 0.6 £ 0.1 uS), Topan, = 19 £ 3 us (7 = 1 us) (see Extended
Data Fig[B). Using single qubit randomised benchmarkirg we find an average Clifford gate
fidelity of 98.8% for Q1 and 98.% for Q2 (see Extended Data Fig. 4) which are close to the fault

tolerant error threshold for surface codés
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Universal quantum computing requires the implementatiohath single- and two-qubit
gates. In this quantum processor we implement a two-qubircted-phase (CZ) gat&4®. This
gate can be understood by considering the energy levelatiafpr two electron spins in a double
guantum dot, shown in Figl 1(b), in the regime where the Zeeen&rgy difference is comparable
to the interdot tunnel coupling,E, ~ t.. The energies of the two-spin staté80f, |01), |10),
|11)) in the (1,1) charge regime and the singlet ground state=i@f2) charge regime are plotted as
a function of the detuning, Here, detuning describes the energy difference betweseflih) and
(0,2) charge states of the DQD, controlled with the voltagaliad to gate P1 (see Extended Data
Fig.[2). The anticrossing between the S(0,2) and the amfiph{01) and|10) states causes the
energy of the antiparallel states to decreasd {#y/2 as the detuning is decreased (see [Hig. 1(b)),

whereJ(¢) is the exchange coupling between the two electron spins.

The energy structure of the two-electron system can be drbleperforming MW spec-
troscopy as a function of detuning as shown in Elg. 1(c). Afatize detuning, the resonance fre-
guency (Zeeman energy) increases linearly (dashed liree)adiine electron wavefunction moving
in the magnetic field gradient. At more positive detuningseloto the (0,2) regime, the exchange
energy is significant compared to the linewidth of the resord/h > wg, resulting in two clear
resonances. Applyinga pulse at one of these frequencies results in a CROT gate whicsed

to perform the projective measurement of Q1 via the readb@2qsee Extended Data F[g. 6).

The CZ gate is implemented by applying a detuning pulse foredfamount of timet,

which shifts the energy of the antiparallel states. Thrawugtihe pulse, we stay in the regime



so WhereJ(e) < AE,, so the energy eigenstates of the system are still the timpspduct states and
a1 the two-qubit interaction can be approximated by an Isinghttanian, leading to the following

&2 Unitary operation,

Ucz(t) = Z1(61)Z2(62) ; (1)
0 0 eiJ(e)t/Zh 0

0 0 0 1

ss Where the basis states d0®),

01), |10), and,|11), and Z, (6,) and Z,(65) are rotations around
s« 2 caused by the change in the Zeeman energy of the qubits dbe tmagnetic field gradient.
ss The CZ gate is advantageous over the CROT as it is faster andifee is spent at low detuning,
s Where the qubits are more sensitive to charge noise. Iniaddilve observed that performing
&z the CROT with EDSR can lead to state leakage into the S(0a2¢,sseen in Fid.l1(c) by the
s increase in background dark counts neat 0. The CZ gate is demonstrated in Hig. 1(d); the
s duration of a CZ voltage pulse between two X gates on Q2 in agegexperiment is varied,
o Showing that the frequency of therotation on Q2 is conditional on the spin state of Q1. The
o1 processor’s primitive two-qubit gate§.z;; m, n) = (—1)5¢m90n) |, n) for 4, j,m,n € {0,1},

»2 are constructed by applying the CZ gate for a time 7#/.J followed by z rotations on Q1 and

w Q2,07 = Z((-1)7/2—60,)Z5((—1)'7/2—6)Ucz(wh/J). Rather than physically performing
« theZ rotations, we use a software reference frame change wheirecovgorate the rotation angle

s 0, andé, into the phase of any subsequent MW pulSes

% Combining single- and two-qubit gates together with itig@tion and readout, we demon-
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strate a programmable processor — where we can programaaytsequences for the two-qubit
chip to execute within the coherence times of the qubits. choeare this, a number of challenges
needed to be overcome. The device had to be further tunedasduhing single-qubit gates the
exchange coupling was low,,;/h = 0.27 MHz (see Extended Data Figl 7), compared to our
single-qubit gate times{ 2 MHz) and two-qubit gate timesy( 6 — 10 MHz). Tuning was also
required to raise the energy of low-lying valley-excitedtss to prevent them from being popu-
lated during initialisatio°. Furthermore, we observed that applying MW pulses on Q1ssthié
resonance frequency of Q2 by 2 MHz. We rule out the AC Stark shift, effects from coupling
between the spins, and heating effects as possible exjgasaut find the quantum dot properties
affect the frequency shift (see Supplementary informasd). While the origin of the shift is
unknown, we keep the resonance frequency of Q2 fixed durimgjesqubit gates by applying an

off-resonant pulse3() MHz) to Q1 if Ql is idle.

Before running sequences on the quantum processor, adl gag¢el to be properly calibrated.
The single-qubit X and Y gates were calibrated using both md$y sequence and the AlIXY
calibration sequence to determine the qubit resonancadrery and the power needed to perform
am/2 gate (see Supplementary information S2). To calibrateCthg; gates we performed the
Ramsey sequence in Fig. 1(e) and varied the phase of the/lagate. Figll(e) shows the results
of this measurement where Q1 is the target qubit and the @amibit Q2 is either prepared in
|0) (blue curve) of1) (red curve). The duration of the CZ gate is calibrated sottablue and
red curve are 180out of phase. These measurements also determinertitation on Q1 needed

to form C'Z;;, which corresponds to the phase of the lag2 gate which either maximises or
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minimises the Q2 spin-up probability (dashed lines in El@))L The:z rotation needed for Q2

is calibrated by performing a similar measurement, wheeertthes of Q1 and Q2 are switched

(Fig.[(f)).

The: rotationsin Eq. 1 can be eliminated by using a decoupled @& Z = Uc(wh/2J)
X?X3Ucz(mh/2J) which incorporates refocusing pulses and can be used torpef?C'Z;; =
X2X2CZ; = Z1((—1)'w[2) Zs((—1)'w/2) DC Z. This is demonstrated in the Ramsey experiment
in Fig.[d(g,h), where the minimum and maximum spin-up pralies occur at a phase of either
90 or 270. In addition to removing the need to calibrate the requitadtations, this gate is
advantageous as it cancels out the effect of low frequenisgrtbat couples to the spins vig ® [

and/ ® o, terms during the gate.

After proper calibration, we can characterise entanglénreour quantum processor by
preparing Bell states and reconstructing the two-qubisigmatrix using quantum state tomog-
raphy. The quantum circuit for the experiment is shown in Bi@). The Bell states are prepared
using a combination of single-qubit gates and the decoupleequbit DC'Z;; gates. The density
matrix is reconstructed by measuring two-spin probabdifior the 9 combinations of 3 different
measurement bases (x,y,z) with 10,000 repetitions (selead€). In our readout scheme the states
are projected into the z-basis while measurements in ther blses are achieved by performing
X and Y pre-rotations. Due to the time needed to perform tmesasurements~( 2 hrs) the
frequency of the qubits was calibrated after every 100 repes. The real components of the

reconstructed density matrices of the four Bell stat¢s/@(]00) & [11)), 1/v/2(]01) £ |10))) are
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shown in Fig[2(b-e). The state fidelities, = (| p|1), between these density matrices and the
target Bell states range between 83488nd the concurrences range between 738 monstrat-

ing entanglement.

To test the programmability of the two-qubit quantum precesve perform the Deutsch-
JoszeY and the Grover search quantum algorithms. The Deutsch-Josza algorithm detesnin
whether a function is constaff; (0) = f1(1) = 0 or f5(0) = f2(1) = 1) or balanced f;(0) = 0,
fs(1) = 1or f4,(0) = 1, f4(1) = 0). These four functions are mapped onto the following uwgitar
operatorslUs; = I, Upy = X2, Uyz = CNOT = YoCZ1Y 3, Upy = Z-CNOT = Y2CZyYs
where the overline denotes a negative rotation. For botlcémerolled NOT (CNOT) and the
zero-controlled NOT (Z-CNOT) the target qubit is Q2. At thedeof the sequence the input qubit
(Q1) will be either|0) or |1) for the constant and balanced functions, respectivelyv&i®search
algorithm provides an optimal method for finding the uniqueut valuer, of a functionf(z) that
givesf(xo) = 1 wheref(x) = 0 for all other values of. In the two-qubit version of this algorithm
there are four input values, € {00, 01, 10, 11}, resulting in four possible functiong;; (=) where
i,j € {0,1}. These functions are mapped onto the unitary operafis; |z) = (—1)/4@ |z),
which mark the input state with a negative phasg ifz) = 1. The algorithm finds the state that

has been marked and outputs it at the end of the sequence.

Fig.[3 shows the measured two-spin probabilities as a fonctf time during the algorithms
for each function. The experimental results (circles) agood agreement with the simulated ideal

cases (dashed lines). Although a number of repetitionsesdad due to gate and readout errors,
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the algorithms are successful at determining the balancdaanstant functions and finding the
marked state in the oracle functions. The square data pmietsaken shortly after calibration and
are in line with the circle data points, indicating that beditions remain stable throughout the hour
of data collection for the main panels. The diamond datatpaimow the outcome of the algorithms
using the decoupled CZ gate. In most cases, the diamond dates @lso give similar values
to the circles, which means that the decoupled CZ gate daesnpoove the final result. This
suggests that low-frequency single-qubit noise duringXheate is not dominant. The substantial
difference between Hahn echo and Ramsey decay times stilispat significant low-frequency
noise. Single-qubit low-frequency noise, whether fromleac spins or charge noise, reduces
single-qubit coherence in particular during wait and idiees in the algorithms. Additionally
charge noise affects the coupling strengdtllluring the CZ gates. Numerical simulations (solid
lines in Fig[3c,d and Extended Data Higl 10) show that gsiagie nuclear spin noise and charge
noise can reproduce most features seen in the two-qubititdgodata (see Methods). Smaller

error contributions include residual coupling during $&agubit operations and miscalibrations.

Significant improvements could be made in the performandbeoprocessor by using iso-
topically purified?Si19:20:22 which would increase the qubit coherence times. Furthegnre-
cent experiments have shown that symmetrically operatingxahange gate by pulsing the tunnel
coupling rather than detuning leads to a gate which is lassitbee to charge noise, significantly
improving fidelities®?%%, With these modest improvements combined with more remidthiand
scalable device structures, quantum computers with nhelgjpbits and fidelities above the fault

tolerant threshold should be realisable.
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Figure 1 | Two-qubit quantum processor in silicon. (a) Schematic of a Si/SiGe double quantum
dot device showing the estimated position of quantum dotqitple circle) and D2 (orange
circle) used to confine two electron spin qubits Q1 and QZeetsvely. Both quantum dots were
formed on the right side of the device to achieve an interdoh¢l coupling suitable for two-
gubit gates. The position of the dots was realised throughuthing of the numerous electrostatic
gates but was most likely helped by disorder in the Si/SiGerbstructure. The ellipse shows the
position of the QD sensor used for spin readout. Microwagaals MW1 and MW2 are used to
perform EDSR on Q1 and Q2, respectively, while voltage muése applied to plunger gates P1
and P2 for qubit manipulation and readout. (b) Energy levedichm of two electron spins in a
double quantum dot as a function of the detuning energgetween the (1,1) and (0,2) charge
states. (c) Microwave spectroscopy of Q2 versus detunimgggnafter initialisation of Q1 to
(10 +[1))/+/2. The detuning voltage was converted to energy using a leweoba = 0.09¢ (see
Extended Data Fi¢l]5). The map shows that Q2 has two diffeesonant frequencies (blue arrows
in (b)) depending on the spin state of Q1, which are sepaflatékde exchange energy, (d) The
spin-up probability of Q2 as a function of the detuning pulseation in a Ramsey sequence with
the control Q1 initialised to spin-down (blue curve) andnspp (red curve). (e-f) Calibration of
the 2 rotations on Q1 and Q2 needed to form thg;; gates are performed by using a Ramsey
sequence and varying the phase of the tg& pulse. Here the spin-up probability has been
normalised to remove initialisation and readout errorstaedxchange energy i§h = 10 MHz.
(9,h) A decoupled version of the CZ gate removes the unciandit? rotations due to the detuning

dependence oA (¢). Consequently, the requirédotations to form th€’Z,; gates (dashed black

16



28 lines) are always a20° and270°, simplifying calibration. All error bars arés from the mean

230 calculated from a Monte Carlo estimation (see methods).
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Figure 2 | Preparation of the Bell states and two-qubit entanglementn silicon. (a) The
guantum circuit used to prepare the Bell states and perfaramtgm state tomography. (b-e)
The real component of the reconstructed density matrideg asmaximum likelihood estimation
for the four Bell states (b™ = (|01) + |10))/v/2, (c) ¥~ = (|01) — |10))/v/2, (d) &+ =
(]00) +]11))/v/2, (€)@~ = (|00) — |11))/+/2. The imaginary components of the density matrices
are < 0.08 for all elements (see supplementary information S3). Wesmeastate fidelities of
Fy+ =0.88+0.02, Fg- = 0.88+0.02, Fp+ = 0.854+0.02, Fp- = 0.89 +0.02 and concurrences
of cg+ = 0.80 & 0.03, cg— = 0.82 £ 0.03, co+ = 0.73 £ 0.03, co— = 0.79 £ 0.03. All errors are

1o from the mean.
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Figure 3 | Two-qubit quantum algorithms in silicon. (a,b) The quantum circuits for the (a)

Deutsch-Josza algorithm and (b) Grover search algorithiitwio qubits. (c,d) Two-spin probabil-

ities as a function of time throughout the sequence durieq¢hDeutsch-Josza algorithm and the
(d) Grover search algorithm for each of four possible fumtdi Each point corresponds to 4000
repetitions and has been normalised to remove readouserfdre dash lines are the simulated
ideal cases while the solid lines are the simulated resuier@vdecoherence is introduced by in-
cluding quasistatic nuclear spin noise and charge neise (L1 eV). For both algorithms, the

square data points show the final results of the algorithmerevhll four functions are evaluated
in the same measurement run with identical calibration. diaemonds show the result of both al-
gorithms when using the decoupled CZ gate showing simildopeance. For the Deutsch-Josza
algorithm the identity is implemented as either a 200 ns Yaiitle and square data points) or as

I = X{ X, (diamond data points). All error bars are from the mean.
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Methods

Estimation of initialisation and readout errors for Q1 and Q2. The initialisation and readout
procedures for Q1 and Q2 are described in the Extended Dg{d.FThe initialisation and readout
fidelities of Q2 were extracted by performing the followirgge experiments and measuring the
resulting spin-up probabilitied{, P, P): (i) Initialise Q2 and waitr'7;. (i) Initialise Q2. (iii)
Initialise and perform ar rotation on Q2. These three spin-up probabilities are edlab the

initialisation fidelity (y2) and the spin-up and spin-down readout fidelitigg), F:,2) by,

P = 1= Fgp, 1)
Py = Fiya(l—72) + (1= Floy2)ve, )
P3/Pry = Fiya2(v2) + (1 — Floy2)(1 —2), 3)

where P, is the expected probability to be in the up state after thdiegipn of ther pulse
for Q2, which is determined as described below. In[Eq. 3 werassthat waitingr7; leads to
100% initialisation and the measured spin-up counts ardaltiee readout infidelity. By solving
these three equations we can extract the initialisatiorr@adout fidelities. For Q1, we performed
initialisation by pulsing to a spin relaxation hotspot (¥&dended Data Fid.15) fos007; and
therefore we assume the initialisation fidelity~400%. Consequently, the readout fidelities of Q1
were extracted by only performing experiments (ii) angd @lbove. The readout and initialisation
fidelities for Q1 (Q2) during the state tomography experitaevere estimated to bg > 99%

(2 > 99%), Fioy1 = 92% (Floy2 = 86%), and Fjyy1 = 54% (Fj1y» = 76%) where we used

P = 98% (P2 = 97%) based on simulations which include the dephasing time efbits
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344

(see below). The average measurement fidehity = (Fjo) + Fj1y)/2, for Q1(Q2) is 73% (81%).
These fidelities are mostly limited by the finite electron pematurel, ~ 130 mK and the fast
spin relaxation time of Q2 = 3.7 ms), which is most likely caused by a spin relaxation hotspot

due to a similar valley splitting and Zeeman enetgy

Removing readout errors from the measured two-spin probadities. In the experiment the
measured two-spin probabilitigd" = (P, Pi1, Pig. Fiiy)" include errors due to the limited
readout fidelityFjo ; and £}y, ;, of a spin down0) and spin ug1) electron for qubit. To remove
these readout errors to get the actual two-spin probasiifi = (P, Po1y, B0y, Piny)’, we use

the following relationship,
pM _ (F1 ® FQ)p 4)

where,

>

| Fos L= Fin ©)
1—=Fo,;  Fuy

.

State tomographyThe density matrix of a two-qubit state can be expressgz;d@-zf:\;{lﬁj1 ¢;M; where
M; are 16 linearly independent measurement operators. Tlifcte®s c; were calculated from
the expectation valuesy;, of the measurement operators using a maximum likelihotichas
tion 1137 The expectation values were calculated by performing T8bieations ofl, X, Y, X2
prerotations on Q1 and Q2 and measuring the two-spin prifiediover 10,000 repetitions per
measurement. The two-spin probabilities were converteattoal two-spin probabilities by re-

moving readout errors using Ed. 5. For the calculation ofdbesity matrices in Fig.]2 we only

24



345

346

347

348

349

350

351

352

353

354

355

356

357

358

359

360

361

362

363

used the data from thg X, Y prerotations with the assumption thawill give a more accurate
estimation of the expectation values thai due to gate infidelities. If we include th&? we
achieve state fidelities betwegh— 84% and concurrences betwe&n— 71% (see supplementary
information S3). In the analysis we assume the prerotatoaperfect which is a reasonable ap-
proximation due to the high single-qubit Clifford gate fitiek > 98% compared to the measured
state fidelities35 — 89%. The state tomography experiment was performed in panaltél both
the fidelity experiments described above and a Ramsey expetiused to actively calibrate the

frequency.

Error analysis. Error analysis was performed throughout the manuscriptguai Monte Carlo
method by assuming a multinomial distribution for the meaduwo-spin probabilities and a bi-
nomial distribution for the probabilitiesy, P, P3) used to calculated the fidelities. Values from
these distributions were randomly sampled and the proesduom above were followed. This
was repeated 250 times to build up a final distributions wiiehuse to determine the mean values

and the standard deviation.

Simulation of two electron spins in a double quantum dot.In the simulation, we consider two
electrons in two tunnel-coupled quantum dots where an eakenagnetic fieldB, is applied to
both dots. In addition to this field, the two dots have differdeeman energies due to the magnetic
field gradient across the double quantum dot generated bymagnets. The Zeeman energy of

Q1 (Q2) will be denoted a$3; (Bs). The double dot system is modelled with the following
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Hamiltoniang,

—b 0 0O O 0 0
0 —-Av 0 0 t t
R 0 0 Av 0 —t —t
H = : (6)
0 0 0 g 0 0
0 t —t 0 U;+e 0
0 t —t 0 0 Uy — €

with the following states as the eigenbasi®y , |01), [10),|11),5(2,0), S(0,2)). In this Hamil-
tonian, 3 = 2382 Ay = BBz /9t is the tunnel coupling between the (1,1) and (0,2)/(2,0)
singlet states, and; is the on-site charging energy of thé gquantum dot. In order to study the
phases of the qubits during control pulses, the Hamiltorsaransformed into a rotating frame
using,

H=VHV'+ind,V)V1 7)

whereV = ¢~i(Bi(@:8D)+B2(I®5))t j5 the matrix that describes the unitary transformation rethe

h = 1. The transformed Hamiltonian is,

0 0 0 0 0 0
0 0 0 0 t 62’Avt t 6iAvt
- 0 0 0 0 —te iBvt g gmidvt
o= . (8)
0 0 0 0 0 0
0 te ™™ _ted 0 U +e 0
0 te vt _teidut () 0 Uy —€
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To model the single qubit gates during EDSR, we used theviialig Hamiltonian,
H,p = Z B 1 €08 (wit + ¢p) [0, ® I+1® 0z, 9)
k

which assumes the same drive amplitude on each of the quiéee, k represents thé'" sig-
nal with an angular frequenay;, phasep;, and driving amplitudes,,,, .. This Hamiltonian is
transformed into the rotating frame using equalibn 7 anddteting wave approximation (RWA)
can be made to remove the fast driving elements as the Rajieney is much smaller than the

Larmor precession. This gives the following Hamiltonian,

0 Qpetbwrt Q) eihwst 0 0 0
Qpeiawt 0 0 Qreta=2t 0 0
ﬁmwzz Qpe—ihwat 0 0 Qpeidert 0 0 | 10)
k 0 Qre~ihwat  (gre—ifwit 0 0 0
0 0 0 0 00
0 0 0 0 00

where Q). is defined asB,w e, Qf is the complex conjugate d?, and Awy, is defined as

Wi — Waubit; -

The dynamics of the two qubit system can be described by thed8imger-von Neumann

equation,

—iHt iHt

Pt+at =€ o pe (11)

which was solved numerically using the Armadillo linearediea library in C++ where the matrix
exponentials were solved using scaling methads £ He%) and a Taylor expansion. In the
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experiments, we apply microwave pulses with square enesltpat have a finite rise time due to
the limited bandwidth of the I/Q channels of the MW vectormeau For simplicity, we approximate
these MW pulses with a perfect square envelope. On the otrat, the detuning pulses were
modelled with a finite rise/fall time using a Fermi-Dirac @ion in order to take (a)diabatic effects
into account. The finite rise time was set to 2 ns based on theftfrequency of low-pass filter

attached to the lines used to pulse the detuning pulses.

Modelling noise in the simulation. In the model we include three different noise sources. The
first two noise sources are from fluctuating nuclear spinsemiatural silicon quantum well which
generate quasi-static magnetic noise which couples toubgsyvia theZ ® [ and/ ® Z terms

in the Hamiltonian. These fluctuations are treated as twepeddent noise sources as D1 and
D2 are in different locations in the quantum well and will sdenthe field from different nuclear
spins. The third noise source is charge noise which can edaphe qubits via the magnetic field
gradient from the micromagnets which we model as magnetgeran theZ @ I and/ ® Z terms

in the Hamiltonian. In addition, charge noise also couptethé spins via the exchange coupling

which leads to noise on thg @ Z term in the Hamiltonian.

In our simulations, we treat these noise sources as quasisteere the noise is static within
each cycle and only changes between measurement cyclesagprioximation is reasonable be-
cause the noise in the system is pink, with low frequenciésampower spectrum more pronounced
¢l The static noise due to each noise source was modelled bylisgna random value from a

Gaussian distribution with a standard deviation¢orresponding to the contribution to dephasing
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of that noise process. After sampling the static noise,ithe évolution of the qubits during a gate
sequence was calculated. This time evolution was averaggdhmany repetitions to give the final
result where for each repetition new values for the statisenaere sampled. In total, for each

simulation we performed 5000 repetitions to ensure corerere.

In the experiment, single-qubit gates are performed atdrigletuning near the center of
the (1,1)e = —3 meV where the exchange is low,; = 270 kHz, and a two qubit CZ gate is
performed by pulsing to low detuning= —0.7 meV where the exchange is high,, = 6 MHz.

To estimate the relative effect of charge noise onthe I, I ® Z, andZ ® Z terms at these two
detuning points, we use the spectroscopy data of the qubésunction of detuning energy shown
in Extended Data Fig.]8. The four observed resonances pamdso the four transitions shown
in Extended Data Fig.|8(c) between t08),|01),/10),/11) eigenstates. From the fits of this data
we can estimate the derivative of the transition energy fstate|:) to |j) at a particular detuning,
6”3‘37:%5, which is directly proportional to the magnitude of flucioat in the transition energy

under the influence of charge noise. Fixing the energy ofilestate, from these derivatives we

can calculate the relative noise levels on the other eneggnstates,

0

M‘
Oe €
B(e) = (12)
OE|00) < |10) ‘
Oe €

O0E|00)+5]01) | + OE|01)+5|11) |
Oe € Oe €

In the regime where/ < Awv, the Hamiltonian of the system can be approximatedias-

—Bi(Z®1)—B(I® Z)+ J(Z® Z)— J/AI ® I). The relative noise o, By, and.J
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«21 can be be found by decomposing the four noise levels il_Eqnl2rims of the basis{Z ®

w I,—1® 7 7Z® Z —I®I1/4)by calculatingA~! x B(e) where,

~1/2 —1/2 1/4 —1/4

—1/2 1/2 -1/4 —1/4
A= (13)

12 —1/2 —1/4 —1/4

/2 1/2 1/4 —1/4
23 We estimate the relative composition of the noise Bf,(B,, J) ate = —3 meV to be (0.12,
22 0.24, 0) and at = —0.7 meV (J = 6 MHz) to be (0.61, 0.23, 0.26). Note that this is a crude
x5 approximation since we only take into account voltage nalseg the detuning axis,whereas in
w6 reality charge noise acts also along other axes. Not indlulgéhe simulation are calibration
w27 errors. Based on the the AlIXY and Ramsey calibration expenits (see Supplementary S2), few

w28 % miscalibrations are possible.

»29 Estimating charge noise from the decay of the decoupled CZ o8lations. Dephasing due to
w0 Charge noise coupling into the double dot system via theaaxgh energy is measured by varying
s the duration of the decoupled CZ gate between @ pulses on Q1 as shown in Extended Data
w2 Fig.[9 forJ = 6 M Hz. The decoupled CZ gate removes the effect of quasi-statseran the

w3 Z®1 andl ® Z terms in the Hamiltonian and the decay of the oscillatibns- 1640 ns is assumed
x4 10 be due to noise on thB @ Z term. The data is fitted using either a Gaussian (black line) o
w5 exponential decay (red line). The exponential decay seerfistiest to the data which suggests
s that either higher frequency noise plays a Sler the origin of the noise is from a few two-level

s fluctuators®®, Since the decoupling CZ decay is slower than the not-ddeduZ decay, there is
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also a significant quasi-static noise contribution. Forgdiaity, we only include the quasi-static
contribution in our noise model. For Gaussian quasi-statise with a standard deviatien, the
decay time is,

19J, o,

1T, = QE‘EE

(14)

The factor of} is needed as it is the noise dii2 which contributes to the decay. This is because
the target qubit precesses with frequency/¢2 (ignoring thel ® Z andZ @ I terms) when the
control qubit is in an eigenstate. From the dephasing tinuis%éein = 1.0 x 10~ extracted from
Extended Data Fid.]8(a-b) we can estimate the charge noidetaning to be 1 pxeV. The data in
Extended Data Fid.]9 used to extract this value of chargeerwaés taken over 40 minutes with
no active calibration on the detuning pulse. The time neddeéach single-shot measurement

was~ 10 ms.

Simulations of the two qubit algorithms. To describe the double dot system used in the experi-
ment, we used the following parameters in the Hamiltonidre qubit frequencies were chosen to
be B; = 18.4 GHz, B, = 19.7 GHz, and the on-site charging energies tdhe= U, = 3.5 meV,
comparable to the experimental values. The tunnel coupliag chosen to be = 210 MHz so
that the residual exchange enetgy; was equal t&00 kHz, giving a similar.J,; as measured in
the experiment. The two-qubit gates are implemented bysihga value ot whereJ = 6 MHz,

when diagonalizing the Hamiltonial.

The results of the simulations for the Deutsch-Josza dlgaoriand the Grover algorithm
using both the CZ gate and the decoupled CZ gate are showg.i@ Bnd Extended Data Fig.]10.
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The amplitudes for the three noise sources used in the dionsgavere identical for all 16 panels.
The value of charge noise used wasEV (see above) while the nuclear spin noise for Q1 and Q2
was chosen to give the single qubit decoherence tifijes 1000 ns andl:; = 600 ns measured in
the Ramsey experiment in the Extended Data[Fig. 3. This gdeglaasing time of Q1 (Q2) due to
nuclear spin off;, . = 1200 ns (800 ns). The simulations reproduce many of the featonasdf

2nuc

in the experimental data for the algorithms.

By simulating the algorithms, we learn that the residualhexge coupling/,; during
single-qubit gates has little effect(2%) on the result of the algorithms. Furthermore, we find
that without noise on the single-qubit terms, it is diffictdtget a consistent agreement with the
data. Additional noise on the coupling strength improvesagreement. Different from the cases
of the Deutsch-Jozsa algorithm and the conventional Gralgarithm, the simulation for the de-
coupled version of Grovers algorithm predicts a better aute than the experiment. This case
uses the longest sequence of operations, leaving most rmodistrepancies between model and
experiment to build up. Those could have a number of origifshe implementation of the static
noise model is not accurate enough, (ii) non-static noiaggpé role, (iii) the calibration errors in
the gates that were left out of the simulation, and (iv) \éoies in the qubit parameters and noise
levels between experiments. Finally, we note that ingetion and readout errors are not taken
into account in the simulations. Since initialisation esrare negligible and the data shown was
renormalised to remove the effect of readout errors, thelsited and experimental results can be

compared directly.
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Data availability. Raw data and analysis files used in this study are availade fr

https://doi.org/10.5281/zenodo.1135014
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Extended Data Figure 1 | Schematic of the measurement setupThe sample was bonded to
a printed circuit board (PCB) mounted onto the mixing chanddea dilution refrigerator. All
measurements were performed at the base temperature ofipe, 7;,,. ~ 20 mK. DC voltages
are applied to all the gate electrodes using room temperdRiF) DACs via filtered lines (not
shown). Voltage pulses are applied to plunger gates P1 angiRg a Tektronix 5014C arbitrary
waveform generator (AWG) with 1 GHz clock rate. The signatsrf the AWG's pass through a
RT low-pass filter and attenuators at different stages ofrtige and are added to the DC signals
via bias tees mounted on the PCB. Two Keysight E8267D vectoromave sources, MW1 and
MW?2, are used to apply microwaves3(— 20 GHz) to perform EDSR on Q1 and Q2, respectively.
The signals pass through RT DC blocks, homemade 15 GHz lagbiters, and attenuators at
different stages of the fridge and are added to the DC sigrnalbias tees mounted on the PCB.
The output of the MW source (phase, frequency, amplitudeatan) is controlled with I/Q vector
modulation. The I/Q signals are generated with anotherrdakt 5041C which is the master
device for the entire setup and provides trigger signalgHerother devices. In addition to the
vector modulation we employ pulse modulation to give an fimacrowave power output ratio
of 120 dB. While 1/Q modulation can be used to output multijpguencies, the bandwidth of
the AWG was not enough to control both qubits with one micn@vaource due to their large
separation in frequency (1.3 GHz). The sensor currgnis converted to a voltage signal with
a homebuilt preamplifier and an isolation amplifier is useddparate the signal ground with the
measurement equipment ground to reduce interferenceovioly this, a 20 kHz Bessel low-pass

filter is applied to the signal using a SIM965 analog filter. RRRGA analyses the voltage signal
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during the readout and assigns the trace to be spin-up ifdl@ge falls below a certain threshold.
The voltage signal can also be measured with a digitizer cattle computer. The shape of
the pulses generated by the AWGs and MW sources during quitpulation with the typical

timescales is shown in the lower left. Square pulses weré tasperform the CZ gate and as the
input for the 1/Q modulation to generate MW pulses. The puteglulation was turned on 40 ns

before turning on the 1/Q signal due to the time needed fontbdulation to switch on.
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Extended Data Figure 2| Measurement protocol for two electron spins.(a) Stability diagram
of the double quantum dot showing the positions in gate spaed to perform single qubit gates
(red circle) and the two-qubit gates (yellow circle). Thetellashed line is the (1,1)-(0,2) inter-dot
transition line. The white arrow indicates the detuningsaxiused in the experiments. Although
the detuning pulse for the two-qubit gate crosses the chadgéion lines of D1 and D2, the
guantum dots remain in the (1,1) charge state as the pulgeigsimuch shorter than the electron
tunnel times to the reservoirs. (b) Plot of the voltage muksgplied to plunger gates P1 and P2
and the response of the quantum dot charge sensor over orsein@@@nt cycle. Firstly, D2 is
unloaded by pulsing into the (1,0) charge region for 1.5 msje circle). The electron on D1
is initialised to spin-down by pulsing to a spin relaxatiootdpot at the (1,0) and (0,1) charge
degeneracy (orange circle) 66 ;s (see Extended Data Fld. 5). D2 is loaded with a spin-down
electron by pulsing to the readout position for 4 ms (bluele)r During manipulation, the voltages
on the plunger gates are pulsed to the red circle for singlBtgates and to the yellow circle for
two qubit gates where the exchange~is6 MHz. After manipulation, the spin of the electron
on D2 is measured by pulsing to the readout position (blugdeifor 0.7 ms where the Fermi
level of the reservoir is between the spin-up and spin-doeatchemical potentials of D2. If
the electron is spin-up it can tunnel out followed by a spiuvd electron tunnelling back in.
These two tunnel events are detected by the QD sensor asla Biipgin the current signal. An
additionall.3 ms is spent at the readout position so that D2 is initiali®espin-down with high
fidelity. Following this, Q1 is measured by first performingC®O0T at the yellow circle so that

a|00) + £10) CROTZ, o |00) 4+ 5 |11). A projective measurement of Q1 is then performed by

37



539

540

541

542

measuring Q2 at the readout position fof ms (blue circle). Finally, we add a compensation
pulse to VP1 and VP2 so that over the measurement &ygle= 0 to mitigate charging effects in

the bias tees. (b) Close-up of the stability diagram in (@nshg the positions in gate-space used

for initialisation and readout.
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Extended Data Figure 3 | Single qubit properties and two-axis control. The purple (top) and
orange (bottom) data correspond to measurements perfaom€d and Q2, respectively, in the
(1,1) regime (red circle in Extended Data Figure 2). (a) Sprfraction as a function of the MW
frequency of an applied pulse showing a resonant frequency of 18.424 GHz (19.717) @iz
Q1 (Q2). (b) The spin relaxation time is measured by prepate qubit to spin-up and varying
the wait time before readout. From the exponential decaienspin-up probability we measure
Ty, > 50ms (7 = 3.7+0.5ms) for Q1 (Q2). (c) Spin-up probability as a function of MWrdtion
showing Rabi oscillations of 2.5 MHz for Q1 and Q2. (d) The hieging time is measured by
applying a Ramsey pulse sequence and varying the free enotuhe, 7. Oscillations were added
artificially to help fit of the decay by making the phase of thstiImicrowave pulse dependent on
the free evolution time¢ = sin(wr) wherew = 4 MHz. By fitting the data with a Gaussian
decay, ,B1y o exp [—(7/T5)? sin(wT), we extractly; = 1.0 £ 0.1 ps (I3 = 0.6 + 0.1 us) for Q1
(Q2). In the measurement for Q1 the first2 MW pulse is a Y gate. The Ramsey measurement
was performed over20 mins with the frequency calibrated evepl min. (e) The coherence
time of Q1 (Q2) can be extended 16541, = 19 £ 3 us (7 + 1 us) by a Hahn echo sequence.
The coherence time is extracted from an exponential fit t@e-up probability as a function of
the free evolution time in the Hahn echo sequence. (f) Fudl &xis control is demonstrated by

applying twor /2 pulses and varying the phase of the lag2 pulse.
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Extended Data Figure 4 | Randomised benchmarking of single-qubit gates.Randomised
benchmarking of the single qubit gates for each qubit isquaréd by applying a randomised se-
quence of a varying number of Clifford gates, to either the/1) or |0) state and measuring the
final spin-up probabilityP|’1> or Py, respectively. All gates in the Clifford group are decongubs
into gates from the set/, +X, £ X2 4+Y, +Y?}. The purple (orange) data points show the dif-
ference in the spin-up probabilitié%!1> — Py for Q1 (Q2) as a function of sequence length. For
each sequence length, we average over 32 different randomised sequences. Fraxpamen-

tial fit (solid lines) of the dat "1> — P|’1> = ap™, we estimate an average Clifford gate fidelity
Fe=1—-(1-p)/20f 98.8% and 98.0¢ for Q1 and Q2, respectively. The last three data points
from both data sets were omitted from the fits as they begietate from a single exponendal

All errors arels from the mean.
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Extended Data Figure 5 | Spin relaxation hotspots used for high fidelity initialisaton. (a)
Close-up stability diagram of the (1,0) to (0,1) charge ¢itaon. The white arrow defines the
detuning axis between D1 and D2 controlled with P1. (b) Sdtenof the energy level diagram
as a function of detuning for one electron spin in a doublatiua dot. (c) Spin relaxation hotspots
are measured by first preparing the electron on D1 to spirsiqgiEDSR, applying a voltage pulse
along the detuning axis (white arrow in (a)) for a wait timeof ns, and performing readout of the
electron spin. We observe three dips in the spin-up proihabdrresponding to spin relaxation hot
spots. The first and third hotspot are due to anticrossintysdes the(0, |) and (1, 0) states and
the (/,0) and(0, 1) states®. The second hotspot occurs at zero detuning. The voltageatém
between the first and third hot spot corresponds to the suimeoZé&eman energy of D1 and D2
divided by the gate lever arm along the detuning axis. Knowing precisely the Zeeman éegrg
from EDSR spectroscopy we can accurately extract the get¢e &m to bex = 0.09e. (d) The
spin relaxation time at zero detuning (orange circle ini@jpund to bel’; = 220 ns by measuring

the exponential decay of the spin-up probability as a fuamctif wait time,r, at zero detuning.
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Extended Data Figure 6 | Two-qubit controlled rotation (CROT) gate. (a) Microwave spec-
troscopy of Q2 close to zero detuning between the (1,1) ajftj &Bate (yellow dot in Extended
Data Fig[2(a)) where the exchange coupling is on. The blde @ curve show the resonance of
Q2 after preparing Q1 into spin-down or up, respectivelye Tésonance frequency of Q2 shifts
by the exchange coupling and by applying aulse at one of these frequencies we can perform a
CROT, which is equivalent to a CNOT up ta aotation. As discussed in the main text, this CROT

gate is used to perform the projective measurement of Q1.
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Extended Data Figure 7 | Measurement of.J,5 using a decoupling sequenceThe exchange
couplingJ,; during single-qubit gates is measured using a two-qubitnHatdho sequence which
cancels out any unconditionalrotations during the free evolution time Fitting the spin-up

probability as a function of free evolution timeusing the functional formin (27 .J,57), we extract

Joﬁ = 270 kHz.

48



o
N

o
N

Q1 spin-up probability
o
w

o
(N

T T
QL)

Q210) X2

o
o)}

o
3

Wait time, 1 (us)

Extended Data Fig. 7:

49



598

599

600

601

602

603

604

605

606

607

608

609

Extended Data Figure 8 | Microwave spectroscopy of Q1 and Q2.(a,b) Spectroscopy of
(@) Q1 and (b) Q2 versus detuning energyafter initialising the other qubit t¢[0) + [1))/v/2.
Towardse = 0 there are two resonances for Q1 (Q2) which are separatecelsxtthange energy,
J(€)/h. As discussed in the manuscript, the Zeeman engigy) of Q1 and Q2 also depends on
detuning as changes to the applied voltages will shift thetjom of the electron in the magnetic
field gradient. The four resonance frequencies are fittegegrblue, red and yellow lines) with
fir = Ezi(e) + (—1)k1.J(¢) where;j denotes the qubit anddenotes the state of the other qubit.
The data is fit well using/(e) o< e, E'z1(€) o e, andEz»(€) x e. The fitted Zeeman energies
of Q1 and Q2 are shown by the black lines. We observe that teenZe energy of Q1 has an
exponential dependence towards the (0,2) charge regime) which can be explained by the
electron delocalising from D1 towards D2 which has a sigaiftty higher Zeeman energy. (c)

Schematic showing the color coded transitions that coomgpo the resonances in (a,b).
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Extended Data Figure 9 | Decay of the decoupled CZ oscillationsThe normalised spin up
probability of Q1 as a function of the total duration tin2e, of the two CZ gates in the decoupled
CZ sequence. The data is fitted using a sinus8ig,= 0.5 sin 27.J7 + 0.5, with either a Gaussian

(black line),e~27/T2)*  or exponential (red liney~2/72, decay. From these fits we find a decay

time of 7, = 1.6 us.
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Extended Data Figure 10 | Simulation of the Deutsch-Josza and Grover algorithms usig
the decoupled CZ gate.Two-spin probabilities as a function of the sequence tinrenguthe (a)
Deutsch-Josza algorithm and the (b) Grover search algofitheach function using the decoupled
version of the two-qubit CZ gate. The solid lines show thecomte of the simulations which

include decoherence due to quasi-static charge noise ahebmspin noise.
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