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Man has continued to evolve by acts of disobedience. Not only was his spiritual
development possible only because there were men who dared to say no to the powers that

be in the name of their conscience or their faith, but also his intellectual development
was dependent on the capacity for being disobedient, disobedient to authorities who tried
to muzzle new thoughts and to the authority of long-established opinions which declared

a change to be nonsense.

Erich Fromm, On Disobedience and Other Essays
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SUMMARY

Machine learning aims to solve a task with a certain algorithm or statistical model that
is trained on data, with or without labels. As a subcategory of machine learning, deep
learning achieves good performance with its flexibility on end-to-end representation
learning and architecture design. Despite the successes of deep learning, the output
of which can be sensitive to various factors. This work visits three sensitivity factors:
distribution shifts, attacks, and human impact.

One factor that can impair the performance of a deep net is a distribution shift be-
tween the training data and the test data. Depending on the availability of either data
or label, some coping strategies for distribution shifts are domain adaptation, domain
generalization, transfer learning and multi-domain learning. We first show how domain
adaptation can help to mitigate the gap between historic and modern photos for visual
place recognition. We show that this can be realized by focusing the network on the
buildings rather than the background with an attention module. In addition, we intro-
duce a domain adaptation loss to align the source domain and the target domain. We
then move to domain generalization and show that learning domain invariant represen-
tations cannot lead to good performance for domain generalization. We suggest to relax
the constraint of learning domain invariant representation by learning representations
that guarantee a domain invariant posterior, but the resulting representations are not
necessarily domain invariant. We coin this type of representation as hypothesis invari-
ant representation. Finally, we study multi-domain learning and transfer learning with
the application of deep learning to classify Parkinson’s disease. We show that a temporal
attention mechanism is key for transferring useful information from large non-medical
public video datasets to Parkinson videos. Weights are learned for various tasks involved
in this Parkinson dataset to decide a final score for each single patient.

A deep net is also sensitive to malicious attacks, e.g., adversarial classification attacks
or explanation attacks. Adversarial classification attacks manipulate the classification
result while explanation attacks change the explanation heatmap but do not alter the
original classification results. We notice that the robustness to an adversarial classifica-
tion attack is linked to the shape of the softmax function and can be improved by using
a polynomial softRmax, which is based on a Cauchy class conditional distribution. This
also shows that the performance of deep learning is sensitive to the choice of class con-
ditional distribution. Regarding the explanation attacks, we design several ways to at-
tack the GradCAM explanation heatmap to become a predetermined target explanation
which does not explain the classification result.

We further explore the influence of human trainers in hyperparameter tuning during
the learning of deep nets. A user study is designed to explore the correlation between
the performance of a network and the human trainer’s experience of deep learning. Ex-
perience of deep learning is found to be correlated with the performance of the deep
net.

xi





SAMENVATTING

Machine learning lost taken op met een model dat is getraind met data. Deep learning
is een subcategorie van machine learning, dat goed werkt met grote hoeveelheden data.
Ondanks dat Deep learning vrij successvol is en veel toepassingen heeft gevonden, kan
deep learning gevoelig zijn voor verschillende factoren. Dit proefschrift onderzoekt drie
van zulke factoren: distribution shifts, adverserial attacks en menselijke invloed.

Distribution shift betekend dat de distributie waar de trainingsdata vandaan komt
anders is dan de distributie van de test data. Afhankelijk van de setting, zijn er meerdere
manieren om hier mee om te gaan, zoals domain adaptation, domain generalization,
transfer-learning of multi-domain learning.

We passen domain adaptation toe op foto’s van historische plekken, om deze dis-
tributie te laten lijken op de distributie van moderne foto’s. De toepassing is het herken-
nen van de locatie waar de foto is genomen. Dit kan in een diep neuraal netwerk worden
gedaan met een attentie-module die het netwerk laat letten op gebouwen in plaats van
de rest van de foto. We introduceren ook een loss-functie om de source en target op
elkaar te laten lijken.

We analyseren domain generalization, en we laten zien dat domein-invariante rep-
resentaties niet goed kunnen werken voor domain generalization. We stellen voor dat
domein-invariante representaties te strikt zijn, en dat alleen de posterior domein invari-
ant moet zijn. We noemen deze representatie een hypothese invariante representatie.

We bestuderen ook multi-domain learning en transfer learning met een toepassing
voor het classificeren van Parkinson. Een temporale attention module is nodig om in-
formatie vergaart uit een grote collectie niet-medische videos effectief te gebruiken voor
medische Parkinson videos.

Een diep neuraal netwerk is ook gevoelig voor vijandelijke aanvallen, zoals een clas-
sificatie aanval of uitleg aanval. Een classificatie aanval veranderd het voorspelde label,
terwijl een uitleg aanval de uitleg van het neurale netwerk manipuleert terwijl het de
classificatie onveranderd laat.

Ons werk laat zien dat classificatie aanvallen onder andere mogelijk zijn door de
vorm van de activatie functie, de gebruikelijke softax functie. Door de softmax te ver-
vangen met een polynomiale vervanging, dat we de softRmax noemen, worden aan-
vallen minder succesvol. Oftewel, de activatie is ook een aspect waar neurale netwerken
gevoelig voor zijn.

In de context van uitleg aanvallen, ontwikkelen we een nieuwe aanval op het Grad-
CAM uitleg-algoritme. Onze aanval veranderd de uitleg maar veranderd niet de classifi-
caties.

Tenslotte onderzoeken we de invloed van de persoon die de hyperparameters tuned
van een diep neuraal netwerk. Via een gebruikers onderzoek onderzoeken we de cor-
relatie tussen de prestaties van de getunede diepe neurale netwerken en de kennis van
deep learning van de gebruiker. We komen er achter dat deze twee gecorreleerd zijn.

xiii





1
INTRODUCTION

Machine learning differs from imperative computer programming in that it does not tell
the machine how to do a task; instead it focuses on trying to specify what task to do
by offering examples with for each data sample the expected outcome for the task at
hand [1]. As a sub-field of machine learning, deep learning [2] differs itself from classic
machine learning models by focusing on signals such as images, speech, text where its
flexibility in representation learning and architecture design is shown to be an advan-
tage. With the progress in the field of hardware, which offered greater computational
power for algorithms, we observed successes of deep learning models on large image
datasets that were not possible otherwise. The great success of the AlexNet deep network
[3] on the ImageNet Large Scale Visual Recognition Challenge in 2012 is considered as
the breakthrough of deep learning. AlexNet belongs to the family of Convolutional Neu-
ral Networks (CNNs) that was initially proposed by Yann LeCun et al. in 1989 [4]. AlexNet
marks a milestone of the use of CNNs on computer vision tasks.

The representation learning characteristic of deep nets brings both simplicity for ap-
plication and good performance for visual recognition. Unlike classic machine learning
approaches where smart representations need to be extracted from images by experts,
deep nets can learn discriminative high-dimensional representations. This has greatly
lowered the barrier of the application of deep learning in fields outside computer science
such as health, agriculture and business [5]–[7]. Such a way of representation learning
also gives the network great flexibility to explore possible features that are beyond hu-
man understanding but can lead to state of the art performance, which further has led
to the popularity of deep learning.

In particular, Convolutional Neural Networks (CNNs) [8], [9] have been successfully
applied on many visual learning problems. No more handcrafted features are needed
compared to classic computer vision approaches. Nevertheless, deep nets remain black-
boxes [10], the performance of which can be overly sensitive to many factors. In this the-
ses, I mainly focus on three of these factors: distribution shifts, malicious attacks, and
human factors. These three factors cover possible disturbances to the performance of
CNNs from three perspectives: intrinsic data sampling bias, extrinsic threats and the in-
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teractive factor between the network and human beings. The three factors are explained
below.

The performance of CNNs is sensitive to distribution shifts [11] between datasets,
i.e. , when datasets follow different distributions. The training data and the test data are
not guaranteed to be independent and identically distributed. This happens especially
in real-world applications, such as differences in recording devices. A well trained CNN
usually fails under distribution shifts. We explore various ways to cope with distribu-
tion shifts, including domain adaptation, domain generalization, transfer learning and
multi-domain learning.

CNNs are also sensitive to malicious attacks. Two types of malicious attacks, clas-
sification attack [12], [13] and explanation attack [14], [15], are discussed in this thesis.
Both of the two attacks can be categorized into adversarial attacks and architecture at-
tacks. Adversarial classification attacks aim to add a small perturbation to the input to
cause decrease in classification accuracy. We will present a simple way to increase the
robustness of deep nets against adversarial classification attacks. An explanation attack
changes the explanation heatmap without harming the classification results. An adver-
sarial explanation attack adds a small perturbation in the input to change the explana-
tion while architecture attack manipulates the network to change the explanation. We
will focus on the architecture attack for explanation attacks and show multiple ways to
achieve misleading explanation heatmaps.

Furthermore, the performance of deep learning is sensitive to the settings of its hy-
perparameters [16], [17], and the choice of hyperparameters highly depends on the hu-
man trainers [18]. We explore correlations between the human trainers’ experience with
deep learning and the final deep net performance. We show that the experience of a
human trainer plays an important role in the final classification accuracy of the same
network on the same task.

We will look into the three sensitivity factors, distribution shifts, malicious attacks
and human factors and propose some solutions to remedy the sensitivities. The follow-
ing sections in this chapter will present some background of these factors for interested
readers.

1.1. PRELIMINARIES
CNNs are a nonlinear mapping from an input space, typically images, to a target output,
typically a class label. The nonlinear mapping is constructed by several stacked layers
consisting of multiple filter kernels. The kernel weights are learned by optimizing a loss
function designed for a specific task. The architecture of a CNN is flexible (like LEGO)
and can be reconstructed for different tasks, e.g., number of layers, kernels, kernel size,
can all be customized.

A classification task aims to assign a data sample to a certain category. Logistic re-
gression is a classic machine learning model for classification that maps a data sample
linearly to a category. A deep learning network resembles logistic regression but can
learn a nonlinear mapping of the data samples to categories. The classification pipeline
with CNNs can be dissected into a feature extractor and a classifier. The feature extractor
g maps the input data x to a latent representation g (x). The classifier f further maps the
latent representation to embedding z, the size of which is the number of classes m. With
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the standard softmax activation ς, the embedding z is normalized to a vector of posteri-
ors with p(yi |x) = ςi (z) = ezi /

∑
k ezk , where yi is the class number i . The predicted class

label is then the class ŷ with the highest posterior. Given n samples, with x j denoting
sample j , weights in deep nets are optimized by minimizing the cross entropy loss as
follows

L =− 1

n

n∑
j

m∑
i

yi · log(p(yi |x j )). (1.1)

A regression task aims to learn a mapping from an input to a continuous value [19]
and is performed in a similar way as a classification task in deep learning. It can use the
same architecture as a classification network, but the last layer is changed to have a 1
dimensional output. As a result in a regression task, input x is mapped to a 1-D value
ŷ . The basic loss function for regression is the mean square error. With y as the target
value, the mean square error is:

L =− 1

n

n∑
i

(ŷi − yi )2. (1.2)

The main difference between classification and regression is that classification maps
inputs to discrete categories while regression learns a mapping to a continuous value.
Both the classification task and the regression task will be discussed in this work.

1.2. DISTRIBUTION SHIFT
A standard assumption made in deep learning, or more general in machine learning, is
that the training data and the test data are independent and identically distributed (i.i.d.
). That means, all the data are sampled independently from the same distribution p.
However, real world data often does not follow the i.i.d. sampling rule which leads to a
distribution shift between the training data and the test data. For standard sets where
the training and test data are nearly i.i.d. , a deep net usually transfers well from the
training data to the test data. However, a trained deep net is likely to fail on test data if
the training data and the test data are non-i.i.d. [20], [21]. This is defined as sensitivity
to distribution shift in this thesis.

Consider a scenario in autonomous driving as an illustration. An autopilot system
that is well trained on the data collected from Europe can recognize the pedestrian and
cars when it is deployed in Europe. If the same autopilot system is directly operated in
Asia without any tuning, its performance there will not be able to match what can be
achieved in Europe due to the differences in infrastructure, environment and appear-
ance etc. One solution is that we can label many data from Asia and use the data to
retrain the model, which is expensive and requires a lot of human effort. Another solu-
tion is to transfer the knowledge learned from the European dataset to the Asian dataset.
Several solutions for transferring the knowledge are discussed below.

1.2.1. DOMAIN ADAPTATION
Domain adaptation [22] is one of the approaches to tackle the sensitivity of a model to
distribution shift by adapting the distribution of the training data pDs to approximate
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(a) Source domain: photo of my cat Pepper.

(b) Possible target domain: painting, sketch,
porcelain.

Figure 1.1: Illustration of domains. Figure 1.1a shows the source domain that consists of real world photo of
cat. A model trained on the source domain for a classification task may not recognize the object ‘cat’ in a non-
identical domain, which can be paintings or sketches of cats, as shown in Figure 1.1b. Domain adaptation is
not constrained by classification tasks. The source domain and target domains can also form a cross-domain
image retrieval task. 1.1a, credit to my cat, Pepper. 1.1b, reproduced (with altered formatting) with permission
from Rijksmuseum, Amsterdam.

the distribution of the test data pD t . In domain adaptation, the training data is also re-
ferred as the source domain Ds , and the test data is named as the target domain D t . Both
the source and the target domain are available during training. The source domain is la-
belled while the target domain is usually unlabelled or partially labelled due to lack of ex-
perts or resources, which makes domain adaptation an unsupervised/semi-supervised
task to obtain predictions on the target domain. Figure 1.1 presents an illustration of a
source domain and target domain in domain adaptation.

Covariate shift is a common type of distribution shift, that assumes a constant la-
belling function across distributions of domains pDd ,d ∈ {1,2,3, . . . ,d}, as the index of
domain D . That means the same posterior and label will be obtained for an input x,
no matter from which distribution pDd it is sampled; p(yi |x,Dd ) = p(yi |x). One classic
domain adaptation approach [20] for covariate shift is weighting samples in the source
domain by importance. Samples that are more likely belonging to the target domain are
considered as more important thus receive higher weights w and vice versa. The likeli-
hood that a sample belongs to a certain domain can be obtained by a density estimation.
However, we show in this work that the choice of the distribution when estimating the
density impacts the sensitivity of the model to outliers in the data.

Another domain adaptation approach aims to find a common space where the distri-
butions of the source domain and the target domain are as similar as possible. Note that
the true distribution of a domain is not available but can only be estimated by the sam-
pled data. Due to the feature learning characteristic of deep learning, domain adaptation
in deep learning relies on learning a domain invariant representation, z, that satisfies
pz|Ds = pz|D t . The underlying assumption of learning domain invariant representations
is that the source domain and the target domain can be mapped to a latent space where
the distributions overlap.
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1.2.2. DOMAIN GENERALIZATION

(a) 0◦ (b) 15◦ (c) 30◦ (d) 45◦ (e) 60◦

Figure 1.2: The rotated MNIST dataset serves as an example for domain order, which is rotation in this case.

Another non-i.i.d. setting is domain generalization [23] where multiple labeled non-
i.i.d. source domains Ds , s ∈ {1,2,3, . . . ,d} are available while the target domain D t is
absent. It is not possible to perform adaptation due to the absence of the target domain
so the focus is on generalization. The intuition of domain generalization is that domains
share similar information and useful features can be learned from the source domains
Ds which can generalize to the unseen target domain D t . The hidden assumption about
the underlying distribution shift, is that the distribution shift is a covariate shift [23], [24],
which means the same posterior is obtained for a sample x no matter which domain it
comes from.

Due to the similarities between domain adaptation and domain generalization, sim-
ilar methods can be easily spotted and many focus on learning domain invariant rep-
resentations based on the source domains [25]–[27]. To be noted, learning domain in-
variant representation is meaningful for domain adaptation given the fact that the target
domain is available. It is questionable to learn source domain invariant representations
with the hope to generalize to the unseen target domain for domain generalization as
there is no guarantee that the target domain will also be mapped to the same represen-
tations.

We suggest to focus on the distribution of domains PD for domain generalization so
we can better model the possibilities of the target domain. We define domain order as
the distribution PD from which all domains involved in a task are sampled. Note that it is
not possible to simulate the domain order for most inputs, except for some special cases,
for example when domains are rotated versions of each other (as shown in Figure 1.2 in
which numbers are drawn). In the early years of this field [24], [28], research focuses on
developing an universal generalization approach without putting much attention on the
prior domain order (distribution), such as rotation, light change [24]. The potential tar-
get domain does not follow any order presented in the source domains and the source
domains do not have a clear order themselves. However, recent research starts to debate
whether it is at all possible to generalize to any unseen target domain without assuming
a domain order [29]. We show in this work that learning domain invariant representa-
tion is not necessary and may even hurt the generalization. We speculate that this is due
to the discarding of domain order. We propose a way to relax the domain invariant rep-
resentation learning approach, to give the network the possibility to keep the domain
order.
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1.2.3. TRANSFER LEARNING

Transfer learning [30] is an often encountered practical approach [31]–[33] for deep nets
to use large scale public dataset to benefit specific tasks where the target domain D t is
labelled but of small size. Unlike domain adaptation and domain generalization, the
same labelling space is not always assumed in transfer learning. The intuition behind
this is that the large scale dataset, for example, ImageNet, contains information that can
be useful for other tasks. However, not surprisingly, recent research has shown that such
kind of transfer is not always successful [34], [35]. Due to potential large distribution
shifts between public datasets and specialized datasets, e.g., consumer photographs and
medical images, it is hard to imagine how transfer learning would help. Surprisingly, in
practice, we show that for a Parkinson’s disease classification task that one can benefit
from other public datasets.

1.2.4. MULTI-DOMAIN LEARNING

Multi-domain learning [36], [37] is similar to domain generalization where multiple non-
i.i.d. source domains are combined to make a final prediction on a target task. Different
from domain generalization, the target task is known in multi-domain learning. The fi-
nal prediction could be on the same task or on a different one. For example, data of
Parkinson patients can be recorded into various tasks, finger tapping, hands movements,
kinetic tremor etc. Those tasks can be combined to make a final prediction on a patient.
The non-i.i.d. nature of domains make the challenge to be a domain combining strategy.
It is not hard to imagine that some domains are more important for the final task while
some are less. So the model is sensitive to the distribution of domains and correspond-
ingly the combination strategy of domains is of uttermost importance.

1.3. MALICIOUS ATTACKS
Deep nets are sensitive to malicious attacks that are designed to harm the performance
of a network. A typical malicious attack in deep learning is an adversarial attack which
aims to change the prediction result of a model by adding tiny perturbations in the in-
put. The manipulated input x′ and the original input x are visually not distinguishable by
a human. But the manipulated input can fool the network to give a wrong prediction re-
sult. Usually the wrongly predicted results are also accompanied with high confidence,
which makes the attack even harder to be detected. Adversarial attack can be danger-
ous in some scenarios where a high level of safety is required, for instance, autonomous
driving and the medical field. With adversarial attacks, a hacker with malicious intention
can change the prediction of a pedestrian to be a road for example, or a patient who is
healthy to be ill.

We present another type of attack in this thesis, explanation attack. An explana-
tion attack is a relatively new type of attack that has not been extensively explored yet.
The high sensitivity of deep net to adversarial attack is partially attributed to the black-
box magic in deep learning. Given this background, how to obtain an explanation of a
trained deep net has become an important topic with the hope to understand the mech-
anism of deep learning better, thus reduce the sensitivities of deep nets to attacks. Un-
intentionally, the existing explanation approaches themselves are sensitive to attacks as
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(a) Confidence: 95.05% (b) Confidence: 79.03%

Figure 1.3: Input image and predicted class by ResNet-50 pretrained on ImageNet. The image on the left is the
original ImgeNet image x and the one on the right is the manipulated image x′ generated by FGSM at attack
level ϵ= 0.01. The two images are not visually different but the manipulated one is predicted to be a wrong class
‘Indri’ with a high confidence of 79.03%. Note that ImageNet contains 1000 classes so a posterior of 79.03% is
very high.

well. This leaves the doubt whether the explanation results are trustworthy or not.

1.3.1. ADVERSARIAL ATTACK
Adversarial attacks can be categorized into two types, white-box attack and black-box
attack [38]. White-box attacks have access to the deep net architecture and are usually
gradient based, e.g., Fast Gradient Sign Method (FGSM) [12] computes the gradient of
the loss function to the input and adds a small value in the input following the gradi-
ent direction to increase the loss, therefore changes the prediction result. The manip-
ulated image is not visually different from the original image, as shown in Figure 1.3.
The perturbation is decided by a coefficient ϵ multiplied by the sign of the loss gradient
∇x L(w,x, y) where L is the loss function used to optimize the network weights w with x
as the input and y as the label. The perturbed input becomes:

x′ = x+ϵsign(∇x L(w,x, y)) (1.3)

A black-box attack does not have direct access to the architecture but can train a
substitute network that mimics the decision of the target architecture. The ability of a
network defending adversarial attacks is defined as robustness, which usually requires
adversarial training.

1.3.2. EXPLANATION ATTACK
For computer vision by deep learning tasks, a heatmap based explanation aims to gen-
erate a heatmap that highlights the informative region of the input regarding the task
[39], [40]. Take the famous GradCAM [39] as an example, the importance is determined
by the gradient of the posterior p(yi |x) to the feature maps, which are the outputs of a
certain layer in the network. The heatmap is a linear combination of all the feature maps
(channels) followed by a ReLU function that removes negative values. This explanation



1

8 1. INTRODUCTION

is shown to be effective on the public dataset ImageNet for classification task. For ex-
ample in Figure 1.4, if an otter sits on the sand, the heatmap highlights the otter instead
of the background for the class ‘otter’. However, a real explanation is still far from giv-
ing clear reasoning on how the deep net makes a certain decision but it brings intuitive
understandings.

Unfortunately the explanation approaches also suffer from attacks, like the predic-
tion result itself as shown in Figure 1.4. The aim of an explanation attack is to change the
explanation heatmap to be a certain targeted explanation map or random map that can-
not explain the classification result, without harming the classification performance. At-
tacks for explanations can be categorized into adversarial input attacks, which changes
the inputs, and architecture attacks, which manipulates the network itself. The latter
does not change the input but alternates the architecture. We will focus on architecture
attack in this thesis.

(a) Input (b) Original explanation (c) attacked explanation

Figure 1.4: Illustration of explanation and explanation attack. The original GradCAM explanation highlights
the otter itself while the attacked explanation is forced to be a target smiley face. No perturbation is added in
the input. The classification result is not changed but the explanation heatmap cannot explain the classifica-
tion decision anymore.

1.4. HUMAN IMPACT

Another factor, the human role, to which a deep net is sensitive is often neglected. After
all, it is still a human who does the training before the true machine intelligence emerges.
Given a fixed deep net architecture, the interaction between human trainers and deep
nets is mainly on the hyperparameters, such as learning rate, batch size, weight decay,
etc. There exist many studies regarding the impact of hyperparameters on the weights
optimization of the network [41]–[43] but few sheds light on the impact of human trainer.
How are the hyperparameters chosen? Whether trainers from different education levels
have different training strategies? Or is it the experience with deep learning that decides
the strategies of choosing hyperparameters? We will study the correlation between hu-
man experience of deep learning and the final performance of a deep net.

1.5. CONTRIBUTIONS

The structure of this thesis is presented in table 1.1 for the readers’ convenience.
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Table 1.1: Sensitivities in deep learning

Sensitivity
Chapter

Sensitive to distribution shift

Domain adaptation Chapter 2, image retrieval
Domain generalization Chapter 3, preserve domain order
Transfer learning and multi-domain learning Chapter 4, Parkinson disease analysis
Sensitive to distribution Chapter 5, softRmax

Sensitive to attack

Adversarial attack Chapter 5, softRmax
Explanation attack Chapter 6, GradCAM attack

Sensitive to human trainer

Human impact Chapter 7 black magic

Chapter 2 presents a domain adaptation solution for visual place recognition across
different time periods. The visual place recognition task is designed to be image re-
trieval with the goal to collect images from the database that contain the same building
as shown in the query image. Query images are archived old Amsterdam architectures
while the database consists of modern Amsterdam cityscapes. We show that the deep
net is sensitive to the distribution shift between the query and the database caused by
time change.

Chapter 3 discusses whether it is possible to generalize to unseen target domains and
shows that learning domain invariant representations cannot achieve this goal. To the
contrary, learning domain invariant representation may further discard the information
about domain distribution or domain order. We propose to relax the constraints on rep-
resentation learning by learning hypothesis invariant representations, which in prac-
tice, is learning posterior invariant representations. Hypothesis invariant representation
does not force representations from source domains to be invariant thus can potentially
preserve the domain order. If the target domain follows the same domain sampling strat-
egy, the model can better generalize to this unseen target domain by keeping the domain
order.

Chapter 4 shows that transfer learning from large public dataset is a good solution
when the dataset is very small, but may need extra design for the medical applications.
We show that Parkinson disease quantification based on videos can benefit from public
video datasets. Guiding the network to focus on temporal correlations between frames
leads to an even better transfer results. We speculate this is because the actions in the
public video dataset are of large scale while the tremor in the Parkinson videos are subtle.
A temporal attention mechanism can learn the frequency discrepancy between the pub-
lic dataset and the medical dataset better. We also present a learned weighting scheme
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for various non-i.i.d. medical tasks/domains to quantify Parkinson disease at patient-
level.

Chapter 5 proposes an adversarial defense by linking the standard softmax activation
function ςS

i (z) to Linear Discriminant Analysis (LDA). Following Bayes’ rule, the posterior
of class yi with LDA, under equal priors, is

p(yi |x) = p(yi )p(x|yi )∑
k p(yk )p(x|yk )

= p(x|yi )∑
k p(x|yk )

. (1.4)

To obtain class conditional probability p(x|yi ), the density estimation is often based
on a Gaussian distribution. We show that the exponential behavior of the Gaussian dis-
tribution leads to overconfident prediction for samples in the distribution tail and sen-
sitivity to adversarial attacks. We substitute the Gaussian distribution with a polynomial
Cauchy distribution and propose a polynomial softRmax function. Deep nets with softR-
max as the final layer activation function give more conservative predictions for samples
in the tail and show improved robustness against adversarial attacks. This further shows
deep nets are sensitive to the choice of distributions.

Chapter 6 presents four different attacks on the popular explanation method, Grad-
CAM, on ImageNet. We show that it is possible to manipulate the explanation to be ran-
dom, constant color, constant image, or targeted sticker for all the images, while main-
taining the original classification performance. An example is presented in Figure 1.4.
We do not imply the GradCAM method is useless by any means, but simply raise the
awareness that it is also sensitive to attacks, like the network itself.

Chapter 7 analyzes statistically how sensitive the performance of a deep net is to hu-
man experience with deep learning. We try to answer the questions about human im-
pacts on the choice of hyperparameters and how this can further influence the training
of the network.
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2
DOMAIN ADAPTATION

A cross-domain visual place recognition (VPR) task is proposed in this work, i.e., matching
images of the same architectures depicted in different domains. VPR is commonly treated
as an image retrieval task, where a query image from an unknown location is matched
with relevant instances from geo-tagged gallery database. Different from conventional
VPR settings where the query images and gallery images come from the same domain, we
propose a more common but challenging setup where the query images are collected un-
der a new unseen condition. The two domains involved in this work are contemporary
street view images of Amsterdam from the Mapillary dataset (source domain) and histor-
ical images of the same city from Beeldbank dataset (target domain). We tailored an age-
invariant feature learning CNN that can focus on domain invariant objects and learn to
match images based on a weakly supervised ranking loss. We propose an attention aggre-
gation module that is robust to domain discrepancy between the train and the test data.
Further, a multi-kernel maximum mean discrepancy (MK-MMD) domain adaptation loss
is adopted to improve the cross-domain ranking performance. Both attention and adap-
tation modules are unsupervised while the ranking loss uses weak supervision. Visual
inspection shows that the attention module focuses on built forms while the dramatically
changing environment are less weighed. Our proposed CNN achieves state of the art re-
sults (99% accuracy) on the single-domain VPR task and 20% accuracy at its best on the
cross-domain VPR task, revealing the difficulty of age-invariant VPR.

This chapter has been published as:
Z. Wang, J. Li, S. Khademi, J. van Gemert, "Attention-Aware Age-Agnostic Visual Place Recognition", Proceed-
ings of the IEEE/CVF International Conference on Computer Vision Workshops, 2019 [1].
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2.1. INTRODUCTION
Recently, there has been interest among the computer vision researchers to solve the
visual place recognition (VPR) task in the form of image retrieval [2]–[8]. In [9], the dis-
criminative visual cues learned for visual place classification task are investigated. In-
terestingly, CNN filters learn human-like discriminative visual cues to recognize a place,
including built forms, signs or vegetation. Among these discriminative attributes, build-
ings are the most robust that remain, more or less, invariant during the changes in day
and night lighting, different seasons and even years. However, CNNs are still influenced
by irrelevant objects like roads and the sky. In this work, we introduce a CNN model
with attention aggregation module to focus on domain invariant features, i.e. buildings,
for the cross-domain VPR task. We will demonstrate that our work can be further com-
bined with multi-kernel Maximum Mean Discrepancy (MK-MMD) loss to obtain bet-
ter domain adaptation results. The images from the two domains with a large time lag
are depicted in Fig.2.1, being historical images (queries) and current street view images
(gallery) of Amsterdam.

Figure 2.1: Correctly retrieved images with our proposed method. The top row illustrate the general place
recognition in the same domain: both the query (left) and gallery image (right) are from the same dataset.
The bottom row shows the cross-domain place recognition task where the query (left) is from the Beeldbank
dataset and the galley image (right) is from the Mapillary dataset.

The VPR task is commonly formulated as content based image retrieval (CBIR), i.e.,
sorting the geo-tagged gallery images by their distances to the unknown query image.
The query is then labeled based on its best matching image in the gallery. Deep image
representation learning is currently state of the art for almost all CBIR settings. Among
the deep feature learning methods, distance learning CNNs are the most popular ones
[10], [11]. Nevertheless, supervised deep distance learning requires similar and dissim-
ilar image pairs for training. In this work, image pair labels are not available and we
only have access to geo-tagged images from the Mapillary street view imagery and thus
a weakly supervised deep feature learning is used, similar to the work of NetVLAD[2].

Different from [2], our queries are historical images which are not geo-tagged and
exhibit a domain discrepancy between training data and test data. Age-agnostic place
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Figure 2.2: Our proposed CNN model include three modules: an attention module, am attention-aware VLAD
module and a domain adaptation module. The attention-aware VLAD module uses the attention scores to
weigh both the deep features and the global descriptors with two streams, A1 and A2, which are explained in
Section 2.3.2.

recognition that is addressed in this paper is a more challenging problem firstly due
to the lack of image pair labels for training, secondly due to the domain shift between
the gallery and query images caused by the change of scenery over a large time gap
and thirdly due to the outliers in target domain. Different technologies of photography,
equipment and processes used in the production of photos in the past also contribute to
this domain shift. Fig2.1 shows the general and the age-agnostic place recognition task.

We are inspired by [12], which introduces an attention module into NetVLAD for the
classification task to address the unequal importance of local features in VLAD feature
aggregation layer. In our work, a new attention aggregation technique is proposed to
weigh both global VLAD descriptors and local descriptors. A domain adaptation loss
based on MK-MMD is additionally introduced to achieve better cross-domain perfor-
mance. Note that both the attention and the domain adaption modules are unsuper-
vised and thus no labels are required.

Our attention-aware architecture is depicted in Fig.2.2 which consists of three mod-
ules and a shared convolutional neural network for feature extraction (AlexNet cropped
before conv5). The attention module is a single convolutional layer followed by softplus
activation function, transforming the feature map to a heatmap. This heatmap contains
attention scores for the deep features. The VLAD module aggregates deep features in
the attention-aware scheme by assigning attention scores to both local and global de-
scriptors. The unsupervised domain adaptation module is additionally used to learn
domain-invariant features. Our oblation studies show that both modules are important
to reach state of the art results. Our speculation is that MK-MMD loss aligns the photo
styles while attention module focuses on domain invariant contents.

Our contributions are summarized as:

• To the best of our knowledge, this is the first large scale (40k) image database for
age-invariant visual place recognition task. We manually annotated 104 histori-
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cal images and their corresponding matched current street view images only for
evaluation purpose.

• A new attention aggregation scheme is proposed to combine both the local and
global image descriptors (Section 2.3.2).

• We combined the MK-MMD domain adaptation loss with the ranking loss to learn
domain-invariant features for cross-domain VPR task. (Section 2.3.3).

We tested our proposed model on conventional VPR task and our experiments show
the state of the art results on Mapillary dataset compared to other competitors. Detailed
results and ablation studies will be presented in Section 2.4.5. The comparison of single-
domain and cross-domain results reveals the difficulty of age-agnostic place recognition
task.

2.2. RELATED WORK
The performance of VPR as an image retrieval problem depends on the ranking accuracy
w.r.t. a similarity metric. The query location is suggested based on the top M similar im-
ages (annotated with geo-tags). To extract good features for indexing, traditional works
focus on hand-crafted features such as SIFT[13]) and SURF[14]. Some other efficient
methods are based on the aggregation of local gradient-based descriptors like Fisher
Vectors [15] and VLAD[16]. [5] is a SURF based model which improves the performance
by detecting and removing ‘confusing objects’. [7] uses SIFT to detect the repetitive pat-
terns in the image which is representative for buildings. [17] focuses on matching images
that have large view point changes by generating artificial views of a scene for the train-
ing process.

Recent works suggest that a CNN trained on a large scale dataset as a feature extrac-
tor outperforms hand crafted features on various tasks [3], [18]–[20]. In turn, [21] shows
that features in the early layers of a CNN trained for image classification can be effec-
tively used as visual descriptors for image retrieval. LIFT [22] is a learning pipeline for
feature extraction which introduces an end-to-end unified network for detection, ori-
entation estimation, and feature description. [23] proposes a global image representa-
tion by the regional maximum activation of convolutional layers (R-MAC) well-suited for
place recognition. [3] proposes novel CNN-based features designed for place recogni-
tion by detecting salient regions and extracting regional representations as descriptors.
NetVLAD [2] introduces a novel triplet ranking loss together with a VLAD aggregation
layer that can learn powerful representations for the VPR task in an end-to end manner.
A known disadvantage of NetVLAD lies in its global feature aggregation. [24] proposes
a region proposal network to learn which regions should be pooled to form the final
global descriptor. Similar to [2] , we use current geo-location tags for weakly supervised
feature learning using triplet distance learning network. However, we do not have access
to matched image pairs from the two domains for supervised training, i.e., matched his-
torical and contemporary images. To address this domain mismatch between the test
and train data, we need to promote domain-invariant feature learning.

We tailor an attention aggregation model that can boost the cross-domain perfor-
mance for our specific task, age-agnostic urban scene matching. Attention model is
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broadly used in natural language processing [25], [26] and computer vision tasks [8],
[19], [27]–[31]. [32] shows that attention model can also be adopted to benefit metric
learning. [19] proposes an attention mechanism to select key points for matching. At-
tention model is considered to be effective for domain adaptation as well [33], [34]. Our
attention model is implemented in an unsupervised way which means no ground truth
score maps are available for training. The learning process of the attention module is
guided by the image retrieval ranking loss.

Given two different domains, unsupervised deep domain adaptation schemes [35],
[36] are mostly used to enhance the performance of CNNs on target domain by using
labels only from the source domain. Among the vast amount of literature on deep do-
main adaption for classification tasks, the Maximum Mean Discrepancy (MMD) loss is
introduced by [37] to minimize the domain discrepancy by projecting data into a kernel
space. Later [38] proposed multi-kernel MMD (MK-MMD) which uses linear combina-
tion of multiple kernels. We adopt MK-MMD loss as an additional domain adaptation
module for our attention aggregation model. Similarly, we feed untagged historical im-
ages of Amsterdam to the adaptation layer in an unsupervised manner.

2.3. METHOD
Our proposed model consists of three modules for feature extraction, namely a weakly
supervised image retrieval module with a triplet ranking loss (Section 2.3.1), an atten-
tion aggregation module(Section 2.3.2) and an unsupervised domain adaptation module
with MK-MMD loss (Section 2.3.3). MK-MMD loss constrains the feature maps after the
last convolution layer (conv_5). The final loss function for training, Lu , can be expressed
as:

Lu = Lr +αM(Ds ,Dt ) (2.1)

where M(Ds ,Dt ) is the MK-MMD loss term, Ds and Dt denote the source domain
and target domain, Lr is the triplet ranking loss used in NetVLAD [2], α is the weight that
trades off the image retrieval loss and the domain adaptation loss.

2.3.1. IMAGE RETRIEVAL WITH WEAK SUPERVISION
We use NetVLAD [2] as our baseline model which tackles the weakly supervised image
retrieval task with a triplet ranking loss. NetVLAD considers the generated H ×W ×D
feature maps as a set of N (H ×W )×D local descriptors where N is the number of local
descriptors and D is the dimension. Latter, a soft clustering is used to store the residual
information contained in the descriptors to form K ×D final descriptors denoted as V
where K is the number of cluster centers. V ( j ,k) can be expressed as:

V ( j ,k) =
N∑

i=1
ak (xi )(xi ( j )− ck ( j )), (2.2)

where j ∈ {1, . . . ,D} is the j -th dimension of a descriptor {xi }, k ∈ {1, . . . ,K } is the k-th
cluster center, and ak (xi ) is the soft assignment of the descriptor xi to k-th cluster center
ck . In Eq.2.1, A weakly supervised triplet ranking loss Lr is used to govern the learning
process of descriptors that ensures the Euclidean distance between the query image and



2

20 2. DOMAIN ADAPTATION

the best potential positive images are smaller than the Euclidean distance between the
query image and all the negative pairs (based on geo-tags).

Lr =
∑

j
l (min

i
d 2
θ(q, pq

i )+m −d 2
θ(q,nq

j )), (2.3)

where, q denotes the query image and pq
i are potential positive images. mini d 2

θ
(q, pq

i )

denotes the best matching pair with shortest distance dθ . In turn, nq
j are all negative

image pairs and m is the distance margin to be maintained. The function l is the hinge
loss which penalizes the pairs that violate the margin.

2.3.2. ATTENTION MODULE
The triplet network for image retrieval task produces feature maps with the dimension
of H ×W ×D . The inserted attention module consists of a 1×1 convolutional layer with
coefficients wa ∈ RD×1 and a softplus activation function. This convolutional layer will
produce an attention score map Ha with spatial size H ×W , which could be interpreted
as the weight {wi } for each descriptor {xi }. [12] proposed an attention aware aggregation
scheme A1 as:

V ( j ,k)A1 =
N∑

i=1
wi ak (xi )(xi ( j )− ck ( j )), (2.4)

where wi ∈ wa . Note that the VLAD module first assigns the local descriptors {xi } to K
cluster centers {ck }, then computes the residuals of each descriptor xi − ck to its clus-
ter center and assigns the weight ak of descriptor xi to cluster ck proportional to their
proximity.

In Eq.2.4, the global descriptors (residuals) are weighed after clustering. However,
the VLAD descriptor is very sensitive to cluster centers [39] since it defines the origin
of coordinates system to a cluster. Under this circumstance, we propose to weigh the
local descriptors according to attention scores before performing clustering. The soft-
assignment term ak is re-calculated based on the newly weighed descriptors. Our pro-
posed aggregation scheme A2 can be formulated as

V ( j ,k)A2 =
N∑

i=1
wi ak (xi wi )(xi ( j )wi − ck ( j )). (2.5)

The difference between A1 and A2 is that A1 assigns the attention scores after clustering
the descriptors to multiple centers so the attention scores are only used to weigh the
residuals but A2 first uses the attention scores to filter out uninteresting regions in the
individual local descriptors and then performs the same step as A1. Considering that the
reweighing of individual descriptors may remove information that are useful for global
descriptor generation, we aggregate the two attention schemes linearly:

V ( j ,k)our =V ( j ,k)A1 +V ( j ,k)A2 . (2.6)

2.3.3. DOMAIN ADAPTATION MODULE
We use MK-MMD loss [38] with five Gaussian kernels of different bandwidths for unsu-
pervised domain adaptation. The loss minimizes the distance between the expectation
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of the kernel mappings φ(.) of the descriptors in the source domain xs
i and the target

domain x t
i .

M(Ds ,Dt ) =
N∑
i
||E(φ(xs

i ))−E(φ(x t
i ))||2. (2.7)

The MK-MMD loss guides the CNN to learn a latent space where the two domains
are not distinctive, i.e., the gap between the statistical means of these two domains are
closed in the reproducing kernel Hilbert space (RKHS).

2.4. EXPERIMENT

2.4.1. DATASET
We construct a cross-domain dataset with two sources of data to evaluate our proposed
method, namely the street view panorama images of Amsterdam city from the Mapillary
dataset[40] and the Beeldbank dataset[41] containing historical images from Amsterdam
city archives.

Mapillary40k is a subset of Mapillary250k dataset collected from the source domain.
The source domain contains panoramic images with high resolution collected from the
Mapillary, Amsterdam area. Each image is annotated with a geotag. The cylindrical
panorama is converted to 6 cubmaps (all share the same geotag): ‘top’, ‘down’, ‘left’,
‘right’, ‘front’ and ‘back’ textures with 512 × 512 resolution. The ‘top’ and ‘down’ textures
are discarded since they usually contain sky and the vehicle that carries the camera. 40k
gallery images and 4k query images are collected in total which are then divided into
two roughly equal parts for training and testing when tested for single-domain VPR task,
each containing around 20k gallery images and 2k queries. The two sub-datasets are
geographically disjoint.

Beeldbank, the target domain, contains historical images of Amsterdam with low
resolution and random size (height and weight are around 100 pixels). This dataset not
only depicts Amsterdam street view in the past but also contains outliers including peo-
ple, sketches and indoor scenes.

Mapillary40k - Beeldbank dataset is introduced in this work for the cross-domain
VPR task (Table 2.1). The cross-domain test set contains 104 labeled queries from the
target domain and 2,469 gallery images from the source domain. In the cross-domain
test set, each target query has around 10 corresponding matched images in source do-
main. 30k unlabeled Beeldbank images are used during training for domain adaptation.

2.4.2. SINGLE-DOMAIN AND CROSS-DOMAIN VPR TASKS
Single-domain VPR task (S −→ S) In the single-domain VPR setup, we train the network
with only weakly labeled source domain images. The network is tested on the test set of
the same domain. Mapillary40k is used for this single-domain VPR experiment as shown
in Tab.2.1. This is the common setting for VPR task as there is no domain mismatch
between train and test data. We use single-domain VPR as a pilot experiment to evaluate
the performance of the proposed model on conventional VPR task.

Cross-domain VPR task (S −→ T ) The domain discrepancy between train and test
data makes the cross-domain VPR task more challenging. This is the core of our ex-
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Dataset Gallery Query

Source
Mapillary40k-train 20,884 2,320
single-domain-test 18,980 (M) 2,108 (M)

Target
Beeldbank-train 29,726 -

cross-domain-test 2,469 (M) 104 (B)

Table 2.1: Mapillary40k−→Beeldbank dataset, the source domain is Mapillary40k and the target domain is
Beeldbank denoted by M and B, respectively. Beeldbank-train is only used for unsupervised domain adapta-
tion. Cross-domain VPR requires matching query images from Beeldbank to gallery images from Mapillary40k.

periments in this work which aims at labeling the images from beeldbank dataset with
correct geo-location. We train the MK-MMD layer with weakly labeled source data and
unlabeled target data for the cross-domain VPR task. Labeled data with matching pairs
from beeldbank and Mapilary dataset is only used for evaluation of the model. We use
queries from the target domain to retrieve relevant gallery image(s) collected from the
source domain.

We made the hypothesis that our attention module itself can improve the cross-
domain VPR task to some extent without the MK-MMD loss compared to vanilla NetVLAD.
An experiment was carried out to examine the function of the attention module later in
Section 2.3.2. Further ablation study of the attention module and the MK-MMD loss will
be presented in section 2.4.5 and 2.4.5.

Baseline work We compare our attention-aware framework with ‘off-the-shelf’ CNNs
for both single-domain VPR and cross-domain VPR tasks. The baseline work used AlexNet
pretrained on ImageNet cropped before conv5 as feature extractor. Features are then
sub-sampled by either max pooling ( fmax ), average pooling ( fav g ), vanilla VLAD pooling
without attention( fV L AD ) and VLAD with attention-aware A1 method ( f A1−V L AD ) [12].

2.4.3. EVALUATION METRICS

We follow the standard place recognition evaluation metric in [2] where the query image
is considered as correctly matched if at least one of the retrieved top N images is located
within 25 meters away from the ground truth query location. The Recall@N evaluates
the percentage of correctly localized queries at different N matching levels. For cross-
domain place recognition, since the Beeldbank dataset contains labeled positive pairs,
the Recall@N will be directly calculated using these labels.

2.4.4. IMPLEMENTATION DETAILS

The attention module starts with a ReLU activation, followed by a 1× 1 convolutional
layer and softplus activation to produce attention scores. In the VLAD layer, the num-
ber of cluster centers used is K = 64. Mapillary images were cropped with a random
proportion to the original size between (0.3 1.0) for data augmentation before training.

We froze the layers before conv4 and fine-tuned the weights of all the other layers
afterwards with the optimizer ADAM. We used the following hyperparameters: learn-
ing rate l r = 1e-5, batch size = 2 tuples (each tuple contains 24 images, including query,
positive and negative pairs), epochs = 25. The hard negatives mining uses the same tech-
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Figure 2.3: Correctly retrieved top1 image from our framework trained with unsupervised domain adaptation,
(top) queries are from the Beeldbank dataset, (bottom) retrieved images are from the Mapillary dataset. Our
model can retrieve images not only depicting a similarly scene (a.), but also images from a different perspective
(c.) and images captured further away from the query (b., d.). (b.) is correctly retrieved by matching the features
of the building like the window and the unique shape of the door on the right side.

Target Source

In
p

u
t

A
1

O
u

r

Figure 2.4: Visualization of attention score maps for source and target images. The top row shows the input
images. The middle row is the heatmaps obtained by using [12], defined in Eq.2.4. The bottom row presents the
results from our proposed method defined in Eq.2.6. It shows that our proposed attention module can generate
accurate attention score maps with higher density on domain invariant objects for both source images and
target images.

nique as NetVLAD[2]: it first caches all the training queries and gallery images for a time
and then randomly selects 1000 negatives (image away from 25 meters). It keeps the top
10 hardest negatives from the cached gallery image features. The cache is updated every
1000 training queries.



2

24 2. DOMAIN ADAPTATION

We center cropped and reshaped all target Beeldbank images to 512× 512 pixels in
the cross-domain VPR experiment. The MK-MMD loss is calculated after conv5. The
weight α in Eq.2.1 is 0.99. The margin m in Eq.2.3 is set as 0.1.

S −→ T S −→ S
R@1 R@5 R@10 R@20 R@1 R@5 R@10 R@20

fmax
+ 0.0096 0.0577 0.0769 0.1058 0.6347 0.8226 0.8800 0.9203

fav g
+ 0.0000 0.0096 0.0481 0.0769 0.7884 0.9284 0.9535 0.9730

fmax 0.0000 0.0000 0.0577 0.1250 0.7410 0.9108 0.9431 0.9639
fav g 0.0096 0.0192 0.0481 0.0577 0.7984 0.9269 0.9564 0.9725

fV L AD 0.0096 0.0192 0.0192 0.0577 0.8843 0.9687 0.9782 0.9853
f A1-V L AD 0.0096 0.0481 0.1058 0.1538 0.8819 0.9649 0.9801 0.9877
four -V L AD 0.0192 0.0577 0.1154 0.2019 0.9132 0.9753 0.9815 0.9900

Table 2.2: The + denotes that the ‘off-the shelf’ model is pretrained on ImageNet[42] for classification task. The
others are trained on Mapillary40k for place recognition from scratch, and directly tested on the cross-domain
dataset.

2.4.5. RESULTS
This section presents the results of the experiments with a detailed ablation study for
the attention module (Section 2.4.5) and the domain adaptation module (Section 2.4.5)
separately on both single-domain and cross-domain VPR tasks. Visual inspection of re-
trieval results and attention heatmaps are shown in Fig.2.3 and Fig.2.4.

ATTENTION MODULE

To evaluate the performance of our attention aggregation module on both single and
cross-domain VPR tasks, we first trained the model on the source domain (Mapillary40k)
and directly tested it on the source test set and the target test set without MK-MMD loss.
Tab.2.2 shows the retrieval results where our attention aggregation method consistently
outperforms the model without attention on both S −→ T and S −→ S tasks. A possible ex-
planation could be that the VLAD descriptors are easily affected by the irrelevant objects.
By not focusing on representative details that describe unique features of each building,
it may retrieve an image that has a similar road or sky etc.

To inspect whether our attention module can produce reasonable attention scores
for each descriptor, we visualize the attention maps of different attention-aware schemes
in Fig.2.4. Our attention aggregation method generates heatmaps with higher densities
on representative features and better robustness against irrelevant objects. Most atten-
tion is assigned to the architectures and less attention is assigned to non representa-
tive regions such as road and sky as expected. Note that in Tab.2.2, the performance of
f A1-V L AD is worse than fV L AD and four -V L AD achieves the best results. We conclude that
an insufficient attention map will deteriorate the performance.

DOMAIN ADAPTATION MODULE

The additional domain adaptation loss (MK-MMD) is added to our model and all base-
line works in this section. The MK-MMD loss is adopted to further minimize the domain
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discrepancy in this experiment. We applied it on the vanilla NetVLAD ( fV L AD -D A), A1

attention model ( f A1-V L AD-D A) and our attention aggregation model ( four−V L AD -D A).
The performance of different models with and without MK-MMD loss are examined
on both source and target test test. The results are visualized at different recall rates
in Fig.2.5.

When trained with the MK-MMD loss for the S −→ T cross-domain VPR task, both
fV L AD -D A and four -V L AD -D A benefit from domain adaptation, while no significant im-
provement of f A1-V L AD-D A is observed. Detailed results are presented in Tab.2.3.

with DA without DA
R@1 R@5 R@10 R@20 R@1 R@5 R@10 R@20

fV L AD 0.0096 0.0481 0.0769 0.1635 0.0096 0.0192 0.0192 0.0577
f A1-V L AD 0.0096 0.0769 0.1058 0.1442 0.0096 0.0481 0.1058 0.1538
four -V L AD 0.0577 0.1346 0.1731 0.2788 0.0192 0.0577 0.1154 0.2019

Table 2.3: Comparison of different models’ performance on the cross-domain S −→ T VPR task under two con-
ditions: with or without domain adaptation using the MK-MMD loss. DA stands for domain adaptation using
MK-MMD loss.

In addition, we also examined the performance of the model trained for the cross-
domain VPR task on the source domain due to the reason that extra data from the target
doamin may also help with retrieval in source domain if the model is robust to the out-
liers in the Beeldbank dataset. fV L AD -D A does not show much power in the original
source domain compared to fV L AD . The retrieval accuracy of f A1-V L AD-D A in the source
domain decreases after domain adaptation. Our proposed model gets better retrieval
result even on the source domain as shown in Fig.2.5. This experiment proves that the
domain specific features and outliers are reduced while more domain invariant features
are captured by our proposed attention aggregation model which further facilitates the
domain adaptation procedure.

Overall, we show that our attention aggregation model can achieve more accurate
retrieval results on both single-domain S −→ S and cross-domain S −→ T VPR tasks even
without domain adaptation and it can further facilitate unsupervised domain adapta-
tion to achieve better performance on both source and target test sets.

2.5. DISCUSSION
Usually we assume that the training data and test data are sampled from an identical
distribution which is violated in our cross-domain setting. We designed an attention-
aware adaptive network to tackle the existing distribution shift. The results indicate that
both the attention and adaptation modules contribute to the accurate retrieval of vi-
sual information. We speculate that the attention module mainly helps with focusing
on domain invariant objects and the domain adaptation module aligns the depiction
styles between the two different domains. Our dual experiments on both conventional
and cross-domain VPR tasks admit the difficulty of learning age-invariant features when
there is no cross-domain pairing labels available for directly training CNNs.

Besides the large domain shift, our Beeldbank target dataset contains various classes
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Figure 2.5: Comparison of the models trained with or without the MK-MMD loss on both single-domain (S −→
S) and cross-domain (S −→ T ) tasks. DA denotes that the MK-MMD loss is added during training

of images like people, indoor scenes, sketches and ground plans of buildings. These
outliers are not contained in source dataset Mapillary40k rendering the task more diffi-
cult. Domain adaptation with more classes or outliers in the target domain compared to
the source domain can be considered as open-set domain adaptation problem [43]–[46].
Some other works refer to this as outlier detection problem [47], [48]. We speculate that
the attention module can filter out the outliers by weighing them less with the heatmaps.

2.6. CONCLUSION
We proposed a specially-designed CNN for automatic annotation of historical images
with their location. This is helpful specifically for museum curators and historians to
retrieve the location information of a historical urban scene or architecture. This task
is more challenging than single-domain (conventional) location retrieval due to the do-
main discrepancy caused by the large time lag between depicted scenes. A cross-domain
dataset is collected accordingly with Mapillary40k used as source domain and Beedld-
bank, as target domain. To tackle this challenge, an attention aggregation module with
a domain adaptation layer is designed, the performance of which is demonstrated by
detailed experiments and ablation studies. Our attention aggregation model achieves
state of the art results on both single and cross-domain VPR tasks by focusing more on
domain invariant objects. It can be further combined with an extra domain adaptation
module using the MK-MMD loss to achieve higher retrieval accuracy not only on the
target domain but also on the source domain. Moreover, we believe our methods can
achieve promising results on open-set domain adaptation tasks where unseen classes or
outliers are not involved during training.
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3
DOMAIN GENERALIZATION

In domain generalization, multiple labeled non-independent and non-identically dis-
tributed source domains are available during training while neither the data nor the la-
bels of target domains are. Currently, learning so-called domain invariant representa-
tions (DIRs) is the prevalent approach to domain generalization. In this work, we define
DIRs employed by existing works in probabilistic terms and show that by learning DIRs,
overly strict requirements are imposed concerning the invariance. Particularly, DIRs aim
to perfectly align representations of different domains, i.e. their input distributions. This
is, however, not necessary for good generalization to a target domain and may even dispose
of valuable classification information. We propose to learn so-called hypothesis invari-
ant representations (HIRs), which relax the invariance assumptions by merely aligning
posteriors, instead of aligning representations. We report experimental results on public
domain generalization datasets to show that learning HIRs is more effective than learn-
ing DIRs. In fact, our approach can even compete with approaches using prior knowledge
about domains.

This work has been published as:
Z. Wang, M. Loog, J. van Gemert, "Respecting Domain Relations: Hypothesis Invariance for Domain General-
ization", International Conference on Pattern Recognition, 2020 [1].

31



3

32 3. DOMAIN GENERALIZATION

3.1. INTRODUCTION
A standard assumption for many machine learning algorithms is that training and test
data are independent and identically distributed (i.i.d.). In practice, however, training
data may come from one source domain, while test data may come from another differ-
ently distributed target domain; violating the i.i.d. assumption [2]–[5]. Domain general-
ization is the setting where we have access to labeled data from multiple source domains
during training while neither the data nor the labels of the target domain are available
[6]–[9]. The absence of target data makes it impossible to infer distributional shifts be-
tween target and source domains, which significantly complicates the generalization to
the target domain.

In some cases, strong prior knowledge about the relation between different domains
that can be exploited in the building of a target classifier is available. A well-known ex-
ample is the artificially created rotated MNIST images [10], where every domain—as the
name eludes to—is a version of MNIST with all images rotated over a specific angle. To
make domain generalization broadly applicable, however, one cannot rely on such very
specific prior information, which in most realistic cases, will simply not be available. Ap-
proaches that indeed do not rely on such prior knowledge often draw inspiration from
the field of domain adaptation [5], [11] where learning domain invariant representations
is prevalent. In domain adaptation (rather than domain generalization as considered in
this work), the availability of input target data is assumed, which enables one to directly
relate this input distribution to those of the various source domains.

Approaches that learn so-called domain invariant representations (DIRs) for domain
adaptation inspire domain generalization. DIRs aim to remove those parts of the repre-
sentation that are domain specific in an attempt to generalize better to the target domain
[6], [8], [10], [12], [13]. In general supervised learning, to achieve invariance of represen-
tations, minimal information of the input data should be kept, which refers to the mu-
tual information between the learned representations and the input [14]. This, however,
can compromise the sufficiency of representations for classification tasks if the learned
invariance discards too much information. We transfer the definition for sufficiency of
representations [14] to the setting of domain generalization and define the invariance
for domain generalization. We show that learning domain invariant representations is
too strict for the invariance because DIRs force the source domains to be at the same
location in the representation space, which we will show is unnecessary for generalizing
to the target domain. So by learning DIRs, the relation between different domain distri-
butions can be distorted. However, this relation between domains is useful in the way
that it can be used to infer the target domain.

In this work, we propose to learn hypothesis invariant representations (HIRs) to re-
lax the invariance requirement of representation learning where DIRs align data sam-
ple representations between domains, our proposed HIRs merely align classifier predic-
tions between domains. If there is any useful relation between domains, like the rota-
tion in rotated MNIST, learning hypothesis invariant representations differs from DIRs
in that HIRs can preserve the relative location of domains in the representation space
without having prior domain knowledge. As it turns out, HIRs can even compete with
approaches using prior knowledge. We demonstrate that hypothesis invariant represen-
tations can solve prior shifts as well. This setting is usually not considered by domain
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invariant representations. Moreover, when the network is trained on augmented data
[15], we show that learning hypothesis invariant representations can improve the perfor-
mance over the baseline where various types of corruptions are aggregated and trained
only with a classification loss.

All in all, this work makes the following contributions:

• We introduce the notions of sufficiency and invariance of representations to do-
main generalization.

• We present a probabilistic formulation to categorize and evaluate DIRs in terms of
sufficiency and invariance.

• We introduce hypothesis invariant representations (HIRs). HIRs relax the invari-
ance demands in DIRs by allowing to preserve useful relations in representation
space while aligning predictions instead of representations.

• We compare HIRs to DIRs and against using prior knowledge about the domain
distributions.

3.2. RELATED WORK
A similar setting to domain generalization is domain adaptation [5], [11], where both
the data and label of the source domain are available while only the data from the tar-
get domain is accessible during training. When multiple labeled source domains and
unlabeled target domains are available, it is referred to as multi-source domain adapta-
tion [11], [16]–[19]. For both domain adaptation and domain generalization, the chal-
lenge is the distribution shift between source domains and target domains. Three types
of distribution shifts are usually involved: covariate shift [20], concept drift [21], and
prior shift [22]. We refer the reader to the study in [2] for a comprehensive treatment of
these three shifts. In this work, both covariate shift and prior shift are considered.

Some domain generalization approaches can exploit strong prior knowledge of do-
mains to infer the target domain distribution. LG [23] assumes a continuous represen-
tation space for domains with a specific order and applies perturbations on training
domains to generalize to the unseen domain. DIVA [24] designs a generative model
to decompose the representations of domain, class and variations. Due to the gener-
ative function of the network, it is possible to simulate unseen domains, especially if
the domain is generated in an order. The disadvantage of these approaches is that the
prior knowledge of domains is not always available. HIR learning does not require prior
knowledge of domains.

When prior knowledge is not available, several approaches draw inspiration from
domain adaptation to learn domain invariant representations for domain generaliza-
tion. Guided by theoretical proof [25]–[27], learning domain invariant representations
for domain adaptation by aligning distributions of source domains and target domains is
prevalent [28]–[31]. KL divergence [32] and JS divergence [33] are used to measure the di-
vergence between distributions. In this work, we formulate domain invariant represen-
tation in a probabilistic setting and extend the discussion of invariance and sufficiency
[14] into domain generalization. We show that there is a trade-off between sufficiency
and invariance learning, which aims to keep minimal information of domains.
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Learning a domain invariant representation (DIR) for domain generalization can be
achieved with kernel machines, e.g., DICA [34], MDA [35], SCA [6] and deep learning [8],
[10], [12], [36]. DA [28] uses a gradient reverse layer for the domain classifier prevent
the network from distinguishing different domains. HEX [37] proposes to separate the
domain specific representations of different domains from the domain invariant repre-
sentations of all possible domains. D-MTAE [10] designs a multi-task denoising autoen-
coder to reconstruct each domain with the goal to learn DIRs that are robust to noise.
CIDDG [38] designs a new architecture to solve the problem of prior shift in domain
generalization. MMD-AAE [36] applies Maximum Mean Discrepancy (MMD) [39] loss in
the latent space of an encoder-decoder network to align the representations of different
domains. CCSA [8] aligns the representations of different domains by minimizing the
Euclidean distance in the feature space. DBADG [9] introduces a low-rank constraint
to the weights of the network to not learn domain specific information. Different from
learning DIRs, our hypothesis invariant representation learning does not strictly align
domains in the latent space but rather keeps the relative positions between domains.

Meta-learning for domain generalization introduces a way to train a more robust
model. MLDG [40] introduces meta-learning into the training procedure by treating
part of the training data as from the target domain to learn a model that can general-
ize well to the unseen domain. Epi-FCR [41] proposes to learn a domain agnostic model
by shuffling the feature extractors of different domains. We also compare our approach
to meta-learning.

3.3. METHOD
We first give a probabilistic analysis of domain generalization. The analysis details suf-
ficiency and invariance to show the trade-off between DIR learning and sufficiency of
representations. Existing DIR approaches can be categorized in two conditions: class-
agnostic and class-conditional. We formulate probabilistic definitions for DIRs under
these two conditions and define hypothesis invariant representations to compare DIRs
and HIRs. We show that (1) learning HIRs is less strict than learning DIRs; (2) HIRs can
tackle prior shift and (3) a loss to learn HIRs.

3.3.1. PRELIMINARIES

Inspired by [42] and [43], we examine the relationship between distributions of domains
and classes. We formalize domain generalization in the setting of classification. The
label space and the domain space are denoted as Y and D respectively where class label
Y and domain D are sampled from distributions PY and PD . Seen source domains Ds ∈
D and unseen target domains D t ∈ D are all in the space D. The distribution of X is in
input space X = Rd conditioned on Y ×D and is denoted as PX |Y ,D . For simplicity, we
consider discrete domains and labels.

We introduce a latent space Z for representations to facilitate the discussion about
DIRs and HIRs later. We denote the mapping function from the input space to the latent
space as a representation function r : X −→ Z and a hypothesis function from the latent
space to the predicted labels h : Z −→ Ŷ .

Prior shift is caused by the unbalance of classes across domains, PY |D ̸= PY . If the
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X Z Ŷ

Figure 3.1: The graphical model shows the relationship from domain D , class Y to the input data X . A latent
representation Z is learned to predict Ŷ . If Y is independent of D , PY |D = PY . Else if Y is dependent on D ,
PY |D ̸= PY , which is denoted as an arrow pointing from D to Y . This dependency causes prior shift.

prior of the target domain PY |D t varies significantly from the prior of the source domain
PY |Ds , this prior shift will lead to the failure of an approach which does not consider this
type of distribution shift. To cover the possible prior shift in domain generalization, we
set our graphical model in two different conditions: Y is independent of D or not. If the
distribution of Y is independent of domains, PY |D = PY , it means there is no prior shift
as shown in the graphical model in Fig. 3.1. Else if Y is dependent on D , PY |D ̸= PY , prior
shift exists.

3.3.2. SUFFICIENCY OF REPRESENTATIONS

According to the work of Achille and Soatto [14], a representation Z is considered as suf-
ficient for the classification task if PY |X ,Z = PY |Z in a Markov chain X −→ Z −→ Y for gen-
eral supervised machine learning setting. That implies the mutual information between
the input X and the label Y equals the mutual information between the latent represen-
tation Z and the label Y , I (X ;Y ) = I (Z ;Y ) because the representation Z distills all the
useful information for the classification task from the input X . Here we extend the defi-
nition of sufficiency into domain generalization. If we assume that the representation of
each domain is sufficient, the posterior can be defined to satisfy:

PY |X ,Z ,D = PY |Z ,D ,

∀D ∈D.
(3.1)

3.3.3. INVARIANCE OF REPRESENTATIONS

A concept that recurs in many domain generalization works [34], [36], [43], is the so-
called domain invariant representations which are supposed to be the essential repre-
sentations of all domains and invariant to different domains, not only source domains
but also the target domain. However, many approaches aim to learn domain invariant
representations without clear definitions. Therefore we formulate two mostly adopted
conditions of DIRs as below.

Class-agnostic DIRs refer to representations Z that are independent of the domain
D , irrespective of labels Y . We formulate it as:

PZ |D = PZ ,

∀D ∈D.
(3.2)
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Table 3.1: Categorization of approaches. Existing approaches that learn domain invariant representations for
domain generalization are sorted according to the definitions (3.2), (3.3).

Class-agnostic DIRs Class-conditional DIRs both

DA [28] CCSA [8] SCA [6]
MMD-AAE [36] CIDDG [38] MDA [35]

D-MTAE [10] DICA [34]
HEX [37]

Approaches that fall in this category align representations from multiple source do-
mains without considering the labels.

Class-conditional DIRs are conditioned on both the domains D and the labels Y , so
it is referred to as class-conditional DIR:

PZ |Y ,D = PZ |Y ,

∀D ∈D.
(3.3)

Different from class-agnostic DIRs, approaches that aim to learn class-conditional DIRs
align representations of the same class but different domains. Some works adopt both
class-agnostic and class-conditional domain invariant representation learning. We sort
existing approaches in Table 3.1.

Learning domain invariant representations adds constraints on the representation
invariance. However, if the algorithm focuses on learning DIRs, the useful domain spe-
cific information in the input X may be discarded so the sufficiency is compromised. If
a method is forced to learn DIRs, a degenerate example of a trivial representation can be
a vector full of zeros, which is invariant to all domains or hypotheses, but, such a vec-
tor is not sufficient for the classification task. Furthermore, by the definitions of DIRs,
all domains are aligned with each other, and the relation between domains is no longer
available. Thus, if the domains are sampled according to a specific order, this order in-
formation is subsequently removed by learning DIRs. Instead, we propose to learn HIRs
to relax the constraints on the invariance so the relation between domains is retained.

Hypothesis invariant representations make domains invariant to the prediction hy-
potheses instead of DIRs that make the feature representations invariant to domains.
Thus, the aim of HIRs is to align the predictions for representations from different do-
mains, where a prediction label for two domains a,b is aligned with the hypothesis func-
tion: argmaxY PY |Z ,D=a = argmaxY PY |Z ,D=b . The requirement of DIRs for aligning fea-
ture representations from different domains is too strict, as only the prediction hypoth-
esis needs to be domain invariant. HIRs should satisfy:

argmax
Y

PY |Z ,D = argmax
Y

PY |Z ,

∀D ∈D.
(3.4)

What matters for the final classification result is not DIRs, as in (3.2) or (3.3), but
argmaxY PY |Z ,D , which is more relaxed because it can still be satisfied even if the rep-
resentations differ across domains. See for example Fig. 3.2 where neither the distribu-
tions of representations PZ |Y ,D nor the posterior PY |Z ,D is domain invariant for all the
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Figure 3.2: Representations of three domains. Colors represent the two classes of the three domains. This
shows that learning DIRs is too strict compared to learning HIRs because representations Z of the three do-
mains are hypothesis invariant as in (3.4) but not domain invariant as in (3.2) and (3.3). A threshold function
on Z can serve as a hypothesis function h with low error for the binary classification task on all the three do-
mains.

domains presented, but the hypothesis function h can give labels that satisfy (3.4). So
for HIR, PZ |Y ,D=a ̸= PZ |Y ,D=b can hold.

Note that (3.4) in itself does not imply correct classification performance but only
guarantees that the samples of all domains share the same prediction hypothesis func-
tion h : Z −→ Ŷ , which can be completely different from the ground truth hypothesis
function. If the hypothesis function h is inappropriate, then the samples could all be
wrongly classified. The classification result is related to the sufficiency of the represen-
tation. So in practice, both the HIR learning and the classification learning are required.

3.3.4. HIRS AND DIRS COMPARISON
To further examine the relationship between HIRs, class-agnostic DIRs and class-conditional
DIRs, we expand the posterior PY |Z ,D as:

PY |Z ,D = PZ |Y ,D PY |D
PZ |D

. (3.5)

If each of the three items on the right-hand side of (3.5) is independent of D , we will get
class-agnostic DIRs as in (3.2), class-conditional DIRs as in (3.3), and domain invariant
priors separately. If all the three items are independent of domain, then the posterior
PY |Z ,D is domain invariant by construction, that is, PY |Z ,D = PY |Z . So if there is no prior
shift, PY |D = PY , the DIR is sufficient for the HIR. To the contrary, if PY |Z ,D = PY |Z holds,
DIRs cannot be guaranteed. This expansion shows first, learning DIRs cannot tackle the
prior shift when Y is dependent on D , and second, DIRs are sufficient but not necessary
for HIRs. Therefore, learning HIRs is a more relaxed regularization on invariance and
can align the priors of different domains.

3.3.5. ALIGNING HYPOTHESES: THE HIR LOSS
Learning domain invariant posteriors is an approximation to learn HIRs, as in (3.4), be-
cause it regularizes the invariance aspect of posteriors to generalize to the unseen target
domain. Based on the analyses above on (3.5), learning HIRs by aligning the posteriors of
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Figure 3.3: Comparison between HIR and DIR losses. The inputs are three domains of digits with different
rotated angles. In the latent space, different colors represent domains and classes are marked by different
shapes. The dash-line circles the unseen target domain. For learning DIRs, the loss is applied after the feature
extractor which aims to align the representations of samples from different domains. HIR loss is applied after
the Softmax layer to align the distributions of posteriors from different domains. With HIR loss, representations
may keep the global structure without being strictly aligned.

domains PY |Z ,D can tackle the prior shift in practice and it is a more relaxed invariance
regularization for representation learning. However, the distribution PY |Z ,D is usually
not available. To avoid arbitrary density estimation of PY |Z ,D and guide the network
to learn HIRs, we propose to align the domain-agnostic class-conditional posteriors of
training data by minimizing the KL divergence as below:

Lh =
n∑

i=1

n∑
j=i+1

m∑
c=1

P (Ŷi |Zi ,Yi = c) · log(
P (Ŷi |Zi ,Yi = c)

P (Ŷ j |Z j ,Y j = c)
), (3.6)

where n is the number of samples for class c, i and j are indices of samples. The KL
divergence is computed for all m classes separately and summed up. The comparison
between HIR loss and general DIR loss is presented in Fig. 3.3. We choose KL divergence
to align the posteriors because it is a measurement for the difference between two dis-
tributions, but not only a distance between distributions. KL divergence is asymmetric
and in this work we only calculate one direction between two samples. That is because
there is no target distribution in our case. Instead, posteriors of both the two samples
can change during training. So calculating the symmetric version of KL divergence or
JS divergence is not very different from calculating the asymmetric KL divergence in our
setting. The difference between the two approaches is presented in Fig. 3.4.

The sufficiency of representations is guaranteed by the cross-entropy loss which is
computed as:

Lc =− 1

n

n∑
i

m∑
c

Yi · log(P (Ŷi = c|Zi )). (3.7)

The trade-off between the sufficiency and the invariance learning is regulated by a co-
efficient α:

L = Lc +α ·Lh , (3.8)

where α is a tunable parameter during training. Different α values should be selected
according to the scale of the HIR loss Lh to match the scale of Lc .
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(a) KL asymmetric (b) KL symmetric

Figure 3.4: Asymmetric and symmetric KL divergence between 5 samples. The two matrices show all the pos-
sible matches among 5 samples. If one match is denoted as 1, then the KL divergence is computed, otherwise
not. We use the asymmetric KL divergence in the HIR loss.

3.4. EXPERIMENTS
We show empirically that our approach respects the relations between domains without
using prior knowledge of domains because it does not align the representations as strict
as learning DIRs. We also show that our approach can do well on datasets which lack
an obvious relation or global structure among domains. We compare our results with
other existing approaches, especially the approaches that focus on learning DIRs and
the approaches that can exploit prior knowledge of domain distributions. In addition,
we also demonstrate the effectiveness of HIR learning on the data augmentation task.
The hold-one-domain-out domain generalization setting is adopted for all experiments,
that is, neither the label nor the data of the test domain is available during training. The
trained network is applied on the unseen domain for evaluation without any adaptation
or fine tuning.

3.4.1. DATASETS

We examine the results of learning HIRs on three datasets, (1) rotated MNIST dataset
with clear prior knowledge about the global structure of domains, (2) VLCS where there
is no order for domains and (3) tiny ImageNet-C which consists of 7 types of corruptions,
where each corruption is a domain.

ROTATED MNIST
Rotated MNIST dataset consists of 6 domains with the original domain M0° and it ro-
tated by 15°, 30°, 45°, 60° and 75°. Each domain has 10 classes of hand written digits
from 0 to 9, and 100 images for each class. This dataset has a specific rotation order for
domains so it is usually used to test approaches where prior domain information is used.

VLCS
VLCS dataset [44] has four domains, each domain is a different dataset collected under
different backgrounds, namely PASCAL VOC2007 (V) [45], LabelMe (L) [46], Caltech-101
(C) [47] and SUN09 (S) [48] with 5 common classes, bird, car, chair, dog and person. To
be consistent with other approaches [8], [10], [41], we also use DeCAF features in the
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Table 3.2: Results on rotated MNIST dataset. Rotated MNIST is a dataset with a global structure for the do-
mains, where the domains are rotated by a fixed angle. AGG is the baseline setting with only a classification
loss without using HIR loss. We show that on the ordered dataset, approaches using prior knowledge perform
the best. Moreover, our HIR learning can compete with these approaches without using the prior knowledge.

Methods M0° M15° M30° M45° M60° M75° Avg.

prior LG 89.7 97.8 98.0 97.1 96.6 92.1 95.3
knowledge DIVA 93.5 99.3 99.1 99.2 99.3 93.0 97.2

no D-MTAE 82.5 96.3 93.4 78.6 94.2 80.5 87.5
prior CCSA 84.6 95.6 94.6 82.9 94.8 82.1 89.1

knowledge MMD-AAE 83.7 96.9 95.7 85.2 95.9 81.2 89.8
DA 86.7 98.0 97.8 97.4 96.9 89.1 94.3

HEX 90.1 98.9 98.9 98.8 98.3 90.0 95.8

AGG 89.87 99.41 98.98 95.14 98.63 91.13 95.53
Ours HIR 90.34 ±0.88 99.75 ±0.18 99.40 ±0.21 96.17 ±0.71 99.25 ±0.26 91.26 ±0.66 96.03

experiments. The domains in VLCS do not follow an obvious order, so the approaches
using prior knowledge cannot be applied on this dataset.

TINY IMAGENET-C
The Tiny ImageNet dataset is a subset of ImageNet with 200 selected classes and 500
images per class. Tiny ImageNet-C has 7 domains, where each domain is one type of
corruption of the original Tiny ImageNet dataset. The 7 types of corruptions, Gaus-
sian noise, Impulse noise, JPEG compression, Defocus blur, Motion blur, Zoom blur and
Glass blur are selected by us. We deployed the corruption methods from [15] and used
the severest level 5 corruption. We designed this dataset to evaluate the effectiveness of
HIR learning on data augmentation task.

3.4.2. RESULTS

ROTATED MNIST
As we expect that there is a global structure for the order of rotated angles, as shown in
Fig. 3.3, the decision boundaries of domains in the middle of this global structure can
be interpolated by the domains from both sides, e.g., M15° can be inferred from M0° and
M30°. For the same reason, domain M0° and M75° are significantly more difficult to be
generalized to, compared to the other domains. These two domains are located at the
two ends of this global structure of all the domains, so the decision boundary can only
be inferred from all the domains at only one side of the global structure.

We adopt the same network architecture of CCSA [8], which has two convolutional
layers with 32 kernels each and three fully connected layers. We report the average re-
sults of 10 repetitions for both the aggregation training setting (AGG) and the HIR setting
in Table 3.2. For AGG, the network is trained with only (3.7) and no domain informa-
tion is used as a baseline. For HIR the KL divergence is regularized as in (3.8). For HIR,
a batch size of 250 is used, with 5 samples from each class and each domain. We use
Adam for optimization with a learning rate of 1e-3. The coefficient α is set to be 1e-3.
We can see that AGG with only classification loss can already give much better results
compared to CCSA with the same architecture. After imposing the HIR loss, the perfor-
mance can be further improved. We compare our HIR learning with approaches using
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Table 3.3: Pair/unpair experiment results on rotated MNIST. The AGG setting uses only the classification loss
and gives similar performance for both the paired and unpaired inputs. Our HIR learning is more effective on
unpaired inputs for this dataset.

Domains unpaired AGG paired AGG unpaired HIR paired HIR

M0° 45.83±2.67 44.41±2.86 79.99±3.78 57.30±4.05
M15° 65.83 ± 3.08 66.33 ± 3.47 94.83 ± 4.14 70.44 ± 4.55
M30° 71.30 ± 4.86 70.50 ± 4.56 94.32 ± 4.07 72.74 ± 3.65
M45° 63.76 ± 3.94 64.02 ± 3.51 85.54 ± 5.34 63.63 ± 1.96
M60° 60.37 ± 3.05 62.46 ± 4.94 89.62 ± 4.57 67.63 ± 4.91
M75° 44.91 ± 2.65 44.46 ± 3.30 76.37 ± 5.64 53.51 ± 2.49
Avg. 58.67 58.70 86.78 64.21

Figure 3.5: HIR losses of all 6 domains for the pair/unpair experiment on rotated MNIST dataset. The scale
of the unpaired HIR loss is much larger than that of the paired inputs. So there is more room for HIR loss to
contribute to the posterior alignment. For the paired inputs, the posteriors are similar within the pair so the
HIR loss is low. Further regularizing HIR loss will lead the network to overfit to each pair of images.

prior knowledge and DIR learning without using prior knowledge. The results show that
HIR learning can achieve better results than DIR learning and can compete with meth-
ods using prior knowledge, despite the fact that prior knowledge is unavailable in HIR
learning.

The uniqueness of RMNIST dataset is that it contains paired images across domains
which is the same image with different rotated angles. We investigate the influence of
our HIR loss with paired and unpaired training batch. We set the batchsize to be 50
to contain one sample per domain per class. The samples from different domains are
paired images in the paired setting and vice versa. The results are compared in Table 3.3.
The baseline results of paired and unpaired settings are close while the HIR loss makes
significant difference. This is because the posteriors of paired images are similar and
further regularizing the HIR loss leads to overfit on each pair of images. The HIR losses
of paired and unpaired experiments are visualized in Fig. 3.5 for each domain. HIR works
better in the unpaired setting where the divergences between posteriors are larger.
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Table 3.4: Results on VLCS dataset. The domains in VLCS dataset do not follow a specific order or distribution,
so prior knowledge cannot be used on this dataset. AGG is the baseline setting with only a classification loss
without HIR loss. Our HIR learning performs better than the approaches that learn domain invariant repre-
sentations.

Domains D-MTAE CIDDG DBADG MMD-AAE MLDG Epi-FCR CCSA AGG HIR

V 63.90 64.38 69.99 67.70 67.7 67.1 67.10 65.4 69.10 ± 1.8
L 60.13 63.06 63.49 62.60 61.3 64.3 62.10 60.6 62.22 ± 1.7
C 89.05 88.83 93.63 94.40 94.4 94.1 92.30 93.1 95.39 ± 0.9
S 61.33 62.10 61.32 64.40 65.9 65.9 59.10 65.8 65.71 ± 1.6

Avg 68.60 69.59 72.11 72.28 72.3 72.9 70.15 71.2 73.10

VLCS
Unlike rotated MNIST, VLCS is consisted of four independent datasets where the global
structure of domains is not obvious. This experiment further demonstrates the effective-
ness of HIR loss on datasets without any order in the domains. The number of samples
varies across domains and classes and we do stratified sampling. Samples of each train-
ing domain are split into 80 folds with balanced classes in each fold. One training batch
is consisted of a fold from each domain. We use Adam with a learning rate of 1e-4. The
coefficient α is 1e-6 to match the scale of the empirical loss.

For VLCS, we use the CCSA architecture [8] with two fully connected layers of dimen-
sion 1024 and 128. We adopt the same experiment setting as in CCSA where the dataset
is randomly split into 0.7 for training and 0.3 for testing. Results are averaged across 20
repetitions. We initiate an individual random split for each repetition, which causes the
relatively high standard deviations. The results of AGG and HIR are presented together
with other existing approaches in Table 3.4.

(a) uncor-
rupted

(b)
Gauss. noise

(c) Impulse
noise

(d) JPEG (e) Defocus
blur

(f) Motion
blur

(g) Zoom blur(h) Glass blur

Figure 3.6: Corruptions in Tiny ImageNet-C dataset. All images are corrupted at the highest severity [15].

Figure 3.7: Results on Tiny ImageNet-C dataset. Different colors denote the values of α, which regulates the
strength of HIR loss w.r.t. the classification loss. AGG is the baseline setting with only a classification loss
without using HIR loss.
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TINY IMAGENET-C
We show that data augmentation, especially when the augmented corruption types are
divergent, fits well in a domain generalization setting. Our HIR loss can help with align-
ing the divergence between different corruptions.

Paired images of the 7 domains in Tiny ImageNet-C are visualized in Fig. 3.6 together
with the uncorrupted image. We adopt ResNet50 pretrained on ImageNet for this exper-
iment, so the uncorrupted images are not included as one domain in this setting. This
dataset is challenging in the way that the corruptions are severe and both blurring and
noise corruptions are presented. Training on one type of corruption cannot help but
may deteriorate the performance on an unseen corruption.

We use the Adam optimizer with learning rate 1e-5. A small batch is consisted of one
image and all its paired images from all the training domains and a large batch contains
20 shuffled small batches. The large batch is used as one batch during training. Unlike
the rotated MNIST dataset, due to the large domain shifts in this dataset, even posteriors
of paired images have large variation so the HIR loss of paired images is high enough to
contribute to the posterior alignment. We show the impact of coefficient α for all the
seven domains in Fig. 3.7. For domains with noise corruptions, larger α works better
while smaller α is more suitable for blurring corruptions.

3.5. CONCLUSION
This work summarizes existing approaches for domain generalization in probabilistic
expressions and shows that learning DIRs is too strict for representation learning so use-
ful domain information is discarded. We proposed to learn HIRs instead of DIRs aiming
to keep possible global structure of the domains without prior knowledge of domains,
thus the target domain can be inferred from the relation between domains.

In our work, to avoid arbitrary density estimation of the posterior of each domain, we
approximated it by aligning the posteriors of samples from each domain. Future work
can explore how to reliably estimate the distribution of domain posteriors to further relax
the invariance learning.
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Parkinson’s disease (PD) diagnosis is based on clinical criteria, i.e., bradykinesia, rest tremor,
rigidity, etc. Assessment of the severity of PD symptoms with clinical rating scales, how-
ever, is subject to inter-rater variability. In this paper, we propose a deep learning based
automatic PD diagnosis method using videos to assist the diagnosis in clinical practices.
We deploy a 3D Convolutional Neural Network (CNN) as the baseline approach for the PD
severity classification and show the effectiveness. Due to the lack of data in clinical field,
we explore the possibility of transfer learning from non-medical dataset and show that
PD severity classification can benefit from it. To bridge the domain discrepancy between
medical and non-medical datasets, we let the network focus more on the subtle temporal
visual cues, i.e., the frequency of tremors, by designing a Temporal Self-Attention (TSA)
mechanism.

Seven tasks from the Movement Disorders Society - Unified PD rating scale (MDS-UPDRS)
part III are investigated, which reveal the symptoms of bradykinesia and postural tremors.
Furthermore, we propose a multi-domain learning method to predict the patient-level PD
severity through task-assembling. We show the effectiveness of TSA and task-assembling
method on our PD video dataset empirically. We achieve the best MCC of 0.55 on binary
task-level and 0.39 on three-class patient-level classification.

This work has been published as:
Z. Yin, V.J. Geraedts, Z. Wang, M.F. Contarino, H. Dibeklioglu, J. van Gemert, "Assessment of Parkinson’s Dis-
ease Severity from Videos using Deep Architectures", IEEE Journal of Biomedical and Health Informatics, 2021
[1]. As a joint first author, I designed the TSA and task-assembling methods for the transfer learning.
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4.1. INTRODUCTION
Parkinson’s disease (PD) is a chronic, progressive neurological disorder, affecting over
10 million people around the world according to the American Parkinson Disease Asso-
ciation (APDA) [2]. Individuals with Parkinson’s disease typically present with charac-
teristic motor symptoms, including bradykinesia (i.e. slowness of movement), rigidity
(stiffness), and rest tremor [3]. These symptoms are progressive over time, subsequently
leading to an increase in their severity.

At present, the Movement Disorder Society - Unified Parkinson’s Disease Rating Scale
(MDS-UPDRS), containing four parts: I for non-motor experiences of daily living, II for
motor experiences of daily living, III for motor examination and IV for motor compli-
cations, has been widely used as a validated tool to quantify PD severity [4], [5]. MDS-
UPDRS is the revised and more comprehensive version of the original UPDRS [6] and
they are highly correlated on the motor sections [7]. This study uses the MDS-UPDRS
part III (MDS-UPDRS-III) as the measurement for analysis, which contains 18 tasks and
33 scores, with some tasks pertaining to either left or right extremities. Each task, tied to
a symptom, has five responses linked to symptom-severity: 0-normal, 1-slight, 2-mild,
3-moderate, and 4-severe, providing consistency across tasks. The clinical scores are as-
sessed by a single examinator, that is either a nurse specialized in Parkinson’s Disease or
a physician. Both have the certification to rate the MDS-UPDRS III. Collapsing all the
scores to provide the patient with a composite total score is not recommended by [4] but
can still be applicable given the minimal clinically important difference threshold values
[8] and is often used in clinical practice to monitor disease progression. Although MDS-
UPDRS-III is currently the gold standard to quantify the severity, it still has the potential
to cause less reliable ratings due to the intrinsic inter-rater variability caused by the non-
identical inter-rater protocols and inexperienced examiners [9], [10]. Besides, the pres-
ence of the specialist is mandatory when giving the rating decisions. These difficulties
make the manual rating inefficient and urge for automatic quantification method. In
this work, we propose a deep learning based PD severity quantification approach using
videos. Fig. 4.1 shows the overall pipeline.

The goal of PD severity quantification is that, given an individual patient’s video per-
forming a specific task, the corresponding severity level can be predicted by the machine
learning algorithm to assist ratings of examiners. As the task performed by the patient in
the video is a kind of action, we naturally think of the human action recognition method
to solve the identification of Parkinson’s severity. Recently, many action recognition ar-
chitectures [11]–[13] achieved promising performance on public human action datasets
and one of the mostly used architecture is the inflated 3D CNN (I3D) [12], which is a 3D
CNN with 3D kernels inflated from a 2D CNN with an additional temporal dimension.
Therefore, we opt to use I3D as the base model for this work.

Due to the small size of our PD dataset, directly training I3D from scratch is ineffi-
cient and prone to overfitting; thus, we use transfer learning to pre-train the network
on large datasets to make the training process more stable. However, public datasets
we pre-train on have noticeable motion differences while the motion difference in our
PD dataset is subtle. Such large domain discrepancy makes it difficult to transfer knowl-
edge between domains, so we need a solution to focus on exploring the temporal motion
changes. Besides, the video in our dataset is a repeating task with periodic actions, where
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Figure 4.1: The flowchart of the automatic PD severity quantification. The task symbols from left to right
denote task finger tapping, hand movements, kinetic tremor, leg agility, postural tremor, pronation, and toe
tapping.

the model should learn the repeating frequency or the starting and ending point. Thus,
we need another solution to assign different weights for the frames of the video. Addi-
tionally, as stated in [14], [15], not all frames are equally crucial for action recognition,
so we propose to use temporal self-attention to assign the weights for frames as well as
solve the domain discrepancy issue. The benefit is not only for such a repeating dataset
but also for other datasets because it holds for other datasets as well that not all frames
are equally important.

Once we can predict each task’s severity, each patient will have a separate severity
score for each task. However, it is more clinically interesting to give a summary severity
for the patient rather than multiple ones, so we propose to apply a novel task-assembling
method to combine the predictions of different tasks from the patient to predict a single
score.
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The contributions of this work are:

1. we perform automatic task-level PD severity classification using I3D from videos
of our PD dataset, based on seven tasks in MDS-UPDRS-III;

2. we show that I3D can benefit from non-medical datasets with transfer learning;

3. we propose TSA to focus on the temporal visual clues and overcome the large dis-
crepancy of motion difference between non-medical datasets and our PD dataset
during transfer learning;

4. we propose a task-assembling method to combine models of different tasks to pro-
duce a single concluding severity score for a patient.

4.2. RELATED WORK

4.2.1. MACHINE/DEEP LEARNING BASED APPROACHES
Machine/deep learning based PD motor assessment and analysis has been intensively
researched in recent years. For instance, the K-nearest neighbors (KNN) AdaBoost clas-
sifier and support vector machines (SVM) with RBF kernel were used to classify between
PD patients and controls based on the features extracted from individual handwriting
[16]. Butt et al. [17] applied machine learning based methods to investigate the signif-
icance of PD motor features. For signal-based analysis, signals acquired from the gyro-
scope attached to the subject’s finger were extracted to feed into multiple classifiers [18].
In [19], glottal flow features were used as input for SVM classifier to detect PD with an
accuracy of 75.3%. Ferraris et al. [20] used data from optial RGB-Depth devices, which
tracks hands and body movements, to train classifiers for PD motor severity rating. Apart
from the signal-based analysis, the video was also used as an input data type for PD
quantification [21], [22]. Lu et al. [23] designed a pose-based estimation system for as-
sessing Parkinson’s disease motor severity. However, to the best of our knowledge, apart
from [24] in which freezing of gait videos were used to feed the 3D network, most re-
searchers extracted the feature from videos as the final input for classifiers without fully
utilizing the video resource. Based on machine/deep learning approaches, our work ap-
plies action recognition method to quantify PD severity using RGB video data.

4.2.2. TRANSFER LEARNING
Transfer learning is a research problem in machine learning that focuses on storing knowl-
edge gained while solving one problem and applying it to a different but related prob-
lem [25]. It is widely used as a pre-training approach to offer the model a better starting
point instead of training from scratch. In the work of [26], CNN layers trained from Im-
ageNet is reused to transfer visual recognition tasks to learn mid-level representations
for small datasets. In action recognition, researchers apply transfer learning to pre-train
the model on a large dataset to make the training process faster, more efficient, and less
prone to overfitting with a significant performance improvement [11], [12]. Most related
research shows that transfer learning can be a useful tool to make the network work on
small datasets, and thus we use transfer learning in this work to help improve the per-
formance on our PD dataset.
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4.2.3. CAPTURE TEMPORAL INFORMATION

FOR GENERAL VIDEO DATASET

In action recognition, researchers apply various methods to capture the temporal in-
formation crucial in video data. In the work of [27] (C3D), 3D CNN is used as a spa-
tiotemporal feature extractor for videos, and the extracted features are used as inputs for
simple linear classifiers. Based on the 3D CNN, an I3D is introduced to take advantage
of pre-trained 2D models [12]. Similar to 3D CNN, I3D performs 3D convolution on both
spatial and temporal dimensions simultaneously. However, in I3D, pre-trained 2D fil-
ters are repeated or inflated multiple times to form 3D filters. Therefore, I3D can benefit
from successful image (2D) classification models trained on large datasets such as Im-
ageNet [28]. Besides 3D CNN, a combination of a stack of CNNs and Long Short-Term
Memory (LSTM [29]) networks is applied to exploit the temporal information [30], [31]
as well. These methods apply either 3D CNN or 2D CNN with fusion methods such as
LSTM on the video data to capture the temporal information. We use I3D as our base
model because of its decent performance on public datasets, including Kinetics-400 ex-
perimented in [11].

FOR PERIODIC- AND SUBTLE-MOTION VIDEO DATASET

The spatiotemporal template of motion features is used to recognize and segment the
repetitive motion by template matching [32]. In [33], CNN is used to count the number
of repetitions, and circle length in periodic-motion videos. Besides the task of action
recognition, the estimation of repeating frequency is studied in [34], using a Lagrangian
approach and an Eulerian approach as the frequency estimators. In periodic-motion
videos, we need to focus on the repeating frequency, starting, and ending points to make
the model work.

In medical datasets such as movement disorder dataset, videos usually have subtle
motion changes, which are hard for architectures to work because subtle motion infor-
mation is difficult to capture and can not even be seen with bare eyes. The subtle mo-
tions can be magnified using a steerable pyramid [35], [36]. In the work of [37], motion
frequency is used to estimate material properties. Similarly, signal analysis in the Fourier
domain is employed to estimate the tremor frequency of subtle motions [34]. In subtle-
motion videos, we need to focus on magnifying the subtle motion or directly estimating
the frequency.

4.2.4. SELF-ATTENTION
Attention module is widely used in natural language processing[38] and computer vision
[39], [40] fields by allowing the network to focus on key words or pixels. Self-attention
mechanism is proposed to capture the relative relationship between words or pixels.
Self-attention is extensively explored since the Transformer network is introduced for
machine translation [41] where the self-attention is used to compute the interactions
between words. In recent work, the QANet [42] architecture uses self-attention in co-
operation with convolutions for machine-reading and question answering tasks, where
the convolution computes local interactions and self-attention computes global interac-
tions. In image tasks, self-attention with relative positional embeddings is usually used
to compute the interactions among pixels in the same image and allows the model to
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learn which part of the image is of more importance [43]. In the non-local network
[44], self-attention can be used in convolutional architectures to learn the long-range
interactions among pixels in images or videos for object detection and video classifica-
tion. In general, self-attention is used in architectures for modeling sequences as it can
capture long-distance interactions. In this paper, we propose a new method, temporal
self-attention model, for PD quantification, which involves I3D and the self-attention
mechanism, attempting to detect the periodic and subtle motion in the video data.

4.2.5. MULTI-DOMAIN LEARNING

Different non-i.i.d. Parkinson tasks can be treated in a multi-domain setting [45]–[47]
with each task being one domain. Multiple similar domains can be learned to let the
model work on a new target domain using parameter combination from multiple classi-
fiers [48]. In [49], perceptron-based algorithms are employed for multi-task binary clas-
sification problem with the similarity estimation among tasks. Multi-domain learning
aims at exploring the relationship between tasks or domains and integrating them to
solve a common task. In this work, we combine the features from multiple domains (i.e.,
tasks from MDS-UPDRS-III) to predict patient-level PD severity classification.

4.3. METHODS

The overall flow of the algorithm is described as follows. Initially, each video is prepro-
cessed to have the same spatial and temporal size. At the same time, we use network-
based transfer learning to transfer knowledge from non-medical datasets to the medical
one, i.e., reusing the network trained on large datasets as the pre-trained model to re-
place model initialization. Then, the pre-trained model is fine-tuned on the collected
Parkinson’s dataset to learn the underlying patterns. After fine-tuning, the model can be
used as the classifier for task-level classification. By combining the features extracted by
the deep models from different tasks and training a shallow neural network using those
features, patient-level analysis can be further made.

4.3.1. INFLATED 3D CONVOLUTIONAL NEURAL NETWORK (I3D)
In this paper, we use I3D as the base network with Residual Networks (ResNet) as the
backbone (currently 18, 34, 50, 101, 152-layer variations are available) and its pre-trained
models are already available [11]. Furthermore, rather than using two streams (RGB
frames and optical flow), we use RGB frames as the only input because computing opti-
cal flow is time-consuming, which is not feasible if the real-time prediction is required.

The model is optimized using gradient descent by minimizing the empirical loss with
class-balanced focal loss [50]:

J (ω) = 1

N

N∑
i=1

(
− 1−β

1−βny

C∑
c=1

(1−p t
i ,c )γ log(p t

i ,c )
)
+λ∥ω∥2

2 , (4.1)

where C , N , ω and γ denote the number of classes, number of samples, learned param-
eters and focusing parameter, and β = (N −1)/N . ny stands for the number of samples



4.3. METHODS

4

55

in the ground-truth class y and p t is defined as

p t =
{

p if y = c

1−p otherwise.
(4.2)

4.3.2. SELF-ATTENTION REPLACING CONVOLUTION
We describe the proposed temporal self-attention block for video classification following
the symbol styles of [43].

TEMPORAL SELF-ATTENTION OVER VIDEO VOLUME

We first transpose and flatten the input of shape (C ,T, H ,W )1 from the previous layer
to the shape of HW ×T ×C and then perform multi-head-attention on the temporal
dimension

Oh = Softmax
(QK T√

d h
k

)
V , (4.3)

where queries Q = X Wq , keys K = X Wk and values V = X Wv and Wq , Wk ∈ RC×d h
k and

Wv ∈ RC×d h
v are learned linear transformations2. d h

k and d h
v stand for the dimension of

each head of K and V . Note that we transpose the last two dimensions of V to correctly
multiply with Q. Concatenating the outputs from all heads we get

O = [
O1, . . . ,ONh

]
. (4.4)

The shape of O is (HW ×T ×d h
k ) and is transformed with W O ∈Rdv×dv to

MultiHead(Q,K ,V ) =OW O , (4.5)

where MultiHead(Q,K ,V ) is of shape (HW ×T ×d h
v ). After reshaping back to the original

spatial and temporal dimension, we have the final output MultiHead(Q,K ,V ) ∈RT×H×W ×dv

of our temporal self-attention block if relative postional embeddings [43] (see Section
4.3.2) not applied.

The novelty of our temporal self-attention block is applying the self-attention mech-
anism solely on the temporal dimension, leaving the spatial dimension untouched. The
advantage is that self-attention can capture the long-range temporal changes while keep-
ing standard CNN there, capturing the necessary visual patterns simultaneously. As
such, the abilities of both self-attention and CNN be retained and incorporated in the
temporal self-attention block, which effectively makes up the drawback of I3D.

Fig. 4.2 illustrates the temporal self-attention mechanism. The temporal sequence
of feature points (red ones) that share the same spatial position is the atomic unit, on
top of which the temporal self-attention applies. We have HW sequences/units located
at all spatial positions, and each of them is independent of others when performing the
temporal self-attention.

1The number of channels, time or frames, height and width.
2Bias terms are ignored when we mention linear transformations.
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Figure 4.2: An example of temporal self-attention. Assume the stack of those rectangles is a feature map (or
more intuitively for 3D data, feature volume) from one channel. Each rectangle represents the spatial visual
patterns at a specific temporal position. Our temporal self-attention is performed on the feature points colored
in red, which share the same spatial position along the temporal dimension. It can be seen as self-attention
through time.

RELATIVE POSITIONAL EMBEDDINGS

The only difference between 1D and 2D relative positional embeddings is the dimen-
sions involved in the algorithm. Thus we refer to [43] for the details of 2D relative po-
sitional embeddings, and we do not discuss the 1D variation anymore in this paper. To
implement temporal relative self-attention, we add relative temporal information to the
temporal self-attention block’s output. The output is now changed from Equation 4.3 to

Oh = Softmax
(QK T +Sr el

T√
d h

k

)
V , (4.6)

where Sr el
T ∈RHW ×T×T is the matrix of relative position logits along the temporal dimen-

sion.

TEMPORAL RELATIVE SELF-ATTENTION

We combine temporal self-attention with 1D relative positional embeddings to form our
new building block-temporal relative self-attention block. Fig. 4.3 describes the whole
pipeline of the proposed block.

TEMPORAL RELATIVE SELF-ATTENTION NETWORK (TSA)
Once the temporal relative self-attention block is built up, the convolutional block in
any architecture can be substituted. Take 3D ResNet-34 for instance, which has 33 con-
volutional layers. We replace as many layers as possible with our block from the last
convolutional layer to the first one until we hit the memory bottleneck.

The time complexity of our block is O(HW T 2dk ) compared to the convolutional
block O(HW TC ), which is time-efficient since the temporal size is typically small after
a few layers. The memory cost is O(HW T 2Nhd h

k ) compared to the convolutional block
O(HW TC ).
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Conv3d,	transpose,	reshape

Output	of	last	layer

Split	on	channel,	transpose

Transpose

Relative
positional
embedding

Softmax

Transpose,	reshape,	combine

Conv3d

Output	of	temporal	self-attention	block

Figure 4.3: The general pipeline of our temporal relative self-attention. Rectangles in the workflow represent
tensors with shape specified, and italic words stand for tensor operations. ⊗ and + denote tensor product and
addition.

4.3.3. MULTI-TASK ASSEMBLING
Using the model we discussed in previous sections, it can solve the task-level sever-
ity classification on our PD dataset. Given a sample related to a specific task from the
dataset, we can predict its task severity St . Nonetheless, it is more clinically interesting
to tell the severity score of a patient Sp instead of tasks. Therefore, we propose two multi-
task assembling methods to combine the tasks to do severity classification for patients.
Note that the following methods require trained models on the PD dataset for task-level
classification.

VECTOR AVERAGING AND VECTOR WEIGHTING

We use the trained model as a feature extractor to compress the information of a video
into a dense one. We first extract the flattened vector F ∈ Rd of dimension size d as the
compressed information, which is the input feature of the fully connected layer. Each
video, containing only a single task from a patient, produces one feature vector Fm of
task m and all videos from that patient produce feature vectors FM ∈ Rd×M of all M



4

58 4. NON-I.I.D. VIDEO

tasks. Different tasks may contribute unequally to a patient’s severity score, so we use
two strategies to convert (or combine) FM into a vector F ∈ Rd , representing the feature
of a patient.

The first approach is to average features, formulated as

F = 1

M

M∑
m=1

Fm , (4.7)

by assuming each feature (task) contributes equally. The second approach is to take the
weighted average of features as the following

F =
M∑

m=1
αmFm , (4.8)

where αm (
∑M

m=1αm = 1) is the learnable weight for task m. The first approach is a spe-
cial case of this one. Afterward, F is fed as input to train a shallow neural network3. The
network is optimized using gradient descent by minimizing the empirical loss J (ω) (see
Equation 4.1) where N is the number of patients.

ATTENTION-BASED FEATURE WEIGHTING

In the feature averaging and weighting approach, we assume task weights are identical
across all patients. However, patients may not share the same task weights so that the
global task weights may be insufficient and inaccurate. Therefore, we propose to use
channel-wise attention-based weighting, which automatically assigns task weights for
each patient separately. To do so, we use another feature map FM ∈ RM×C×T×H×W (M
denotes the number of tasks), the output of the last convolutional or our self-attention
layer, as the extracted feature for a video.

The first weighting strategy is to apply squeeze-and-excitation block [51] to map the
input feature FM to a set of channel weights. As the task weights are our concerns instead
of the channels, we take the task dimension as the channel dimension in the squeeze-
and-excitation block. The process can be formulated as follows. First, squeeze global
information into a task descriptor by using global average pooling to generate task-wise
statistics

zm = 1

C ×T ×H ×W

C∑
c=1

T∑
t=1

H∑
h=1

W∑
w=1

Fm(c, t ,h, w), (4.9)

where Fm denotes the feature map for task m. Then we excite the task-wise statistics to

task weights (W1 ∈RM
r ×M , W2 ∈RM× M

r in which r is the dimensionality-reduction ratio)

αM =σ(W2δ(W1zM )), (4.10)

where αM , σ and δ denote task weights, the sigmoid activation and the ReLU [52] func-
tion. Finally we obtain the combined feature map F ∈RC×T×H×W

F =αM FM . (4.11)

30, 1 or 2 hidden layers with non-linear activation.
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Table 4.1: The summary of four task-assembling methods.

vector averaging vector weighting channel-wise attention weighting pixel-wise attention weighting

Input type avgpool avgpool layer4 layer4
Weights differ among tasks ✗ ✓ ✓ ✓
Weights differ among patients ✗ ✗ ✓ ✓
Weights differ among feature points ✗ ✗ ✗ ✓
Core mechanism averaging learnable weight vector squeeze-and-excitation [51] self-attention

Applying the squeeze-and-excitation block to get task weights is rather simple but
turns out to be efficient. It flexibly generates different weights for different patients ac-
cordingly. However, this approach assumes each feature point in the feature map con-
tributes equally, which means a task weight is a global weight for all feature points. We
can explore even further by making each feature point having its own weight αt ,h,w,m ,
which brings about the pixel-wise attention-based weighting approach.

We opt to use the self-attention mechanism similar to our temporal relative self-
attention block for pixel-wise weighting, by applying it on the task dimension instead
of the temporal dimension. First, we reshape and flatten FM ∈ RM×C×T×H×W into the
shape of (T HW × M ×C ) and then the output of a single attention head can be com-
puted as

Oh = Softmax
( (FM Wq )(FM Wk )T√

d h
k

)
(FM Wv ), (4.12)

where Wq , Wk ∈ RC×d h
k and Wv ∈ RC×d h

v are learned linear transformations. Afterwards,
we combine attention results of all heads and project using OW ∈Rdv×dv to form the task
weighted feature map

F = [
O1, . . . ,ONh

]
OW . (4.13)

Note that the task weights for each feature point αt ,h,w,m is implicitly embedded in the
computation of attention output.

Task weighted features using both approaches are fed into a shallow neural network
consisting of batch normalization [53], the ReLU function, global average pooling, and a
fully connected layer.

The summary of the proposed four task-assembling methods can be found in TA-
BLE 4.1. Vector averaging and vector weighting use the outputs of the last global aver-
age pooling layer while attention-based weighting methods use the outputs of the last
convolutional/self-attention layer in the network. We denote avgpool and layer4 as the
feature types.

4.4. EXPERIMENTAL SETTINGS

4.4.1. DATASET
In this paper, we introduce a new video dataset for Parkinson’s disease analysis. We de-
velop this dataset principally because there is a lack of such datasets for Parkinson’s dis-
ease analysis. We believe that having one will facilitate research in this area because the
dataset simulates the procedure of how experts assess patients’ symptoms using MDS-
UPDRS-III scores. Besides, the dataset is challenging enough to act as a performance
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(a) The histogram of the dura-
tion of samples, using 80 bins.
The average duration is 6.3 sec-
onds, and 90% of samples are
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(b) The bar chart shows the distri-
bution of task-level severity score.
From low to high severity class,
the number of samples decreases,
which shows the class imbalance
issue in our dataset.
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(c) The histogram of patient-level severity
score using 20 bins. Compared to task-
level severity distribution, patient-level
severity distribution has no obvious im-
balance issue. The number of patients
across the range of severity is approxi-
mately on the same level.

Figure 4.4: Distributions of the sample duration and task/patient-level severity of our dataset.

benchmark where the advantages of different architectures can be demonstrated.

DATA COLLECTION

Routine video recordings of consecutive patients who underwent either a Levodopa Chal-
lenge Test (LCT [54], [55]) prior to DBS surgery, or underwent a Stimulator Challenge Test
(SCT, [56], [57]) after DBS surgery, were collected. All patients fulfilled the criteria for id-
iopathic PD. Patients who underwent a LCT were videotaped twice (i.e. Med-OFF and
Med-ON); patients who underwent SCT were videotaped three times (Med-OFF/Stim-
ON [58], etc). Video recordings were made with the camera in a fixed position, with a
complete overview of the patient central on the screen. Due to the varying nature of
the examination room, the camera’s position and angle towards the patient varied, as
well as the background and surroundings. During the MDS-UPDRS-III examination, the
zoom-function was occasionally used to focus on the hands or feet.

All videos were made in one continuous recording of the examination. Separate seg-
ments were created by clipping the videos per task (left and right separately if required):
bradykinesia of the hands (MDS-UPDRS-III items 3.4, 3.5, 3.6), bradykinesia of the legs
(items 3.7, 3.8), postural tremor (item 3.15), kinetic tremor (item 3.16). Rigidity was not
included as this symptom is not assessed through visual observation; global bradyki-
nesia, speech, freezing-of-gait, and rest-tremor were not included as no specific video-
segment pertained to those tasks and they were evaluated throughout the entire record-
ing. The local medical ethics committee waived the formal evaluation of the study. All
patients gave written informed consent.

We are not allowed to make the dataset publicly under the Dutch privacy law.

DATASET OVERVIEW

The dataset contains 39 subjects (all patients) and 1082 video fragments after cutting.
Each sample in the dataset is of resolution 1920 by 1080 and 25 fps. The duration of
samples may be different on different tasks. Fig. 4.4a shows the duration distribution of
our dataset.
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The dataset contains T = 11 tasks for most of the patients based on the MDS-UPDRS-
III, namely finger tapping, gait freezing, hand movements, leg agility, pronation, toe
tapping, arising from chair, kinetic tremor, postural tremor, postural stability and rest
tremor. Note that not all tasks are used in the experiments. Each video has a task-level
severity score St ∈ {0,1,2,3,4} (0: normal, 1: slight, 2: mild, 3: moderate and 4: severe)
labeled by experts. We have to emphasize that a task score of 0 does not mean that the
subject is not a PD patient but indicates that the subject may have low severity on the
specific task. Each patient has a patient-level severity score, which is the sum of all task-
level severity scores, as shown in the following equation:

Sp =
T∑

t=1
St . (4.14)

The distributions of St (over all tasks) and Sp are shown in Fig. 4.4b and Fig. 4.4c.

4.4.2. SETTINGS
To evaluate our methods for Parkinson’s severity classification, we use the above-described
dataset. In our experiments, only RGB frames are used as the input for the deep archi-
tectures. The clips are resized to 32×224×224 resolution without changing their spatial
aspect ratios.

The dataset is split into five folds at the patient level but not the video level. One
subject only appears in either the training or testing fold to avoid network cheating by
recognizing the appearance of the patient. We train networks on four of them and test it
on the remaining one in the cross validation setting. The overall accuracy is obtained by
taking the average of the individual accuracy tested on each fold.

I3D is pre-trained on both UCF-101 (by ourselves) and Kinetics-400 (by [11]). TSA
is pre-trained only from UCF-101 (by ourselves). Batch size of 15, learning rate of 0.001
without decay and weight decay (λ) of 0.01 are used.

The task-level score St ∈ 0,1,2,3,4 is split into two classes: class 0 for {0,1} and class
1 for {2,3,4} since we are more interested in whether the model can distinguish between
the slight and severe group of patients. The patient-level score Sp is split into three
classes in the way that each class has an equal number of patients. Method specific
settings are provided alongside when showing the results in Section 4.5.

We briefly introduce the results in order shown in the next section. We first validate
the performance of TSA on public dataset in section 4.5.1, and then inspect the perfor-
mance improvement using transfer learning in section 4.5.2. In Section 4.5.3, we show
results on seven PD tasks using models with different settings followed with comparison
between those models. In Section 4.5.4, we analyze the performance on patient-level
severity classification, compare different strategies to combine PD tasks, and show the
model behavior on classifying only the highest and lowest severity class.

4.5. RESULTS
In this section, we show the results of our experiments. We test seven tasks with high
quality videos, finger tapping, hand movements, pronation, toe tapping, leg agility, pos-
tural tremor and kinetic tremor. They are denoted as finger, hand, pronation, toe, leg,
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Table 4.2: Top-1 accuracy on UCF-101 and HMDB-51. All accuracy are averaged over three splits. Both meth-
ods use ResNet-18 as the backbone. TSA shows better performance on both datasets so that it can be further
applied to PD dataset.

Method (scratch) UCF-101 HMDB-51

I3D ResNet-18 [11] 42.4 17.1
TSA ResNet-18 51.5±2.6 22.1±1.9

postural and kinetic for simplicity. We use ResNet-34 as backbone because through ex-
periments we find that ResNet-34 is the most suitable one in this study, considering the
size and difficulty of our dataset. One can of course use other backbones if the size,
complexity and classes of the dataset are different from ours. We have to emphasize
that, in all experiments, although patients contribute more than one video, no patient is
included into both the training- and test-set because even though videos of a patient are
separate ones, they are still from the same patient.

4.5.1. VALIDATE TEMPORAL RELATIVE SELF-ATTENTION NETWORK

Before applying TSA on PD dataset, we first check whether it works better than I3D on
two frequently used public datasets UCF-101 and HMDB-51. Hyper-parameters are cho-
sen without optimization: input shape of 64× 224× 224, lr of 0.001, batch size of 45,
weight decay of 10−5 and optimizer of SGD with momentum [59]. The backbone is
ResNet-18 for fast illustration. TABLE 4.2 shows that TSA outperforms I3D when both
trained from scratch. The performance improvements demonstrate the effectiveness of
TSA and the possibility of applying it to our PD dataset.

4.5.2. BENEFIT FROM TRANSFER LEARNING

We utilize three datasets: Kinetics-400 [60] and UCF-101 [61] to pre-train our models
considering their large sizes, high quality and popularity. Then, we fine-tune the pre-
trained models on our PD dataset. Since our dataset contains periodic and subtle mo-
tions while public datasets have easily distinguishable motions, the relatedness between
our dataset and public datasets is not tight. As such, the parameters from the convolu-
tional stem may not be optimal after transferring to our dataset. Thus all layers of the
model rather than part of them are fine-tuned.

I3D and task finger and hand are used to demonstrate the function of transfer learn-
ing. Convergence is confirmed for every compared setting for a fair comparison. Note
that for task-level classification we have binary classes. In TABLE 4.3, I3D trained from
scratch, I3D pretrained from UCF-101, and I3D pretrained from Kinetics-400 are com-
pared based on the binary accuracy, precision, recall, and Matthews correlation coeffi-
cient (MCC). Here the MCC is formed as:

MCC = TP×TN−FP×FNp
(TP+FP)(TP+FN)(TN+FP)(TN+FN)

(4.15)

where TP, TN, FP and FN stand for true positive, true negative, false positive and false
negative. We also show the receiver operating characteristic (ROC) curves of all 6 set-



4.5. RESULTS

4

63

Table 4.3: Accuracy, precisons, recall and MCC (with CI 95% and p-value) on task finger and hand (binary
classification) using I3D with and without transfer learning. Datasets in the brackets denote where the model
is pretrained. I3D using transfer learning achieves better results than I3D trained from scratch on both finger
and hand tasks. Moreover, transfer learning with a larger dataset (i.e., Kinetics-400) has more benefits to the
model.

Method Metric finger hand

I3D (scratch)

acc 65.4 65.6
MCC 0.32±0.08 0.31±0.06
CI 95% [0.16, 0.48] [0.19, 0.43]
p-value 7.3×10−5 3.7×10−7

I3D (UCF-101)

acc 68.6 70.0
MCC 0.34±0.10 0.39±0.05
CI 95% [0.14, 0.54] [0.29, 0.49]
p-value 7.1×10−4 3.8×10−14

I3D (Kinetics-400)

acc 69.2 77.5
MCC 0.35±0.06 0.54±0.07
CI 95% [0.23, 0.47] [0.40, 0.68]
p-value 1.1×10−8 7.0×10−14

tings based on TABLE 4.3. In general, I3D pretrained from the two datasets outperform
I3D (scratch), demonstrating that I3D can benefit from non-medical datasets with trans-
fer learning. Moreover, the performance improvement of I3D (Kinetics-400) from I3D
(scratch) is more notable than I3D (UCF-101) especially on task hand, which indicates
the model would benefit more from a larger dataset with transfer learning.

Table 4.4: The number of samples in each class of seven tasks in our PD dataset.

Task finger hand kinetic leg postural pronation toe

Class 0 66 89 130 145 62 104 87
Class 1 91 71 38 39 23 72 71

4.5.3. TASK-LEVEL SEVERITY CLASSIFICATION

Building a model good at predicting the task severity score is our first concern and af-
fects the later experiments and research. Two architectures - I3D and our TSA are com-
pared in TABLE 4.5 on seven tasks from MDS-UPDRS-III. The class distribution can be
found on TABLE 4.4. In general, the class imbalance in task finger, hand, pronation and
toe is acceptable. In remaining tasks, the class imbalance issue is severe. Note that we
replace convolutional layers in 3D ResNet-34 layer3 and layer4 with temporal relative
self-attention block to construct our TSA network. The dataset in the brackets denotes
on which the model is pretrained. We show the MCC along with precision and recall.
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(a) finger I3D (scratch)
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(b) finger I3D (UCF-101)
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(c) finger I3D (Kinetics-400)
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(d) hand I3D (scratch)
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(e) hand I3D (UCF-101)
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(f) hand I3D (Kinetics-400)

Figure 4.5: ROC curves of all 6 settings in Table 4.3.

Table 4.5: Accuracy, precision, recall, and MCC (with CI 95% and p-value) on seven tasks from MDS-UPDRS-
III using I3D and TSA. Each row shows the performance of a task and each column gives the result of a mea-
surement (two classes). Datasets in the brackets denote on which public dataset the model is pretrained. In
general, I3D pretrained on Kinetics-400 outperforms I3D pretrained on UCF-101, indicating transfer learning
from larger datasets has more benefits than smaller datasets. TSA pretrained from a smaller dataset, UCF-101,
is comparable to Kinetics-400 pretrained I3D.

Task
I3D (UCF-101) I3D (Kinetics-400) TSA (UCF-101)

acc
recall

precision
MCC

p-value
95% CI

acc
recall

precision
MCC

p-value
95% CI

acc
recall

precision
MCC

p-value
95% CI

finger 68.6
0.76
0.55

0.34±0.09
1.7×10−4

[0.16, 0.52]
69.2

0.76
0.57

0.35±0.06
1.1×10−8

[0.23, 0.47]
78.2

0.81
0.75

0.55±0.08
2.1×10−11
[0.39, 0.71]

hand 70.0
0.61
0.76

0.39±0.07
4.5×10−8

[0.25, 0.53]
77.5

0.75
0.80

0.54±0.11
1.3×10−6

[0.32, 0.56]
75.6

0.72
0.79

0.50±0.06
7.2×10−16
[0.38, 0.62]

kinetic 78.0
0.10
0.87

0.22±0.06
2.7×10−4

[0.10, 0.34]
73.8

0.49
0.82

0.33±0.10
1.0×10−3

[0.13, 0.53]
79.2

0.51
0.87

0.40±0.09
1.1×10−5

[0.22, 0.58]

leg 79.3
0.17
0.88

0.24±0.05
2.2×10−6

[0.14, 0.34]
79.3

0.14
0.88

0.26±0.06
1.8×10−5

[0.14, 0.38]
70.1

0.35
0.81

0.29±0.04
1.8×10−12
[0.21, 0.37]

postural 74.1
0.08
0.85

0.18±0.04
8.7×10−6

[0.10, 0.26]
77.6

0.34
0.87

0.30±0.08
2.0×10−4

[0.14, 0.46]
70.6

0.56
0.78

0.35±0.09
1.1×10−4

[0.17, 0.53]

pronation 68.8
0.56
0.76

0.34±0.06
2.7×10−8

[0.22, 0.46]
77.8

0.71
0.87

0.53±0.07
1.7×10−4

[0.39, 0.67]
72.2

0.67
0.76

0.43±0.04
5.9×10−25
[0.35, 0.51]

toe 64.6
0.52
0.72

0.31±0.07
1.7×10−6

[0.20, 0.48]
67.7

0.65
0.70

0.38±0.08
2.8×10−6

[0.22, 0.54]
62.0

0.53
0.68

0.29±0.06
1.9×10−6

[0.17, 0.41]

average - - 0.29±0.08 - - - 0.38±0.11 - - - 0.40±0.10
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(b) hand movements

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate

0.0

0.2

0.4

0.6

0.8

1.0

ROC curve (area = 0.62)

(c) kinetic tremor
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(d) leg agility
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(e) postural tremor
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(f) pronation
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(g) toe tapping

Figure 4.6: ROC curves for seven tasks in the setting where the best performance is achieved in TABLE 4.5. The
ROCs on task finger, hand, pronation and toe are well shaped, indicating that models on these tasks performs
well. The remaining ROCs are close to the diagonals, which means the models’ performance is not good.

TASK-LEVEL PERFORMANCE

Fig. 4.6 shows the ROC curve for each task in the setting which achieves the best perfor-
mance (bold numbers) in TABLE 4.5. Three out of seven tasks have the best MCC higher
than 0.5, and only one task leg is under 0.3. The average MCC across all seven tasks is
0.40, sufficiently good for classification on a medical dataset. It demonstrates that deep
architectures can predict the task (i.e., task from MDS-UPDRS) severity of a patient with
decent accuracy given the video from that task.

Table 4.6: Clinical information for three classes. Note that each patient is videotaped two or three times, and
the severity score of each time may fall into different classes. For simplicity, L-OFF, L-ON, A, B, and C de-
note Levodopa challenge test OFF, Levodopa challenge test ON, Med-OFF-Stim-ON, Med-OFF-Stim-OFF, and
Med-ON-Stim-ON. Each class has an approximately equal number of patients and videos, i.e., no severe class
imbalance issue.

Class Score Number of patients Age Disease duration Male/Female
Number of video fragments

all L-OFF L-ON A B C

0 15±4 32 61±8 11±4 22/10 351 0 130 66 0 155
1 32±5 32 65±9 12±5 28/4 374 62 36 145 65 66
2 53±8 31 64±8 11±5 21/10 357 152 21 12 172 0
total 33±16 39 63±8 11±5 28/11 1082 214 187 223 237 221

In particular, task finger, hand and pronation are the top-3 well-classified task in
terms of MCC and ROC curves in Fig. 4.6a, 4.6b and 4.6f, because 1) most of the videos
are zoomed in to focus on the objects, making it easier for the model to look at the rele-
vant patterns and 2) the class imbalance problem is slight compared to task kinetic, leg
and postural. On the opposite, task leg has the lowest MCC, and the ROC curve in Fig.
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4.6d does not bulge towards the top-left corner of the figure, indicating a corrupt model
for task leg. Inspecting TABLE 4.5, we can observe quite low recalls of 0.17 and 0.14 using
I3Ds and an inadequate recall of 0.35 using TSA.

The performance discrepancy between tasks exposes some disadvantages of our ar-
chitectures. First, the ratio of objects, e.g., hand in task hand movements and toe in
task toe tapping, occupying the bounding box of the video matters. In task finger tap-
ping, hand movements and pronation, the zoom-function is occasionally used to focus
on the objects, and most of the videos are zoomed in during the pre-processing stage,
which gives the architectures cleaner and more easy-to-identify input data. Second, the
effects of the class imbalance problem on the architectures cannot be ignored. Due to
the PD dataset is a periodic- and subtle-motion dataset, which is different from public
datasets. Identifying task severity is harder than classifying different human actions. In
such a case, the extreme class imbalance can corrupt the architectures’ behavior even
if the class-balanced loss [50] is adopted. However, the class imbalance is everywhere
in real-world settings or at least in Parkinson’s disease. As such, we leave solving class
imbalance on the PD dataset as one of the future work.

MODEL COMPARISON

In TABLE 4.5, we see that in terms of the MCC, TSA (UCF-101) outperforms I3D (UCF-
101) on six tasks with a significant margin. Besides, the average MCC of the former is also
clearly better than the latter. Since the only difference between the two is the backbone
used, we can conclude that our TSA performs better than I3D on the PD dataset.

Also, compared to I3D (Kinetics-400), TSA (UCF-101) still has 1.5% improvements
even if pretrained from a much smaller and less complex dataset. It demonstrates that
TSA is better at dealing with the large discrepancy of motion difference between non-
medical datasets and our PD dataset. So we think TSA pretrained from Kinetics-400
would further improve the performance. Due to the limit of time and computation re-
source, we leave it as the future work.

Regarding the time cost of the temporal relative self-attention, it is completely ac-
ceptable as the network can still run with a bit more time cost. However, the memory
cost can be problematic if the network is too deep due to the hardware memory limita-
tion. As such, we give some useful solutions in terms of the algorithm itself:

1. only replace convolutional layers with small temporal size (usually the last few),

2. reduce dk and

3. use large kernel size or stride on the temporal dimension at the first few layers to
quickly decrease the temporal size to the one you want and use kernel size of 1 at
following layers to maintain the temporal size unchanged until the last layer.

Another issue of TSA is that a large learning rate is possible to cause the exploding
gradients problem, which can be overcome by applying approaches such as the ReLU
activation function and pre-training.

4.5.4. PATIENT-LEVEL SEVERITY CLASSIFICATION
We use the trained model on each task as the feature extractor to extract the learned
patterns and apply the proposed four task-assembling methods to incorporate tasks to
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produce a single concluding severity score for a patient. The patient-level severity is split
into three classes by cut-off: slight ∈ [0,23], moderate ∈ (23,40] and severe ∈ (40,−] with
approximately equal number of videos. TABLE 4.6 shows the number of video fragments
in each class. Experiments are repeated 20 times to ensure validity.

SINGLE-TASK BASELINE

To demonstrate the effectiveness of task-assembling methods, we first do patient-level
severity classification using only one single task as the baseline. The result is shown in
TABLE 4.7. The best MCC is 0.31 using single task hand, which is served as the baseline
to compare with assembling methods.

Table 4.7: Single task baseline for patient-level severity classification (three classes). Each row shows the per-
formance of a task and columns give the result of accuracy and MCC with standard deviation provided. Rank is
calculated based on the average MCC from two inputs. The top-3 well-performed tasks used for patient-level
classification are task hand, kinetic and finger. Task hand achieves a MCC of 0.31, which is used as the best
single-task baseline.

Task Input Accuracy MCC Rank

finger
avgpool 60.3±2.8 0.30±0.05

2
layer4 60.7±3.2 0.31±0.04

hand
avgpool 61.5±2.8 0.31±0.04

1
layer4 60.7±3.1 0.30±0.03

kinetic
avgpool 59.7±2.7 0.29±0.04

3
layer4 60.5±3.4 0.30±0.04

leg
avgpool 50.6±2.7 0.21±0.05

6
layer4 60.0±3.7 0.27±0.04

postural
avgpool 54.9±2.5 0.19±0.05

5
layer4 60.8±3.5 0.29±0.04

pronation
avgpool 59.3±3.2 0.20±0.05

4
layer4 61.3±3.4 0.31±0.04

toe
avgpool 51.3±2.8 0.17±0.06

7
layer4 60.6±3.9 0.28±0.04

BENEFIT FROM TASK-ASSEMBLING METHODS

Four task-assembling methods incorporate seven tasks used in task-level severity classi-
fication. From TABLE 4.8, we see that all task-assembling methods, including the most
straightforward averaging strategy, outperforms the single-task baseline. The best method
is the pixel-wise self-attention based weighting in terms of the MCC, with an improve-
ment of 25.8% from the baseline. These results demonstrate that patient-level severity
classification benefits from all tasks combined compared to based on a single task, which
is intuitive since it is also hard for experts to diagnose a patient by inspecting just one
task.
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Comparing all four methods, we see the weighting strategy is better than just sim-
ple averaging, indicating that each task contributes unequally to the patient-level sever-
ity. Moreover, the attention-based weighting slightly outperforms the learnable vector-
based weighting. It is because 1) layer4 has more feature points, potentially more repre-
sentable for a task than avgpool, and 2) attention-based weighting gives more flexibility
to the weights such that patients can have task weights exclusively learned based on their
condition.

Table 4.8: Patient-level severity classification (three classes) using single task as a baseline and task-assembling
approaches (seven tasks). Each row shows the performance of a task-assembling method on the input from
a certain layer. The four task-assembling methods outperform the single-task baseline with the channel-wise
and pixel-wise attention weighting being the best methods.

Method Input Accuracy MCC

single task baseline avgpool 61.5±2.8 0.31±0.04

vector averaging avgpool 62.7±2.4 0.32±0.06
vector weighting avgpool 64.1±2.4 0.37±0.06
channel-wise attention weighting layer4 64.5±3.1 0.38±0.05
pixel-wise attention weighting layer4 64.5±2.8 0.39±0.06

We show the weights learned in the vector weighting method in Fig. 4.7 to give a
general feeling of which task may contribute less or more to the prediction of patient-
level severity. Weights are averaged across 20 runs on each fold, a total of 100 runs. As
the two attention-based weighting methods assign task weights for patients exclusively,
it is not intuitive to see the overall weight distribution on tasks. In Fig. 4.7, we see the top-
2 tasks with highest weights are hand and finger, which well matches the performance
rank in TABLE 4.7. The rest tasks remain the similar position as in TABLE 4.7 except that
task kinetic drops to the lowest rank. We suspect the reason being the effect of severe
class imbalance problem of task kinetic.
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Figure 4.7: Weights for seven tasks learned by vector weighting method. The weights of task finger and hand are
higher than the average, which means in the task-assembling approach, i.e., vector weighting, they contribute
more than other tasks in the prediction of the patient-level severity.
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DISTINGUISHING BETWEEN SLIGHT AND SEVERE CLASSES

We remove the class moderate with the remaining classes untouched to focus on the
classification between slight and severe classes. The result of the best single task baseline
and assembling methods are shown in TABLE 4.9. By combining seven tasks, we gain
1.7%-13.3% performance improvements compared to using a single task. At best, we can
achieve a MCC of 0.68 on distinguishing between slight and severe classes. Moreover, the
attention-based weighting methods still outperform the vector-based ones, matching
the case in TABLE 4.8.

In general, attention-based weighting strategy is the first choice to assemble the tasks,
but the vector-based one is also applicable, given its higher time efficiency. It is also
worthwhile to exclude some tasks to see the ablation effects on patient-level perfor-
mance. As the main focus of this paper is to show the potential of combining tasks, we
leave it as future work.

Table 4.9: Patient-level severity classification (two classes with class moderate removed) using single task and
task-assembling approaches (seven tasks). Each row shows the performance of a task-assembling method on
the input from a certain layer. The four task-assembling methods outperform the single-task baseline with the
pixel-wise attention weighting being the best method.

Method Input Accuracy MCC

single task baseline avgpool 81.1±2.2 0.60±0.06

vector averaging avgpool 81.4±1.7 0.61±0.05
vector weighting avgpool 81.9±2.1 0.64±0.07
channel-wise attention weighting layer4 82.2±3.1 0.66±0.09
pixel-wise attention weighting layer4 83.6±1.2 0.68±0.04

In Section 4.5.4 and 4.5.4, we empirically show the possibility that a multi-task algo-
rithm based on an incomplete video-overview (i.e. not all MDS-UPDRS-III items are in-
cluded) can help discriminate between groups of disease severity in both slight-moderate-
severe and slight-severe cases with acceptable MCC, 0.39 for the former case and 0.68 for
the latter case. Besides, the performance of single task and weights visualization demon-
strates the test of bradykinesia hands among all videotaped items is the best reflections
of the total MDS-UPDRS-III.

4.6. CONCLUSION
In this paper, we successfully apply deep architectures on the PD video dataset to au-
tomatically identify the task-level severity, i.e., item scores in MDS-UPDRS-III given the
video of the task, with satisfactory performance in terms of both accuracy and MCC.
Due to the small size of our PD dataset, we employ transfer learning from non-medical
datasets to improve the performance of the model.

We propose a temporal self-attention method, TSA, for action recognition problem
and validate it on two commonly used public datasets and our PD dataset. The promis-
ing results compared to I3D demonstrate the effectiveness of TSA and better ability of
handling motion discrepancy between non-medical datasets and our PD dataset dur-
ing transfer learning. TSA is highly flexible and can be embedded in any 3D network for
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action recognition by replacing the CNN layer with the temporal relative self-attention
block.

We propose four task-assembling methods to incorporate tasks to identify the patient-
level severity by using the models trained on each task. Compared to using only a single
task, tasks combination can produce a better performance under both classification sce-
narios: slight-moderate-severe and slight-severe. It is clinically interesting that through
analysis of a limited number of selected tasks, we can deduct a global severity score given
the reasonably good accuracy and MCC.

In this study, we focus on only 7 tasks and each of them is based on one particu-
lar video-segment. In MDS-UPDRS-III, the scores of other tasks are also indicators for
PD severity, such as resting state tremor and freezing of gait. However, video samples
from these tasks contain multiple view and scene changes and most part of the video
is not highly relevant for severity score prediction. So we exclude these tasks temporar-
ily to prevent from leading to an inaccurate conclusion. In the future work, we will try
to include all the tasks with video data and propose new methodologies to overcome
these difficulties, further illustrating the feasibility of our methods in this study. The
clinical asymmetry which may be present in PD was not considered in this study. Fu-
ture research should identify whether motor asymmetry plays an important role during
automated assessments of motor severity in PD.

We take this study as a preliminary step for PD severity prediction. Several additional
steps should still be taken before algorithms can be applied robustly in the real clini-
cal world, such as collection of much more data and findings of more advanced class-
imbalance-free models. However, some results of our current methods already matches
the clinical description of PD. For instance, the tasks related to finger or hand move-
ments are most sensitive to reflect motor disease severity, in comparison to other tasks.
This implies that the severity of upper extremity bradykinesia best reflects the total mo-
tor severity, which closely adheres to the clinical diagnosis of PD. Furthermore, the result
also shows that bradykinesia of the upper extremity is more sensitive than bradykinesia
of the lower extremity, which suggests that assessment of severity should be more fo-
cused on upper body bradykinesia than lower body bradykinesia. However, it is ques-
tionable whether upper limb bradykinesia should be considered a gold standard. Future
research should attempt to replicate and validate this finding before implementation in
clinical practice.

The proposed methodology here can be used in other disorders with motor pheno-
types, such as classification of disease severity in e.g. Huntington’s Disease, or differ-
entiating motor phenotypes such as epilepsy vs. psychogenic non-epileptic seizures,
indicating its utility beyond Parkinson’s Disease.
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5
ROBUST CLASSIFIER

We illustrate the detrimental effect, such as overconfident decisions, that exponential be-
havior can have in methods like classical LDA and logistic regression. We then show
how polynomiality can remedy the situation. This, among others, leads purposefully to
random-level performance in the tails, away from the bulk of the training data. A directly
related, simple, yet important technical novelty we subsequently present is softRmax: a
reasoned alternative to the standard softmax function employed in contemporary (deep)
neural networks. It is derived through linking the standard softmax to Gaussian class-
conditional models, as employed in LDA, and replacing those by a polynomial alternative.
We show that two aspects of softRmax, conservativeness and inherent gradient regulariza-
tion, lead to robustness against adversarial attacks without gradient obfuscation.

This work has been published as:
Z. Wang, M. Loog, "Enhancing Classifier Conservativeness and Robustness by Polynomiality", Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2022 [1].
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5.1. INTRODUCTION
Models that show some form of exponential behavior are ubiquitous in machine learn-
ing: from the Gaussian class conditional distribution in linear discriminant analysis (LDA)
[2], [3] to sigmoid activation for logistic regression [4], [5], and the softmax activation
function in deep neural networks [6], [7].

Models with such use of exponentiality can, however, have unwanted behavior. We
describe and illustrate such behavior, examine its reason, and propose a partial remedy
by switching to models that behave polynomially. Like [8], [9], we consider the distribu-
tion tail and show that samples in the tails receive overconfident posterior predictions
[10]. This renders the model sensitive to outliers and causes overfitting, especially in
the case of distribution shift. Moreover, we link overconfident predictions to the lack of
robustness against gradient based adversarial attacks.

A model should not be certain about a sample that deviates too much from the train-
ing data. Overconfident predictions on samples in the distribution tails should often be
avoided, e.g. an atypical patient may otherwise be classified to be healthy or diseased
with strong confidence. We want what we call conservativeness, which expresses the fact
that we are uncertain. Specifically, we define it to be random guess-level prediction for
samples in the tail of the distribution and show that this can be achieved by moving from
exponential to polynomial behavior both in LDA and logistic regression.

In addition, for logistic regression and deep learning, studies into the standard soft-
max activation have shown that it is not necessarily the best choice in many settings
[11]–[13]. We propose a polynomial form of softmax posterior estimation that we coin
softRmax. For this, we exploit the connection between the standard softmax function
and LDA [14] and adopt a modified Cauchy distribution as the substitute for the (su-
per)exponential Gaussian term.

Besides overconfident predictions, the use of exponentiality is also linked to vulner-
ability to adversarial attacks. Such attacks aim to cause malicious prediction changes
by adding an unnoticeable perturbation to the original input. Robustness is the ability
to maintain performance under adversarial attacks [15]. We demonstrate that a higher
robustness of neural networks can be obtained by simply substituting the standard soft-
max with our softRmax. We show that the robustness can be linked back to the conser-
vativeness of softRmax and inherent gradient regularization. The first factor, conserva-
tiveness, mainly brings robustness against gradient based attacks.

The second leads to an enlarged margin between samples and the decision bound-
ary, thereby boosting robustness against attacks as well. The effectiveness of various
strategies countering adversarial attacks can be attributed to gradient obfuscation [16],
[17]. We show that our inherent gradient regularization does not rely on such obfusca-
tion.

We sketch the benefits of conservativeness under covariate shift [18]–[20] and show
it when a model is under attack. We verify the robustness of our polynomial substitutes
empirically on toy and public datasets. We further propose a semi-black-box attack,
which we call an average-sample attack, to confirm that the robustness of our softRmax
indeed comes from the above two factors.

We also introduce a scale-invariant metric, the magnitude-margin ratio, for compar-
ing the robustness of different models under the same level of attack.
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5.2. BACKGROUND MATERIAL AND RELATED METHODS
Adversarial attacks are used for robustness evaluation in our work. They are categorized
into white-box and black-box attacks, depending on whether the network is available or
not [21]. Black-box attacks do not need the network architecture and usually involve the
training of a substitute network that mimics the decision boundary of the target network
[22]. A gradient-based adversarial attack is a typical white box attack [23], [24]. It aims to
find the perturbation direction that can lead to the fastest change in the prediction.

FGSM [23] is a simple yet effective approach where a small perturbation η is added
to the input x to increase the overall loss. The perturbation η is ϵ multiplied by the sign
of the loss gradient ∇x J (w,x, y). The perturbed input becomes:

x′ = x+ϵsign(∇x J (w,x, y)). (5.1)

Similarly, a gradient-based target attack [25] aims to perturb the sample to a target class
yt by decreasing the loss that corresponds to the target class:

x′ = x−ϵsign(∇x J (w,x, yt )). (5.2)

BIM [24] performs the attack iteratively in T steps. With the same attacking scale ϵ, BIM
applies the attack at the scale ofα= ϵ/T in each step to form an attacked input x′t at step
t :

x′t+1 = x′t +αsign(∇x J (w,x, y)). (5.3)

We need the notion of a prediction margin Mz [26] to measure the robustness to ad-
versaries, which has an indirect link to the classical (geometrical) margin in the input
space [27]. Our work uses it to evaluate the margin and the robustness of our method.
For this, we consider a mapping from the input x to the latent or representation space:
z = f (x,w), with z ∈ Rk and zi the output of the final layer corresponding to class i ∈
{0,1, . . . ,k}. Assuming a sample x is correctly classified to its class y , zy takes on the max-
imum value in z. The prediction margin is defined as the distance between zy and the
second largest value in z:

Mz := zy −max
i ̸=y

{zi }. (5.4)

Adversarial defenses for deep learning have been achieved by adversarial training
[28], distillation [29], [30], constructing a maximum margin in the latent space [31]–[34]
and gradient regularization [26], [34]–[38]. Explanations for gradient regularization ap-
proaches are heuristic and their successes often hinge on gradient obfuscation [16]. The
latter refers to an unnecessarily rough loss landscape that hinders gradient-based ad-
versarial attacks, which get readily stuck in the local minima of the roughened loss. It
should be noted, however, that this approach does not solve the problem of adversarial
attacks inherently [17]. Increasing the iteration number in BIM attacks [24] and using
black-box attacks are standard to detect gradient obfuscation. We use both in our work
to show that our approach does not rely on gradient obfuscation.

Covariate shift is a specific problem within domain adaptation. Domain adaptation
refers to the scenario where the training data and the test data are not i.i.d. [39], [40].
The training and test data are referred to as the source domain and the target domain,
respectively. One standard solution of this problem is to approximate the target domain
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by assigning the source samples weights determined by the source and target distribu-
tion. In the original work [18], these are estimated using Gaussian distributions. With
this approach, adding very few samples in the tail of the source distribution can lead
to considerable overfitting to the added outliers. We illustrate that, if a polynomial t-
distribution instead of Gaussian distribution is adopted in the procedure of density esti-
mation, the influence of outliers is limited.

5.3. EXPONENTIALITY VS POLYNOMIALITY
We first demonstrate the presence of overconfident prediction in the distribution tail and
sensitivity to adversarial attacks with classical LDA, logistic regression, and deep learn-
ing. We then replace the exponential terms in each scenario by polynomial ones and
show that this substitution is a simple yet effective approach to deliver conservativeness
and improved robustness. Notably, for the latter, no adversarial training or extra regular-
ization is required.

5.3.1. CONSERVATIVENESS
Conservativeness is defined as estimating the posterior class probabilities p(yi |x) at random-
guess level for x in the tail, away from the bulk of the data.

To study such tail behavior, we basically study x for which the norm grows indef-
initely, i.e., ∥x∥ → ∞. Assuming k classes and ignoring class priors, conservativeness
comes down to the requirement that we can informally state as:

lim
∥x∥→∞

p(yi |x) ≈ 1

k
. (5.5)

LDA
We consider k-class classification using LDA. We elaborate upon the link between the
overconfident prediction and exponentiality. Following Bayes’ rule, the posterior of class
yi , under equal priors, is

p(yi |x) = p(yi )p(x|yi )∑
k p(yk )p(x|yk )

= p(x|yi )∑
k p(x|yk )

. (5.6)

Consider x to be 1D for simplicity. The class conditional distribution p(x|y) is estimated
by fitting a Gaussian N (x|µk ,σ2) with µk and σ2 being the mean and variance of class k.
When x goes to ±infinity, the posterior saturates to one-hot encoding due to the (faster
than) exponential rate of decrease of the Gaussian distribution. Specifically, we have

p(yi |x) = (5.7)(
1+ ∑

k ̸=i
exp

(
− 1

2σ2 (2x(µi −µk )−µ2
i +µ2

k )

))−1

from which we see that limx→±∞ p(yi |x) = 0, unless yi is the mean closest to x =±∞, in
which case the posterior will be 1.

This is also illustrated in Figure 5.1a.
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(a) Gaussian distribution.
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(c) Logistic regression.

Figure 5.1: LDA and logistic regression with exponential and polynomial assumptions. Posteriors p(y0|x) are
compared. Subfigure 5.1a and 5.1b show the predicted posterior by LDA with class conditional Gaussian or t-
distributions. Subfigure 5.1c compares the posterior of softmax and softRmax. LDA with Gaussian assumption
and softmax with exponential functions show overconfident predictions in the distribution tails. Conservative
prediction is achieved by substituting polynomial for exponential behavior.

Polynomial substitute. We propose to substitute the Gaussian distribution with the
(noncentral) Student’s t-distribution in the density estimation. Other distributions that
fall of polynomially can be considered as long as the power of the leading terms are the
same for all k class conditional distributions. In this way, conservative posteriors with a
behavior as in Equation (5.5) are obtained.

The reason for this is that the limit of x going to ±infinity for Equation (5.6) behaves
rather different when the numerator and denominator contain polynomial instead of
exponential terms. For the former, convergence is controlled by the polynomial decay
rate of the posteriors p(x|yk ). When equal, the limit posterior, assuming all priors equal,
is 1

k .

Example. We consider a binary classification task in 1D data. We assume a uniform
distribution in the range [−2,−1] for class y0 and [1,2] for class y1. With Gaussian dis-
tributions for the class conditional distributions p(x|y0) and p(x|y1)—fitted using max-
imum likelihood, we get the change of posterior p(x|y0) w.r.t. input x as in Figure 5.1a.
When x →−∞, p(y0|x) = 1 and when x →∞ p(y1|x) = 1. Substituting the t-distribution
for the Gaussian, as shown in Figure 5.1b, for samples that are in the bulk of the class
conditional distribution, we still obtain a posterior p(y0|x) close to 1. But for samples
in the tail, we find more conservative prediction where p(y0|x) and p(y1|x) are approxi-
mately 1

2 .

LOGISTIC REGRESSION AND SOFTMAX

The softmax in neural network, as employed in the last layer to come to posterior esti-
mates, works in the same way as multi-class logistic regression for classification tasks.
Here, we consider a basic linear transformation f (x,w) = wT x+b = z, though our analy-
sis can be readily generalized to nonlinear neural networks.

With the standard softmax activation ςS , the embedding z is mapped to a vector of
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posteriors with p(yi |x) = ςS
i (z) = ezi /

∑
k ezk . Equivalent to Equation (5.7), we have

ςS
i (z) = exp(wT

i x+bi )∑
k exp(wT

k x+bk )
=

(
1+ ∑

k ̸=i
exp

(
(wk −wi )T x+ (bk −bi )

))−1

.

(5.8)

When ∥x∥ → ∞, if (wk −wi )T x is negative for all k,k ̸= i , then the posterior will be 1,
otherwise it is 0.

We make the connection of softmax with LDA here. Let us position k normal distri-
butions with identity covariance, N (·|m,I), in Z . Their means are the k standard basis
vector ek . Based on these distributions—every single one of them representing one of
the k classes, we can map every z ∈ Z to a vector of posteriors ςG (z), simply by setting

ςG
i (z) := N (z|ei ,I)∑

k N (z|ek ,I)
. (5.9)

This, in turn, can be directly related to the softmax ςS . First, we realize that, for z fixed,

N (z|ei ,I) ∝ exp(− 1
2∥z−ei∥2)

∝exp

(
−1

2

∑
k

z2
k

)
exp(zi )exp(− 1

2 ) ∝ ezi .
(5.10)

From this, we immediately see that

ςG
i (z) = N (z|ei ,I)∑

k N (z|ek ,I)
= ezi∑

k ezk
= ςS

i (z). (5.11)

Polynomial substitute. Inspired by the standard Cauchy distribution pC (x) = 1
π(1+x2)

—
a specific t-distribution, we use a polynomial term with the power of −2 to substitute
the Gaussian class conditional distribution N (z|ei ,I) in Equation (5.11), which gives our
softRmax activation function ςC :

ςC
i (z) :=

1
∥z−ei ∥2∑
k

1
∥z−ek∥2

. (5.12)

By adopting the polynomial function, the posterior becomes conservative, because

p(yi |x) = ςC
i (z) = ∥wT x+b−ei∥−2∑

k ∥wT x+b−ek∥−2

= 1

1+∑
k ̸=i

∥∥∥ wT x+b−ei
wT x+b−ek

∥∥∥2

(5.13)

and the terms
∥∥∥ wT x+b−ei

wT x+b−ek

∥∥∥2
converge to 1 when ∥x∥→∞.
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Example. We consider logistic regression for binary classification in 1D. Similar to the
previous example, we assume a uniform distributions in the ranges [−1,0] and [1,2] for
the two classes y0 and y1. The sigmoid/softmax function is substituted with the softR-
max activation function from Equation (5.12) to construct a conservative regressor. In
Figure 5.1c, we see that the posterior p(y0|x) goes to 1

2 on both ends.

5.3.2. ROBUSTNESS
Next to softRmax being conservative, simply substituting the standard softmax with it in
any probabilistic deep net also brings more adversarial robustness. We show that this
comes from conservativeness in the tail and an inherent weight regularization that leads
to an enlarged margin between samples and the decision boundary.

(a) Softmax 1 (b) Softmax 5 (c) Softmax 10 (d) Softmax 15 (e) Softmax 30 (f) Softmax 50

(g) Ours 1 (h) Ours 5 (i) Ours 10 (j) Ours 15 (k) Ours 30 (l) Ours 50

(m) Softmax 1 (n) Softmax 10 (o) Softmax 15 (p) Softmax 20 (q) Softmax 30 (r) Softmax 50

(s) Ours 1 (t) Ours 10 (u) Ours 15 (v) Ours 20 (w) Ours 30 (x) Ours 50

Figure 5.2: Margin change for linearly separable dataset and the moon dataset with softmax and our softRmax.
Different colored points represent the two classes. The color bands show the posterior develops in the input
space. The number in the title of each subfigure is the training epoch. With the standard softmax, the model
makes the posterior change around the decision boundary sharp to minimize the loss. Due to the regulariza-
tion of weights w with softRmax, it is harder to minimize the loss by increasing the posterior fast at the decision
boundary, which enables the model to find a larger margin.

ROBUSTNESS FROM CONSERVATIVENESS

Most gradient-based adversarial attacks try to maximize the overall loss [23] or minimize
the loss of a target class [25]. For a properly converged network that employs the stan-
dard softmax, attacking a correctly classified sample pushes it away from the tail, as the
overall loss would not increase moving towards it (and the target class loss would not de-
crease). This is because the posterior of the correct class does not decrease towards the
direction of the tail (see Figure 5.1c). The loss landscape using softRmax is different due
to the conservativeness in the tail, as also illustrated in Figure 5.1c. For samples that are
already positioned in the direction of the tail, an attack would actually push them even
further into the tail. This increases the overall loss or decrease the target class loss. A
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perturbation towards the tail does, however, not change the accuracy so the attack fails.
This leads a neural network using our softRmax to be more robust to gradient-based
attacks. Note that this defense is different from gradient obfuscation because our loss
landscape is not unnecessarily rough but simply has a different structure. This will be
further elaborated in the corresponding experiment in Subsection 5.4.2.

ROBUSTNESS FROM ENLARGED MARGIN

The other factor that contributes to the robustness of softRmax, is the enlarged margin.
To illustrate, we again consider a simple linear mapping of the input: z = wT x+b. The
theory can be generalized to nonlinear mappings by substituting the weight w with the
gradient ∇xz in the following derivation. With the output of the activation function being
the general ς, the posterior gradient equals:

∂ς(z)

∂x
= ∂ς(z)

∂z

∂z

∂x
=∇zςw. (5.14)

The network weights are optimized by minimizing a posterior based loss function,
which means the posterior of the labeled class should be maximized. For a separable
dataset, there are many possible decision boundaries that can be learned by the network.
When a decision boundary is biased by some samples close to the decision boundary
(like in Figures 5.2c and 5.2p), the network generally has two options to further decrease
the loss. It can either move the decision boundary to enlarge the classifier margin, or
make the transient of posterior steeper at the decision boundary so posteriors of cor-
rectly classified samples saturate to 1 quicker. Both of the two approaches decrease the
loss.

We observe that with softmax being the activation, the network tends to increase the
posterior by making the posterior transient steep (as shown in Figures 5.2f and 5.2q). We
believe that this is because the magnitude m of w is not regularized, so the network can
simply increase m during the optimization process to increase the posterior gradient
in Equation (5.14). This leads to the fast transient of the posterior around the decision
boundary. A problem in the optimization is that the posteriors of samples will quickly
saturate to 1 and do not contribute to gradient updates anymore. If a decision bound-
ary is biased like in Figure 5.2c, it hardly changes in subsequent epochs. Such decision
boundary correctly separates all data, but is more vulnerable to adversarial attacks be-
cause the classifier margin is not maximized.

Different from softmax, softRmax optimizes the loss in the other way: by enlarging
the margin. It maps x to z around the kth row of the identity matrix ek for class k, so ∥z∥ ≈
1. Correspondingly, the magnitude of weight w is inherently regularized by ∥wT x+b∥ ≈ 1.
This avoids increasing the weights to values that can lead to a sharp decision boundary
and leaves just one of the two above-mentioned optimization options to decrease the
loss, i.e., enlarging the margin (see Figs. 5.2l and 5.2w), resulting in increased robustness.

5.4. EXPERIMENTS
We present experimental results on conservativeness and robustness when using stan-
dard exponential terms and polynomial substitutes respectively. First, we use covariate
shift adaptation by importance weighting with outliers as an example to demonstrate
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that the conservativeness brought by polynomiality is necessary in an LDA-like setting.
A next experiment shows that, even under attack, softRmax gives conservative poste-
riors. We also perform standard adversarial attacks on public datasets to compare the
robustness of softmax and softRmax. To better understand the behavior of softRmax, we
introduce a new, so-called, average-sample attack and the magnitude-margin ratio.

5.4.1. CONSERVATIVENESS
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Figure 5.3: (a) visualizes the marginal distribution of the source and target domain. The target function and
the output value for the regression task are shown in (b). Figure (c) visualizes the fitted lines in the original
scenario with Gaussian density estimation without outliers added. Figures (d) and (e) present the adaptation
results of Gaussian density estimation and using Student’s t-distribution with outliers separately. Lambda in
the legend refers to the power λ in Equation (5.15). Gaussian density estimation overfits to the outliers.

Under covariate shift between a source domain Ds and a target domain D t , a fixed
labelling function is assumed. We consider a standard weighting approach [18] to make
the source domain distribution pDs approximate the target domain distribution pD t :

wcov =
( pD t (x)

pDs (x)

)λ
. (5.15)

Here, λ controls the strength of the weighting scheme. Similar to Section 5.3.1, Gaussian
distributions N (x|µ;σ2) with mean µ and variance σ2 are estimated for pDs and pD t .
When outliers occur in the tail of the source distribution, extreme weights wcov are as-
signed to those outliers if the target distribution pD t has a larger variance σ2

D t
than σ2

Ds
of the source domain. This will lead to overfitting to these outliers only. With the use of
a t-distribution, a weight of 1 is obtained, resulting in improved estimator behavior.

A domain adaptation regression setting is considered similar to the original work
[18]. The target function is f (x) = sinc(x), shown in Figure 5.3b. The source and the tar-
get densities are pDs (x) = N (x|1.1,(1/2)2) and pD t (x) = N (x|2.1,(10/17)2), respectively.
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We add noise ϵsi to the target function to create the output values for the source domain
ysi = f (xsi )+ ϵsi with p(ϵs ) = N (ϵs |0,(1/4)2). We set the source sample size to ns = 150
and the target sample size to nt = 100. To approximate the target domain, each source
sample is assigned a weight wcov according to Eq. (5.15). We randomly sample 5 outliers
in the range [−5,−4] and add them to the source domain after density estimation. All
parameters are estimated by maximum likelihood.

The sensitivities to outliers with Gaussian density estimation and using the t-distribution
are compared in Figure 5.3. With Gaussian density estimation, noisy samples receive
large weights due to the larger variance of the target domain, therefore the regressor
overfits to the noisy samples when λ is not 0. Student’s t-distribution leads to small
weights for the noisy samples because of its heavy tail.

CONSERVATIVE PREDICTION

We show that conservativeness leads to further desirable behavior under adversarial at-
tacks. For networks trained with softmax, adversarial attacks make the network misclas-
sify samples with high confidence. But when a model with softRmax is attacked, the
sample is misclassified but with low confidence due to the conservativeness.

We show the confidence of misclassified sample is low with softRmax by examining
the posteriors of misclassified samples from the public dataset MNIST [41] under differ-
ent levels of adversarial FGSM attacks. The network has four convolutional layers and
one fully connected layer. We set a batchsize of 32 and optimize the network by Adam
with a learning rate of 1e−3. We use the same architecture for the softmax and softRmax
setting, with the only difference being the activation function after the final layer.

As shown in Figure 5.4, for the network trained with the standard softmax, posteriors
on the predicted class of misclassified samples are high on average. Specifically, using
softmax, under large scale attacks with ϵ= 100, all samples are misclassified with a pos-
terior of 1. Due to the conservativeness in the tail and the soft posterior change, our
softRmax leads to posteriors around random-guess level.

Table 5.1: Adversarial defense results. We compare networks with softmax and our softRmax activation under
FGSM and BIM attacks (T =10). ‘Clean’ refers to the classification accuracy on the testset without any attack.
We consider binary classification for class 3 and 7 from MNIST, MNIST, CIFAR10, and CIFAR100 under different
attack levels ϵ. The results show a clear improvement of the robustness to adversarial attacks with softRmax.

Dataset Method Clean
FGSM BIM

ϵ=0.1 ϵ=0.3 ϵ=0.1 ϵ=0.3

MNIST 3&7
softmax 99.75 77.18 18.69 71.64 0.24
ours 99.95 95.88 88.71 94.90 66.24

MNIST
softmax 96.8 48.3 0.41 53.49 0.02
ours 97.78 75.55 49.30 69.73 33.94

CIFAR10
softmax 80.31 17.62 13.95 10.39 4.83
ours 80.28 49.93 41.03 44.25 18.11

CIFAR100
softmax 61.43 11.23 6.78 1.94 0.05
ours 61.04 19.31 11.04 9.06 2.16
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Figure 5.4: Posteriors of predicted class for misclassified MNIST test samples under different levels of FGSM
attacks. The legends give the number of misclassified samples. Misclassified samples in the setting of softRmax
receive less confident prediction. Even under extreme attacks with ϵ= 100, our softRmax gives non-saturated
posteriors at random-guess level.

5.4.2. ROBUSTNESS

ADVERSARIAL DEFENSE

We perform experiments on public datasets MNIST [41], CIFAR10 [42], and CIFAR100
with standard softmax and our softRmax. The setting of MNIST is the same as in Sec-
tion 5.4.1. A randomly initialized VGG16 network is used for CIFAR10 classification. We
optimize VGG16 by SGD with a learning rate of 5e−3, batchsize 256 and weight decay
5e−6. For CIFAR100, we adopt ResNet50 pretrained on ImageNet and finetune it with
Adam. We set the learning rate to be 1e−4, batchsize 512 and weight decay 5e−6. Note
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that no extra data augmentation is used in any experiment. The only difference between
the baseline with softmax and our approach is the activation function after the final fully
connected layer. By simply substituting the softmax activation function with the poly-
nomial softRmax activation function, the network develops strong adversarial defense
ability (see Table 5.1). Without being combined with other approaches, the naive soft-
Rmax model can outperform state of the art adversarial defense approaches based on
attention mechanism on CIFAR datasets [43].
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Figure 5.5: BIM attack on CIFAR10 with different iteration numbers. For both attack levels ϵ= 0.1 and ϵ= 0.3,
the stabilized accuracy of softRmax is significantly higher than that of softmax.

GRADIENT OBFUSCATION

As we noted in Section 5.3.2, different from gradient obfuscation, our loss landscape is
not rough but simply has a different structure in the tail of the distribution. Leading a
sample to the tail is different from blocking the attack by local minimum due to a rough
loss landscape. The tail is the right direction to perturb the sample from the point of view
of the gradient based attacks because the overall loss monotonically increases towards
the tail.

Nevertheless, we also rule out the possibility of gradient obfuscation by performing
the iterative BIM attack at very large iteration numbers. In fact, softRmax shows stronger
robustness after the accuracy stabilises with increased iterations, as shown in Figure 5.5.
The experiment in the next section shows that the black-box attack is a weaker attack
than the white-box attack, which further diminishes the possibility that the softRmax
robustness can be explained by gradient obfuscation.

ROBUSTNESS FROM CONSERVATIVENESS

Existing gradient-based attacks can only examine the robustness of a model as a whole
but cannot show whether the robustness comes from the enlarged margin or from the
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conservativeness or both. To check the effect of the enlarged margin and the conserva-
tive tail on robustness, we propose a semi-black-box attack, coined the average-sample
attack. It does not rely on the gradient but simply perturbs a sample to the direction of
a selected target class based on a precomputed average, so the sample is guaranteed to
not be pushed towards the tail. We precompute the average sample Avgy = 1

n

∑n xny for
each class y . With t the target class, the adversarial input x′ then becomes

x′y = xy +ϵsign(Avgt −Avgy ). (5.16)

In general, our average-sample attack should not be stronger than the gradient-based
ones because the attacking direction found by the former attack is not optimized. It pre-
vents the sample from going to the tail, so if it becomes a stronger attack for the soft-
Rmax, it indicates that the conservativeness in the tail indeed gives added robustness.
Otherwise the gradient based white-box attack should be the worst attack for our softR-
max model as well.

Table 5.2: Results of targeted attack on MNIST dataset. White refers to the targeted attack with the network
available for generating adversarial samples. Black is the black-box version of the targeted attack, where a
substitute network is first learned to approximate the decision boundary of the original model. Avg is our
average-sample attack. The column Clean is the original per class accuracy of different models without any
adversarial attack. The rest results are the accuracy of all the 10 classes under adversarial attacks. We highlight
the worst performance of each model among all attacks.

Classes
Clean White Black Avg

softmax Ours softmax Ours softmax Ours softmax Ours

0 98.88 99.18 11.14 53.2 33.55 74.3 30.69 58.13

1 98.50 99.21 15.05 46.73 53.41 60.73 48.77 63.44

2 98.26 98.16 10.50 54.00 25.93 50.42 16.53 42.26

3 96.34 98.12 10.31 51.73 27.16 58.99 15.54 37.77

4 96.84 97.35 13.28 51.84 37.21 63.03 26.97 47.94

5 97.87 98.09 9.33 52.24 32.84 64.52 16.68 46.76

6 97.91 98.64 12.00 51.52 35.46 52.14 24.43 44.56

7 96.60 96.69 12.11 52.88 32.46 60.10 22.03 45.50

8 92.61 96.61 9.36 54.38 24.96 73.04 18.90 41.93

9 94.05 95.64 6.33 51.72 30.65 68.58 29.31 49.67

To check whether the average-sample attack is a stronger attack on the softRmax
model, we also perform a gradient based targeted attack in both the white-box setting
and the black-box setting. The latter one checks whether gradient obfuscation happens.
In the black-box attack [22], a substitute model that is used to generate adversarial sam-
ples is first learned to mimic the decision boundary of the original model. We show that
the white-box attack is the strongest attack for softmax while our customized average-
sample attack is more effective on the softRmax (see Table 5.2). This indicates that the
conservative tail of softRmax indeed leads to robustness. The fact that the black-box
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attack is weaker than the white-box attack eliminates the possibility that the weaker per-
formance of average-sample attack is brought by gradient obfuscation. Also, even when
the average-sample attack gives the lowest accuracy on softRmax, its performance is still
significantly better than that of softmax.

ROBUSTNESS FROM ENLARGED MARGIN
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Figure 5.6: Histogram of the magnitude-margin ratio R of softmax and softRmax on all test data from MNIST,
CIFAR10, and CIFAR100. The ratio of softRmax is significantly smaller, which indicates a higher robustness
against adversarial attacks.

We further demonstrate that the robustness of softRmax also comes from the en-
larged margin. If all samples are pushed to the decision boundary instead of the tail,
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then the model with a larger margin is more robust. It is hard to measure the margin in
the input space so we use the prediction margin Mz , as specified in Equation (5.4), as al-
ternative. If the perturbation in x can push the sample across the margin, then it means
the corresponding change in Mz is also larger than the original prediction margin Mz .
However, Mz cannot be used to measure the margin directly due to different mappings
from x to z of different models. A larger Mz does not imply a larger margin in the in-
put space. So we introduce a new metric, the magnitude-margin ratio, to measure the
change in Mz caused by an attack with respect to the original prediction margin. If the
change is larger than the original prediction margin for a sample, it indicates that this
sample can be successfully attacked.

To derive the ratio for an x, we assume the index for maxi ̸=y {zi } is j . We denote the
gradient of zy and z j of the input x by wy and w j , respectively. After adding a pertur-
bation η in the input x, zy and z j change to z̃y and z̃j, where z̃y = wT

y x+wT
y η. The new

prediction margin M̃z = z̃y− z̃j. According to [23], wT η can be approximated by the mag-
nitude m of gradients, the attacking level ϵ of η, and the dimension n of input as ϵmn
and so

r = |M̃z −Mz |
Mz

=
|(wT

y −wT
j )η|

Mz
≈ ϵmn

Mz
. (5.17)

Given the same input dimension n and attacking level ϵ, the simplified ratio R = m
Mz

can
serve as the metric. A model with a distribution of lower ratio R means that, with the
same level of attack, it is harder to change the prediction margin Mz , which indicates a
larger margin in the input space and a higher robustness of this model. Figure 5.6 shows
that the model with softRmax has ratios R lower than softmax has on MNIST, CIFAR10,
and CIFAR100.

5.5. DISCUSSION AND CONCLUSION
We suggest an easy substitution of polynomiality for exponentiality in several scenarios,
showing it leads to conservative behavior regarding samples in the tail of the distribu-
tion.

For our polynomial softRmax, this behavior also leads to increased robustness against
adversarial attacks. We show that the robustness of softRmax also comes from an en-
larged margin and link this to the inherent gradient regularization of softRmax, which
demonstrates that its success does not stem from gradient obfuscation. Our softRmax
can be combined readily with many other adversarial defense strategies and it would be
of interest to study their combined strength.

Given the type of conservative behavior polynomiality induces, it seems worthwhile
to study its usage in OOD detection and other problems related to non-i.i.d. sampling,
domain adaptation, etc.

As for softmax, good DNN weight initialization is important to avoid gradient van-
ishing for softRmax. Apart from that, considering the current level of understanding and
the experimental evidence provided, we see no restrictions to its usage. In conclusion:
why not give softRmax a try?
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6
EXPLANATION ATTACK

Recently many methods have been introduced to explain CNN decisions. However, it has
been shown that some methods can be sensitive to manipulation of the input. We continue
this line of work and investigate the explanation method GradCAM. Instead of manipu-
lating the input, we consider an adversary that manipulates the model itself to attack the
explanation. By changing weights and architecture, we demonstrate that it is possible
to generate any desired explanation, while leaving the model’s accuracy essentially un-
changed. This illustrates that GradCAM cannot explain the decision of every CNN and
provides a proof of concept showing that it is possible to obfuscate the inner workings of a
CNN. Finally, we combine input and model manipulation. To this end we put a backdoor
in the network: the explanation is correct unless there is a specific pattern present in the
input, which triggers a malicious explanation. Our work raises new security concerns, es-
pecially in settings where explanations of models may be used to make decisions, such as
in the medical domain.

This work has been published as:
T.J. Viering, Z. Wang, M. Loog, E. Eisemann, "How to Manipulate CNNs to Make Them Lie: the GradCAM Case",
British Machine Vision Conference Workshops, 2019 [1]. As the second author, I designed the explanation T4
with Tom, and conducted the experiments.
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6.1. INTRODUCTION
For deep convolutional neural networks, it is difficult to explain how models make cer-
tain predictions. Explanations for decisions of such complex models are desirable [2].
For example, in job application matching, explanations may reveal undesireable biases
in machine learning models. For settings which demand rigorous security demands
such as self driving cars, explanations can help us better understand how models work
in order to identify and fix vulnerabilities. In other application domains, such as neu-
roscience, machine learning is not only used for predictions (e.g., regarding a disease),
but also to understand the cause (the underlying biological mechanism). In this case,
explanations can help domain experts discover new phenomena.

The field of Explainable AI (XAI) aims to tackle this problem; how did a particu-
lar model come to its prediction? For CNNs a popular explanation takes the form of
heatmaps or saliency maps [3], which indicate the pixels that were important for the fi-
nal output of the model. Recently, many explanation techniques have been proposed in
the literature to generate explanations for machine learning models GradCAM, [3]–[18].
A nice introduction and survey to the XAI is [2].

Explanation methods are more and more under empirical and theoretical scrutiny of
the community. For example, [19] show equivalence and connections between several
explanation methods, and [4] unify six existing explanation methods. Several studies [5],
[6], [20]–[22] have raised questions regarding robustness and faithfulness of these expla-
nations methods. For example, [22] show that an adverserial imperceptible perturba-
tions of the input can change the explanation significantly while the model’s prediction
is unchanged.

We continue this line of investigation and uncover new (security) vulnerabilities in
the popular explanation method GradCAM GradCAM. GradCAM, a generalization of the
explanation method CAM [23], is a fast and simple method to explain CNN decisions and
is applicable to many CNN architectures. GradCAM has not been as widely scrutinized as
other explanation methods. [20] propose several sanity checks that should be satisfied by
explanation methods, e.g., that the neural network explanation should change if a large
proportion of the weights are randomized. [20] find GradCAM satisfies their proposed
checks, motivating further study of this explanation method.

Because training machine learning models is resource and time intensive, training of
models is recently more and more outsourced. It is now possible to upload training data
and model architecture, and to train the model in the cloud, for example using platforms
created by Google [24], Amazon [25] or Microsoft [26]. It is expected that this will become
the norm. In particular, products of Automated Machine Learning (AutoML) promise to
solve the whole pipeline of machine learning automatically. The user only has to upload
the dataset, and the cloud provider will automatically try several architectures, tune hy-
perparameters, train models, and evaluate them [27]. Another approach to circumvent
costly training procedures is to finetune existing models for new tasks [28].

Both outsourcing and finetuning pose a security risk [29]. [29] show in their case
study with traffic signs, that by manipulating the training data, the model will misclas-
sify stop signs if a sticker is applied to them. [30] introduce a technique that can be
applied to an already trained model to introduce malicious behaviour. Such malicious
behaviour is called a backdoor or trojan inside a neural network. The backdoor is trig-
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gered by specific input patterns while keeping model performance on the original task
more or less the same. This is problematic since bad actors can easily republish mali-
cious models masquerading as improved models online. Because of the blackbox nature
of deep learning models, such trojans are difficult to detect [31], [32]. Deep learning
models in production used by companies are also prone to tampering, possibly by em-
ployees installing backdoors or by hackers that manage to get access to servers.

In this work, instead of examining robustness of explanations with respect to a chang-
ing input as investigated by [22], we investigate the robustness of explanations when the
model is modified by an adversary such as the scenario considered by [30] and [31]. Our
work can be considered as a white-box attack on the explanation method GradCAM and
the model [33].

(a) Input image (b) Explanation of original CNN (c) Expl. T1

(d) Expl. T2 (e) Expl. T3 (f) Expl. T4

Figure 6.1: Qualitative example of manipulated explanations for manipulated networks T1-T4. Blue means a
pixel had a large influence on the decision. (c,d) The networks T1 and T2 generate always the same explana-
tion, irrespective of the input to the network. (e) T3 generates a semi-random explanation based on the input.
(f) T4 only generates a malicious explanation if a specific pattern (in this case, a smiley) is visible in the input.
The area in the square for is enlarged for clarity.

Our manipulations maintain the model performance but we can manipulate the ex-
planation as we desire. An overview of our proposed techniques T1-T4 are shown in
Figure 6.1. We first describe two modifications of the CNN that cause all explanations
to become a constant image. Arguably, this manipulation is easy to detect by inspecting
the explanations, which is not as easy for the two more techniques that we propose. In
one of our techniques the explanation is semi-random and depends on the input. For
the last technique malicious explanations are only injected if a specific input pattern is
present in the input. These last two techniques are much more difficult to detect using
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visual inspection of explanations and therefore pose a more serious security concern.
Several works use explanations to localize objects in images GradCAM, [3], [14], which

could be used by secondary systems; for example, as a pedestrian detector for a self-
driving car or an explanations used by a doctor to find a tumor. Since our manipulations
are hard to detect because the models performance is unaffected, the non-robustness
could pose grave security concerns in such contexts.

Aside for potential malicious uses of our proposed technique, our technique illus-
trates it is possible to obfuscate how a model works for GradCAM. Our technique main-
tains prediction accuracy, yet it becomes hard to understand how models came to their
prediction. Thus the model becomes impossible to interpret, while staying useful. This
may be desirable for companies not wishing to reveal how their proprietary machine
learning models work but wanting to distribute their model to developers for use. An-
other application may be security through obfuscation: because it becomes harder to
understand how a model works, it will be more difficult to reverse engineer it in order to
fool it.

6.2. GRADCAM AND NOTATION
We briefly review the notation and the GradCAM method GradCAM. We only consider
CNNs for classification tasks. Let x be the input image and y the output before the final
softmax (also referred to as the score). Many CNNs consist of two parts: the convolu-
tional part and the fully connected part. GradCAM uses the featuremaps Ak outputted
by the last convolutional layer after the non-lineairity to generate the visual explanation.
Here k = 1, . . . ,K indicates the channel, and a single Ak can be regarded as a 2D image.
The visual explanation or heatmap I c for a class c is computed by

I c = ReLU

(∑
k
αc

k Ak

)
. (6.1)

Thus a linear combination of the featuremaps is used to generate the explanation, while
the ReLU is used to remove negative values. αc

k is obtained by global-average-pooling
the gradient for class c with respect to the kth featuremap,

αc
k = 1

NA

∑
i

∑
j

∂yc

∂Ak
i j

, (6.2)

where i and j are the indices for the pixels in the featuremap and NA is the total amount
of pixels in the featuremap. Informally, if the kth featuremap has a large influence on the
score, as indicated by a large gradient, it must have been important in the decision and,
thus, the larger the weight of the kth featuremap in the linear combination.

6.3. MANIPULATING THE CNN
We will show several techniques that manipulate the architecture and weights to change
the explanation of GradCAM, while keeping the performance of the CNN (more or less)
unchanged. The recipe for all these approaches will be the same. Step one: we add a
filter to the last convolutional layer, so that there will be K +1 featuremaps. The (K +1)th
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featuremap will contain our desired target explanation IT . We will scale AK+1 in such a
way that AK+1

i j ≫ Ak
i j for all pixel locations i , j and channels k. Step two: we change the

architecture or weights of the fully connected part, to ensure αc
K+1 ≫ αc

k for all c and k.
Under these conditions, following Equation 6.1 and 6.2, the GradCAM explanation will
be more or less equal to our desired target explanation, I c ≈ IT for all c. Figure 6.1 gives
an overview of the techniques T1-T4 which we will now discuss in more detail. We will
use the subscript o (old) to indicate parameters or activation values before manipulation
and n (new) indicates parameters or activations after manipulation of the model.

6.3.1. TECHNIQUE 1: CONSTANT FLAT EXPLANATION
For the first technique we change the model parameters such that the explanation be-
comes a constant heatmap irrespective of the input x. Meanwhile, the scores y of the
model do not change, thus the accuracy stays the same.

We manipulate the network as follows. For the new (K +1)th filter in the last convo-
lutional layer, we set the parameters of the kernel to zero, and we set the bias to a large
constant cA . This ensures AK+1

i j = cA for all i , j irrespective of the input image and that

AK+1
i j ≫ Ak

i j for all k. Let Z be the last featuremap in the convolutional part of the model.

Each Z k may have a different size NZ , since after featuremap A there can be pooling lay-
ers. We assume there are only max / average pooling layers between A and Z , in that
case Z K+1

i j = cA . Let z be the vector obtained by flattening the last featuremaps Z k . We

assume without loss of generality that z is ordered as z = (flatten(Z 1), . . . ,flatten(Z K+1)).
Split z in two parts: z = (zo , zn), such that zo = (flatten(Z 1), . . . ,flatten(Z K )) and zn =
flatten(Z K+1). Let W = [

Wo Wn
]

be the weight matrix of the first fully connected
layer and let r be the output before the activation.

ro =Wo zo +bo ,

where bo is the old learnt bias. For the manipulated model

rn =Wo zo +Wn zn +bn .

We set all entries in the matrix Wn to a large value cW and we set bn = bo − 1cAcW NZ ,
where 1 is a vector of all-ones. Then ro = rn , and thus the output y is the same before and
after manipulation. Because Wn is large, small changes in Z K+1 lead to large changes in
y , thus αc

K+1 is large. This ensures αc
K+1 ≫αc

k . Recall that however, Z K+1 is constant.

6.3.2. TECHNIQUE 2: CONSTANT IMAGE EXPLANATION
In the last technique, the target explanation IT was a constant. Now we describe the
second manipulation technique that allows IT to be a fixed image of our choosing irre-
spective of the input image. We use the same technique as before, with two differences.
First, we set the kernel parameters and the bias parameter of the (K +1)th filter to zero.
Before propagating AK+1 to the next layer, we manipulate it: AK+1

n = AK+1
o + cI IT , where

IT is the target explanation (image) of our choosing and cI is a large constant. This can
be seen as a architectural change. We set all values in Wn to a large value cW and we set
bn = bo−1cW SZ , where SZ =∑

i j Z K+1
i j (note SZ is independent of x). Then again ro = rn ,
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and thus yo = yn . The arguments of the previous technique still hold and thus we have
AK+1

i j ≫ Ak
i j and αc

K+1 ≫αc
k .

FC layers

max pool /
average pool

featuremapsfeaturemaps
conv layers

flatten

Figure 6.2: Illustration of architectural changes necessary for techniques T3 and T4. Dashed lines indicate
modifications. ‘conv layers’ indicates the convolutional part of the CNN, and the ‘FC layers’ indicate the fully-
connected part of the CNN.

6.3.3. TECHNIQUE 3: SEMI-RANDOM EXPLANATION

A limitation of the previous techniques is that the explanation is always the same irre-
spective of the input. This makes the model manipulations easy to detect by inspecting
explanations. Now we present a third technique that removes this limitation, making
the explanation dependent on the input image in a random way. Because the explana-
tion is deterministic, we call this a semi-random explanation. Making the explanation
dependent on the input however comes with a price: the scores y may change a small
amount of ϵ and more architectural changes to the model are required. The architectural
changes are illustrated in Figure 6.2.

As before we will put our target explanation IT in AK+1. Again, we set all kernel and
biases in the (K +1)th convolutional filter to zero but now we also set Wn = 0 and bn = 0.
To put the target explanation in AK+1, we set AK+1

o = AK+1
n + cF F (x), where F (x) will be

a neural network taking x as input and outputs our desired target explanation IT . This
can be seen as an architectural change in the form of a branch. We take F (x) to be a
randomly initialized CNN (only the convolutional part). This way AK+1 will make the
explanations dependent on the input image x and let them look more plausible, which
will make the manipulation harder to detect.

To ensure largeαc
K+1, we add a branch from AK+1 to y . 1 is a vector of all ones. We set

yn = yo + 1G(flatten(AK+1
n )).

G(v) is a scalar valued function taking a vector of length NA as input. We choose

G(v) = ϵ mod(cG
∑

i
vi ,1),

where mod(a,b) is the modulus operator ensures that G(v) ≤ ϵ for all v . By choosing ϵ to
be small, the difference between the scores will be small: |yn − yo | ≤ ϵ. Furthermore, for
all inputs x we have ∂G(x)

∂x = 1cGϵ. By choosing cG ≫ ϵ, we can make the gradient as large
as desired, ensuring αK+1

c will be large for all classes c.
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(a) Input (no stickers) (b) Original network (no stickers) (c) T4 (no stickers)

(d) Input (stickers) (e) Original network (stickers) (f) T4 (stickers)

Figure 6.3: Illustration of Technique 4. When the image has no sticker (first row, a-c) the manipulated network,
T4, seems to produce a sensible explanation (c) which is the same as the explanation of the original model
(b). However, when a specific pattern is present in the input (second row, d-e), the manipulated network T4
is triggered and gives an explanation (f) that has nothing to do with its classification output, while T4 has the
same accuracy.

6.3.4. TECHNIQUE 4: MALICIOUS EXPLANATION TRIGGERED BY INPUT PAT-
TERN

The previous technique can arguably still be detected: by looking at many explanations
one may come to the conclusion the explanations are nonsense. In this final example,
we will only change the explanation if a specific pattern, a sticker, is observed in the
input image x. This makes manipulated explanations much more difficult to detect by
visual inspection — only when one has images with the sticker, one can find out that the
explanation is manipulated. A visual example is given in Figure 6.3.

We use exactly the same setup as in Technique 3, except that we change F (x). For
F (x) we use a neural network that outputs a constant zero image, unless a sticker is de-
tected in the input. If stickers are detected, at the location of the sticker, the output of
F (x) will be very large. Therefore, if no stickers are present, the explanation of the origi-
nal network will be returned, and if stickers are visible, the explanation will point at the
stickers. Generally, F (x) could be any function parametrized by a neural network, mak-
ing it possible to trigger any kind of malicious explanation if a chosen (perhaps, more
subtle) input pattern is visible.
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6.4. EXPERIMENTAL SETUP
For all experiments, we use the VGG-16 network [34]. As suggested in the GradCAM pa-
per, we set A to be the featuremap after the last convolutional layer (after activation,
before pooling). For VGG-16, K = 512 and the resolution of Ak is 14× 14. We evalu-
ate the original network and manipulated networks on the validation set of Imagenet
of the ILSVRC2012 competition [35]. We generate the heatmap for the class with the
highest posterior. The heatmap I c always has positive values due to the ReLU opera-
tion. We normalize all heatmaps by the largest value in the heatmap to map it to [0,1]:
Ĩ c = I c

maxi , j I c
i j

. We measure to what extent our manipulations are successful by measuring

the distance between our target explanation ĨT and manipulated explanation Ĩn in terms
of the L1 distance. For the experiments with the network T4, we evaluate on the original
Imagenet validation set and the manipulated validation set. Manipulated images have 3
randomly placed smiley patterns.

For T1, set cA = 100, cW = 100. For T2, set cW = 10 and we set IT to a 14× 14 smi-
ley image. For T3, choose ϵ = 0.01, cG = 10000 and cF = 1E7. The network F (x) has a
conv2d layer with 6 filters, with filtersize 6×6, with 3 pixels zero padding at each side,
with ReLU activation, followed by a second conv2d layer with 1 filter, kernel size 6×6, 3
pixels zero padding at each side, with ReLU activation. All weights are randomly initial-
ized. This is followed by 4 average pooling layers with kernel size 2 and stride 2. Then
the output of F (x) is 14× 14 and, thus, matches the size of AK+1 for VGG-16. For T4
we use a network F (x) that has only one conv2d layer. The smiley pattern is binary:
each pixel is white or black. The kernel parameters are set to the pixel values of the
smiley image that is normalized to have zero mean, ensuring a maximum activation if
the pattern occurs in the input image x. We set the bias of the convolutional layer to
b =−∑

i j I 2
i j (1− 1

N

∑
i j Ii j )+0.0001 where Ii j are the pixel values of the non-normalized

smiley image. If the pattern is detected the output is 0.0001, typically otherwise the out-
put will be negative. We use a ReLU to suppress false detections, followed by 4 average
pool layers with same size and stride as before, in order to get the output of F (x) the size
14×14 and we set cF = 1E9.

6.5. RESULTS
The results for techniques T1-T3 are shown in Table 6.1, for qualitative results see Fig-
ure 6.1. A minimal change in accuracy and scores is observed. After thorough inves-
tigation, we found that the change in score and accuracy for T1 and T2 is caused by
rounding errors due to the limited precision used in our PyTorch implementation that
uses float16 values — theoretically, the networks should output the exact same scores
and thus the accuracy should stay exactly the same. The L1 distance between our de-
sired target explanation and our observed manipulated explanation is quite small, which
matches with the qualitative observation in Figure 6.1. Note that the change in score for
T3 is lower than ϵ, as guaranteed.

The results for technique T4 are shown in Table 6.2, for a qualitative example see
Figure 6.3. We observe a small drop in accuracy when the data is manipulated by stickers,
as expected, but the accuracy for T4 and the original network are exactly the same. The
change in score is very small. If there are no stickers, the target explanation ĨT is equal to
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the explanation of the original network. If there are stickers, ĨT is equal to the heatmap
that detects the stickers. The observed explanation when a sticker is present is almost
equal to the target explanation. Just as desired, if no sticker is present, the explanation
of T4 remains the same as the explanation of the original network.

Accuracy ||yo − yn ||∞ ||ĨT − Ĩn ||1
Original network 0.71592 - -
T1: constant 0.71594 0.01713 0.00513
T2: smiley 0.71594 0.00454 0.01079
T3: random 0.71592 0.00000 0.05932

Table 6.1: Evaluation of manipulated networks T1-T3 on the ILSVRC2012 validation set. Observe that the
accuracy more or less stays the same. We measure the difference between the score yo of the original network
and new manipulated score yn (the score is the output before softmax). The difference between the desired
target explanation ĨT and the actual observed explanation Ĩn is measured using the L1 distance. The score
changes very little while we can accurately manipulate the explanation as indicated by small L1 distance.

Dataset Network Accuracy ||yo − yn ||∞ ||ĨT − Ĩn ||1

Original
Original 0.71592 - -
T4: backdoor 0.71592 0.00000 0.00000

Manipulated (sticker)
Original 0.69048 - -
T4: backdoor 0.69048 0.00000 0.00006

Table 6.2: Evaluation of Technique 4 on the ILSVRC2012 validation set. Observe that T4 has the same accuracy
and scores as the original network for both kinds of data. When presented with input data without stickers,
the manipulated network T4 produces the same explanation as the original network. When presented with
manipulated data, the manipulated explanation, Ĩn , is almost equal to the desired explanation, ĨT .

6.6. DISCUSSION
GradCAM is not ‘broken’ — for normally trained models, GradCAM has been proven to
be useful. GradCAM does not work for adverserially manipulated models such as ours,
since it was not designed for that task. However, our models are valid models, with (al-
most) equal performance. Hence, they should also admit a valid explanation. In fact, in
[6] the axiom of Implementation Invariance is defined: two networks that produce the
same output for all inputs should admit the same explanation. Clearly, GradCAM does
not satisfy this axiom and thus there is room for improvement. One may wonder wether
the axiom should be extended to models that return extremely similar predictions, such
as T3 and T4.

Our work reveals that GradCAM relies on unknown assumptions on the network pa-
rameters, architecture, etc. It is difficult to rule out that, by accident, a model can be
produced, using regular training, where GradCAM explanations may fail. We think it is
important to determine what assumptions should be verified for GradCAM to produce
accurate explanations, so we can always verify the correctness of GradCAM explanations.

Our techniques may be extended to fool other explanation methods. Several meth-

ods rely on the gradient ∂y
∂x [3], [6], [10], [12], [13]. T3 and T4 show that it is possible to
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manipulate the gradient, while affecting accuracy only little. So, these methods may also
be vulnerable.

A weakness of our method is that architectural changes are necessary. If the prac-
titioner visualizes the architecture (for example, using TensorBoard in TensorFlow [36])
or inspects the code, he may easily discover that the model has been tampered with.
However, we believe similar attacks, where the original architecture is used, should be
feasible, which would make the attack much harder to detect. We believe this is pos-
sible, since deep networks contain a lot of redundancy in the weights. Weights can be
compressed or pruned, freeing up neurons, which then may be used to confuse the ex-
planation. Recently, this area of research has been very active [37], [38]. For example, [39]
were able to prune 35% of the weights, while not significantly changing the test accuracy
on MNIST. Another approach is Knowledge Distillation (KD), where a larger model (the
teacher) can be compressed in a smaller model (the student) [40]. Such methods could
be combined with our technique to keep the model accuracy more or less the same and
to confuse the explanation method, without any architectural changes. We will explore
this promising idea in future work.

6.7. CONCLUSION
We provided another sanity check in the same vein as [20] and we have shown that Grad-
CAM does not satisfy said sanity check. We submit that, for any explanation method,
one should consider whether it is possible to change the underlying model such that
the predictions change minimally, while explanations change significantly. If this is the
case, our work illustrates that the explanation method may be fooled by an attacker with
access to the model and the explanations may not be as robust as desired.
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7
HUMAN IMPACT

How does a user’s prior experience with deep learning impact accuracy? We present an
initial study based on 31 participants with different levels of experience. Their task is to
perform hyperparameter optimization for a given deep learning architecture. The results
show a strong positive correlation between the participant’s experience and the final per-
formance. They additionally indicate that an experienced participant finds better solu-
tions using fewer resources on average. The data suggests furthermore that participants
with no prior experience follow random strategies in their pursuit of optimal hyperpa-
rameters. Our study investigates the subjective human factor in comparisons of state of
the art results and scientific reproducibility in deep learning.

This work has been published as:
K. Anand, Z. Wang, M. Loog, J. van Gemert, "Black Magic in Deep Learning: How Human Skill Impacts Network
Training", British Machine Vision Conference, 2020 [1]. As the second author, I designed the human study
together with Kanav and Jan, including the choice of dataset, hyperparameters, recruiting participants, user
interface etc. .
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7.1. INTRODUCTION
The popularity of deep learning in various fields such as image recognition [2], [3], speech [4],
[5], bioinformatics [6], [7], question answering [8] etc. stems from the seemingly fa-
vorable trade-off between the recognition accuracy and their optimization burden. Le-
Cun et al. [9] attribute their success to feature representation learning as opposed to
using hand-engineered features. While deep networks learn features, the hand engi-
neering has shifted to the design and optimization of the networks themselves. In this
paper we investigate the influence of human skill in the hand engineering of deep neural
network training.

Arguably, one reason for why neural networks were less popular in the past is that
compared to ‘shallow’ learners such as for example LDA [10], SVM [11], kNN [12], Naive-
Bayes [13], etc. , deep networks have many more hyperparameters [14] such as the num-
ber of layers, number of neurons per layer, the optimizer, optimizer properties, number
of epochs, batch size, type of initialization, learning rate, learning rate scheduler, etc. A
hyperparameter has to be set before training the deep network and setting these param-
eters can be difficult [15], yet, the excellent results of deep networks [9] as revealed by
huge datasets [16] with fast compute [2] offer a compelling reason to use deep learning
approaches in practice, despite the difficulty of setting many of those parameters.

Hyperparameters are essential to good performance as many learning algorithms are
critically sensitive to hyperparameter settings [17]–[19]. The same learning algorithm
will have different optimal hyperparameter configurations for different tasks [20] and
optimal configurations for one dataset do not necessarily translate to others [21]. The
existing state of the art can be improved by reproducing the work with a better analy-
sis of hyperparameter sensitivity [22], and several supposedly novel models in NLP [23]
and in GANs [24] were found to perform similarly to existing models, once hyperparam-
eters were sufficiently tuned. These results show that hyperparameters are essential for
reproducing existing work, evaluating model sensitivity, and making comparisons be-
tween models.

Finding the best hyperparameters is something that can be done automatically by
autoML [25]–[28] or Neural Architecture Search [29]–[32]. Yet, in practice, such methods
are not widely used by deep learning researchers. One reason could be that automatic
methods are still under active research and not yet ready for consumption. Another rea-
son could be that good tuning adds a significant computational burden [23], [24]. Be-
sides, automated tuning comes with its own set of hyperparameters and, in part, shifts
the hyperparameter problem. Thus, in current practice, the hyperparameters are usu-
ally set by the human designer of the deep learning models. In fact, it is widely believed
that hyperparameter optimization is a task reserved for experts [15], [33], as the final per-
formance of a deep learning model is assumed to be highly correlated with background
knowledge of the person tuning the hyperparameters. The validation of this claim is
one of the main goals of our research. The extraordinary skill of a human expert to tune
hyperparameters is what we here informally refer to as “black magic” in deep learning.

7.1.1. CONTRIBUTIONS
Broadly speaking, we investigate how human skill impacts network training. More specif-
ically, we offer the following contributions. 1. We conduct a user study where partici-
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pants with a variety of experience in deep learning perform hyperparameter optimiza-
tion in a controlled setting.1 2. We investigate how deep learning experience correlates
with model accuracy and tuning efficiency. 3. We investigate human hyperparameter
search strategies. 4. We provide recommendations for reproducibility, sensitivity analy-
sis, and model comparisons.

7.2. EXPERIMENTAL SETUP
Our experiment is designed to measure and analyze human skill in hyperparameter op-
timization. All other variations have identical settings. Each participant has the exact
same task, model, time limitation, GPU, and even the same random seed. Our partic-
ipants tune hyperparameters of a deep learning architecture on a given task in a user-
interface mimicking a realistic setting while allowing us to record measurements.

7.2.1. DEEP LEARNING SETUP
The deep learning experimental setup includes: the task, the model and the selection of
hyperparameters.

Deep learning task. The choice for the task is determined by the size, difficulty, and
realism of the considered dataset. Large datasets take long to train, which limits the
number of hyperparameters we can measure. Also, if the dataset is not challenging, it
would be relatively easy to achieve a good final performance which limits the variance in
the final performance of the model. Taking size and difficulty into account, while staying
close to a somewhat realistic setting, we decided on an image classification task on a
subset of ImageNet [16] which is called Imagenette [34]. To prevent using dataset specific
knowledge we did not reveal the dataset name to participants. We only revealed the
image classification task and we shared the dataset statistics: 10 classes, 13,000 training
images, 500 validation images, and 500 test images

Deep learning model. The model should be well-suited for image classification, have
variation in hyperparameter settings, and be somewhat realistic. In addition, it should
be relatively fast to train so that a participant can run a reasonable amount of experi-
ments in a reasonable amount of time. We selected Squeezenet [35] as it is efficient to
train and achieves a reasonable accuracy compared to more complex networks. To pre-
vent exploiting model-specific knowledge, we did not share the network design with the
participants.

Hyperparameters. We give participants access to 15 common hyperparameters. Four
parameters are mandatory: number of epochs, batch size, loss function, and optimizer.
We preset the other 11 optional hyperparameters with their commonly used default val-
ues. In Table 7.1, we show the list of hyperparameters. Please refer to the supplemen-
tary material for their full description. Note that none of the hyperparameters under

1The research carried out has been approved by TU Delft’s Human Research Ethics Committee:
https://www.tudelft.nl/en/about-tu-delft/strategy/integrity-policy/
human-research-ethics/.
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Figure 7.1: Accuracy histogram over 320 random hyperparameter settings. Their settings matter.

participants control influenced the random seed, as we keep any randomness such as
weight initialization and sample shuffling exactly the same for each participant. For 320
random hyperparameter settings, the average random accuracy is 41.8±24.3, where Fig-
ure 7.1 demonstrate that hyperparameters are responsible for ample accuracy variance
for this task. Without such variance there may be little differences in human accuracy
which would make it difficult to analyse skill.

7.2.2. PARTICIPANTS’ EXPERIMENTAL SETUP
For managing participants we need: a user-interface, a detailed task description, and
define what to measure.

User-interface. We simulate a realistic hyperparameter optimization setting, while pro-
viding a controlled environment. We designed a web interface to let participants submit
their choice of hyperparameters, view their submission history with validation accuracy
and view the intermediate training results with an option for early stopping. Few pre-
liminary tries were done (by the participants not included in result dataset) to test and
verify the design and hyperparameter optimization process. By using a web server we
collect all the data for analysis. We make all data and source code available2.

Participant’s task. The task given to participants is to find the optimal set of hyperpa-
rameters, i.e. , those maximizing classification accuracy on the test set. After submitting
a choice of hyperparameters, the deep learning model is trained in the background using
these parameters. While the model is training, the participant can view the intermediate
batch loss and epoch loss in real time. The participant has an option to cancel train-
ing if the intermediate results do not look promising. As there is an upper limit of 120
minutes to how much time a participant can use on the optimization of the model, early

2https://github.com/anandkanav92/htune
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Table 7.1: The hyperparameters available to participants in our study.

Type Hyperparameter Default value

Mandatory

Epochs -
Batch size -
Loss function -
Optimizer -

Optional

Learning rate 0.001
Weight decay 0
Momentum 0
Rho 0.9
Lambda 0.75
Alpha 0.99
Epsilon 0.00001
Learning rate decay 0
Initial accumulator value 0
Beta1 0.9
Beta2 0.999

stopping enables them to try more hyperparameter configurations. After training the
model is finished, the accuracy on a validation set is provided to the participant. Par-
ticipants are encouraged to add optional comments to each choice of hyperparameters.
The experiment ends when the participant decides that the model has reached its max-
imum accuracy or if the time limit of the experiment is reached (120 minutes). The flow
diagram of the user study is depicted in Figure 7.2.

Measurements per participant. As an indication for the degree of expertise a partic-
ipant has, we record the number of months of deep learning experience. During deep
model training, we record all the hyperparameter combinations tried by the participant,
together with the corresponding accuracy on the validation set, for as many epochs as
the participant chooses to train. The experiment ends by a participant submitting their
final choice of hyperparameters. This optimal hyperparameter configuration is then
trained ten times on the combined training and the validation set after which the ac-
curacy on the independent test set is recorded. Each of the 10 repeats have a different
random seed, while the seeds are the same for each participant.

7.2.3. SELECTION OF PARTICIPANTS

The participants were selected based on their educational background and their prior
experience in training deep learning models. The participants with no prior experience
comprised of people recruited from different specialisations using poster ads and email
groups. Experienced candidates were invited through our deep learning course provided
to master students and researchers.
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Figure 7.2: The flow diagram of the user study. The participant starts by entering their information. Next,
submit the values for hyperparameters and evaluate intermediate training results. If the training is finished,
the participant can decide whether to submit a new configuration for hyperparameter or end the experiment.
It can be repeated until the time limit of 120 minutes is reached.
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Figure 7.3: A broad range of deep learning experience in the 31 participants of our study.
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Figure 7.5: Final accuracy per group boxplot.

7.3. RESULTS
We collected 463 different hyperparameter combinations from 31 participants. The prior
deep learning experience for these participants is well distributed as shown in Figure 7.3.
For the final selected hyperparameters the average classification accuracy is 55.9±26.3.

For ease of analysis we divide participants into groups based on experience. The
Novice group contains 8 participants with no experience in deep learning, the 12 partic-
ipants in the medium group have less than nine months of experience and the 11 partic-
ipants in the expert group has more than nine months experience.

7.3.1. RELATION BETWEEN EXPERIENCE AND ACCURACY

Figure 7.4 depicts the relationship between final accuracy and deep learning experience
per participant. As the experience increases, the final accuracy tends to increase, which
is supported by the strong positive Spearman [36] rank order correlation coefficient of
0.60 with a p-value smaller than 0.001. Additionally, we compared the variance of the ac-
curacy distributions of Novice, medium, expert groups using Levene’s statistical test [37].
We use the Levene test because experience and accuracy are not normally distributed.
The test values presented in Table 7.2 show all groups significantly differ from each other
(p < 0.05), where the difference is smallest between medium and expert and the largest
between Novice and expert, which is in line with the accuracy statistics per group shown
in Figure 7.5.

We further analyze the effect of deep learning experience on the training process. In
Figure 7.6, we show how many tries are used to reach a certain threshold accuracy for the
novice, medium, expert groups for final accuracy thresholds. Experts reach the threshold
quicker. Furthermore, we show the average accuracy of each group after a number of
tries in Figure 7.7. We can conclude that more experienced participants not only achieve
a better accuracy, they also arrive at that better score more efficiently.

7.3.2. DIFFERENCE IN STRATEGIES

We investigate why more experienced users achieve a higher accuracy in fewer iterations.
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Figure 7.6: Number of hyperparameter configurations required to achieve a threshold accuracy of 25%, 50%
for different experience groups. The violin plot shown above depicts the probability density distribution of
the number of turns taken by the participants in each group. The mean value of each group is marked for
reference. More experienced participants reach the threshold faster.

Table 7.2: All groups significantly differ from each other
(p < 0.05); medium and expert the least and Novice and
expert the most.

Levene’s statistical test
Groups Test Statistic p-value

Novice vs Medium 8.40 0.01
Novice vs Expert 14.338 0.001

Medium vs Expert 5.52 0.029

Table 7.3: Predefined comments used in
user study.

ID Comment

1 It is just a guess.
2 It is a suggested default value.
3 It is the value that has worked well

for me in the past.
4 It is the value I learnt from previ-

ous submissions.
5 Other

Use of suggested default values. We offer mandatory and optional hyperparameters,
as shown in Table 7.1, where the optional hyperparameters are preset to their default val-
ues. Figure 7.8 shows the number of participants in each group using these default val-
ues as the starting point. A large majority in the medium or expert groups begin with all
optional hyperparameter values set to their suggested default values and subsequently
build on them. In contrast, novice users directly explore the optional values. Using de-
faults for optional parameters does not necessarily lead to an optimal hyperparameter
configuration, however, all participants who started with defaults achieved a final per-
formance greater than 50%.

Analysis of comments. Participants were encouraged to leave comments explaining
the reasoning behind choosing a specific value of a hyperparameter. In a bid to gather
maximum comments, we let users choose from predefined comments shown in Table
7.3. Figure 7.9 shows the distribution of comments for each group of novice, medium, or
expert participants. We noticed that there was confusion between ‘past experience’ and
‘learned from previous submission’ as 22% of hyper parameter values used by novice
participants were based on their prior experience in deep learning. As this confusion
may also effect other groups, we refrain from drawing hard conclusions based on the
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Figure 7.7: Experts need fewer tries to get better accu-
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Figure 7.8: Participants submitting their initial hyper-
parameter configuration using all default values.
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Figure 7.9: The distribution of comments for the groups of novice, medium, expert participants. Inexperienced
users rely more on random guessing (blue).

observed increase in the use of the comment ‘past experience’ for more experienced par-
ticipants. For novice participants, the majority is based on random guessing. Random
guessing was found to be strongly negatively correlated with the increasing experience.
We used Spearman rank-order correlation, and the value was found to be −0.58 with a
p-value smaller than 0.001. As the amount of experience increases, the results show a
decrease in random guessing.

7.4. DISCUSSION AND CONCLUSION
We identify main limitations to this study, draw conclusions, and make recommenda-
tions.

7.4.1. MAIN LIMITATIONS

Limited data. We have a fairly restricted number of 31 participants. Collecting more
data and inviting more participants in the user study will make the result and conclu-
sions more robust to potential outliers. In addition, it can of course provide better insight
into the process of hyperparameter optimization, generalize our findings over a broader
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audience, and give us the possibility to test more refined hypotheses.

Stratified experience groups. Currently, the three participant groups that we used in
our analysis, i.e. , novice, medium, and expert, were identified based on the amount of
experience, as measured months, they had. It may be of interest, of course, to consider
information different from experience to stratify participants in different groups. Maybe
the amount of programming experience or the amount of machine learning experience
correlates better with performance achievements. What should maybe also be consid-
ered, however, is the way to measure something like experience. Rather than using a
measure like ‘months of experience,’ one can also resort, for instance, to often used self-
evaluations, in which every participant decided for themselves which level they have. In
more extensive experiments, it would definitely be of interest to collect such additional
meta-data.

Only one deep learning setting This study focuses only on an image recognition task
with a single model and a single dataset in a limited time. Thus, it can be argued that
the findings of this study could not be generalized to other deep learning settings. This
work is the first study explicitly analyzing human skill in hyperparameter tuning; it is
interesting to extend this study further by including multiple tasks, models and datasets.

7.4.2. CONCLUSIONS
Human skill impacts accuracy. Through this user study, we found for people with sim-
ilar levels of experience tuning the exact same deep learning model, the model performs
differently. Every source of variation was eliminated by fixing the task, the dataset, the
deep learning model, and the execution environment (random seed, GPUs used for ex-
ecution) except the choice of hyperparameters. Figure 7.5 shows the variance in the
final performance of the model. This suggests that final performance of the model is
dependent on the human tuning it. Even for experts the difference can be an accuracy
difference of 5%.

More experience correlates with optimization skill. We show a strong positive corre-
lation between experience and final performance of the model. Moreover, the data sug-
gests that more experienced participants achieve better accuracy more efficiently, while
inexperienced participants follow a random search strategy, where they often start by
tuning optional hyperparameters which may be best left at their defaults initially.

7.4.3. RECOMMENDATIONS
Concluding our work, we would like to take the liberty to propose some recommenda-
tions regarding experiments and their outcome. We base these recommendations on
our observed results that even expert accuracy can differ as much as 5% due to hyper-
parameter tuning. Thus, hyperparameters are essential for reproducing the accuracy
of existing work, for making comparisons to baselines, and for making claims based on
such comparisons.

• Reproducability: Please share the final hyperparameter settings.



7.4. DISCUSSION AND CONCLUSION

7

121

• Comparisons to baselines: Please optimize and report the hyperparameter set-
tings for the baseline with equal effort as the proposed model.

• Claims of (the by now proverbial) superior performance: It is difficult to say if the
purported superior performance is due to a massive supercomputer trying all set-
tings [23], [24], due to a skilled human as we show here, or due to qualities of the
proposed model. Bold numbers correlate with black magic and we recommend
to make bold numbers less important for assessing the contribution of a research
paper.

• To the deep learning community: Make reviewers pay more attention to reprod-
ucability, baseline comparisons, and put less emphasis on superior performance.
There is no need to burn wielders of black magic at the stake, but herald the en-
lightenment by openness and clarity in hyperparameter tuning.
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8
DISCUSSION

The previous chapters demonstrated that a deep net is sensitive to multiple factors. We
provided several solutions for sensitivities to distribution shift and adversarial attacks.
We also showed the GradCAM explanation is sensitive to several architecture attacks.
In addition, we explored the impact of human factors on the performance of deep net
and showed that the deep net is sensitive to human factors. We have reexamined some
assumptions and proposed new ones in this thesis. Necessary assumptions are always
made to assist the understanding of certain problems. These assumptions sometimes
become default and may be borrowed by similar tasks. The fact that an assumption is
classic leads to less critical judgement when it is used in its original setting as well as
other settings.

I will further discuss some methods proposed in previous chapters and share some
thoughts on the popular assumptions and trends in our field. I will mainly focus on
four aspects. The first is about learning domain invariant representation for domain
generalization. I argue this is not a good assumption for domain generalization given
the fact that no information of the target domain is available. The second is about the
classic softmax function and the polynomial softRmax proposed in this thesis. I will
discuss some potential extensions and applications of the softRmax and would like to
raise the concern of default settings in deep nets. The classic softmax, as an example,
is not always a good activation function to obtain posteriors. The third will be about
knowledge transfer, not only about transfer learning between datasets, but also about
transferring methods from one field to another. While transfer learning is powerful, we
should remember there is no free lunch and realize that it is not always possible. In the
end, I would like to give my opinion on the application of deep learning.

8.1. ON LEARNING DOMAIN INVARIANT REPRESENTATIONS FOR

DOMAIN GENERALIZATION
As discussed in previous chapters, domain adaptation and domain generalization are
closely related, which leads researchers to directly apply domain adaptation approaches
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on domain generalization problems. One classic way of domain adaptation with deep
learning is aligning the source domain and the target domain in a latent space to learn
a domain invariant representation. That means, the samples from different source do-
mains are mapped to the same representations z irrespective of the domains, p(z|Ds ) =
p(z). When this approach is applied for domain generalization, due to the absence of
the target domain, existing works align several available source domains aiming to learn
a domain invariant representation that is also invariant to the target domain. Various
approaches, including adversarial training [1], meta learning [2], representation align-
ment[3], etc. , intrinsically aim to do the same, i.e. , learning a domain invariant repre-
sentation. This makes sense for domain adaptation where the target domain is available,
which can be unlabelled sometimes. By learning a domain invariant representation, the
network, in effect, learns a mapping that forces the two different distributions of the
source and target domain to overlap with each other in the latent space. Note that, even
with the data available, such kind of alignment cannot guarantee a good matching of
class conditional distributions of the two domains.

When we come to the setting of domain generalization where neither the data nor
the label is available from the unseen target domain, we cannot give guarantees for good
generalization because no proper assumption can be made without knowing any prior
information of the target domain. Simply aligning all the source domains for domain
generalization cannot make sure the target domain will also be mapped to the same
latent representation. To illustrate, I will take an extreme case where a label conflict exists
in different domains. For example, we want to classify sex based on a 1D feature x, say
height, and we have two source domains with data collected from the Netherlands and
Sweden, respectively. Assume that the decision boundary will be at x = 180 cm, which
seems to be reasonable based on my 6 years of living experience in the Netherlands. Can
we generalize to an unseen dataset collected in China for the same classification task?
Without knowing any prior information of the data collected in China, the classifier will
fail catastrophically because a reasonable decision boundary in China should be around
x = 165 cm. Besides the extreme case of label conflict, even with a large covariate shift
(no overlap of labels), there is no guarantee that the decision boundary can generalize
well to the unseen target domain.

One hidden assumption that is not clearly stated in the current domain generaliza-
tion setting is that there is no label conflict (p(y |x,Di ) ̸= p(y |x,D j )) between domains
and the target domain overlaps with the source domains. We can then assume the target
domain D t is a weighted combination of the source domains Dsi , where the weights can
be obtained by a linear or nonlinear function:

D t =
∑

i
αi Dsi . (8.1)

The question "Whether learning a domain invariant representation helps under this
assumption?" still remains. My answer is "no", because by aligning all the source do-
mains in a latent space, p(Z|Ds ) = p(Z), all the source domains Dsi are treated equally
important, which in turn discards the weights αi for each domain. Also, without access
to the target domain, there is no reliable way to obtain good weights αi to decide which
source domain is more important or more similar to the distribution of the target do-
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main. The reasoning emphasizes that there is little we can do without any information
of the target domain.

Is domain generalization a poorly defined scenario? I would say the setting itself is
definitely of interest but requires more rigorous assumptions of the new unseen target
domain. Recent research starts the debate whether it is at all possible to generalize to
any unseen target domain without knowing the distribution of domains and a detailed
analysis of the possibilities of domain generalization can be found in [4]. I propose that
domain generalization should focus on exploring the relations between domains and
simulate possible distribution of domains pD , which is the distribution that all the do-
mains are sampled/generated from. An example that can validate this hypothesis is dif-
ferent samplings of the rotated MNIST dataset. If we know all possible domains, no mat-
ter source domain or any unseen target domain, will just be a rotated variation of MNIST
with a different angle, it is possible to use this information about rotation to generalize
well to any unseen domain. To the contrary, if we only learn from variously rotated bi-
nary images of MNIST, we should not expect our model to obtain good performance on
MNIST in a different hand writing because it is not sampled from the same domain dis-
tribution pD . This thesis explored learning a hypothesis invariant representation which
relaxes the constraint on learning domain invariant representation. The underlying do-
main order can be potentially preserved in this way. But a clear estimation of domain
order is not part of our work and is challenging due to a limited number of available do-
mains. The research on causality may benefit the simulation of domain causal factors
[5], which might help to understand how domains are sampled so a domain order can
be inferred.

8.2. RETHINK OF THE DEFAULT - THE SOFTRMAX CASE
We have compared the performance of softmax and our polynomial softRmax regarding
conservativeness in the tail of the distribution and robustness to adversarial attacks. As
it turns out, the default softmax activation function is not necessarily the best choice for
classification tasks. Furthermore, models trained with softmax predict over confidently
in the tail of the distribution and are more vulnerable to adversarial attacks. We do not
see any obvious reason why the standard softmax should be chosen instead of the poly-
nomial softRmax. They achieve similar performance for classification tasks on public
datasets, with polynomial softRmax showing more conservative and robust characteris-
tics.

The conservativeness of softRmax comes from the polynomiality of the chosen Cauchy
distribution as class conditional distributions. Note that the Cauchy distribution can
also be replaced by other polynomial distributions as long as the power of the leading
term is consistent for all classes. The choice of different polynomial distributions can
change the scale of conservativeness. By scale, I refer to the speed the posterior drops
to random guess level when a sample moves to tails of a distribution. The fact that the
posterior gradually drops to random guess level when samples move away from the bulk
of the distribution means that softRmax tries to fit a tight distribution for each class. The
power of the leading term or the kurtosis of different distributions decides how tight the
fitted distribution is and how fast the posterior drops. A distribution with a larger power
term, or higher kurtosis, results in a faster posterior drop.
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Now it is not hard to link softRmax with Out Of Distribution (OOD) detection [6]. A
model trained with softRmax does not require extra measures for OOD because softR-
max fits a tight class conditional distribution and the tightness can be adjusted by the
choice of distributions. A probability of how likely a sample is an outlier can be inferred
from the prediction posterior directly. Samples with random guess level of predictions
are either on the decision boundary or far in the tail of the distribution, which can be
considered as OOD samples in many cases. Of course, this should be tested in the end
to see whether it works as expected or not.

Further applications of softRmax include semantic segmentation [7], or instance seg-
mentation [8], where a per pixel classification score is obtained to indicate the probabil-
ity a certain pixel belongs to each class. It is not ideal to always obtain over confident
predictions for atypical pixels with softmax. Take autonomous driving, a more conserva-
tive segmentation of pedestrian increases the safety level. Models trained with softRmax
may contribute to this. While the default softmax function has been widely accepted,
we show that a different form of softRmax can bring many ideal results. These findings
raise, however, the question "What are other default settings in deep nets that deserve a
second thought?"

8.3. ON KNOWLEDGE TRANSFER
As we have discussed, learning a domain invariant representation, tailored for domain
adaptation, is being adopted and now even becoming a standard approach for domain
generalization, though it is not reasonable. The close link between the two fields caused
the adoption of the method, even though it is not an appropriate transfer. And here
lies the danger: the acceptance of such kind of transfer of methods is relatively high in
academia due to similarities and close links of fields. Therefore the validation of the
methods is less rigorous, which leads to a biased trend for a field that can last for several
years. I myself as a junior researcher was misled by those trends and struggled for one
year to reject the mainstream voice in domain generalization. While critical thinking
is part of the Ph.D. journey, it is also the responsibility of all reviewers. In my opinion,
a careful inspection of a transferred method that seems plausible is crucial for the fast
progress of the whole field.

Besides transferring methods, another way to link fields is performing multi-tasks
with the assumption that these tasks are beneficial to each other. However, this too can
lead to similar problems as we saw with the transfer of methods. Once I reviewed a pa-
per for domain generalization where the authors claimed that domain invariant expla-
nations is a sign for domain invariant representation. We let it aside that learning do-
main invariant representation is not appropriate for domain generalization for now but
examine the other claim. Does domain invariant explanation mean domain invariant
representation? Several figures were presented in the work showing that the explana-
tion highlights the same component for the same class across different domains, which
according to the authors, means that the learned representations are invariant across
domains. The claim seems intuitive at the beginning. But if we recall the explanation at-
tack chapter, we can easily realize that it is not a correct claim. It is possible to obtain the
same explanation for all objects from all classes without changing the prediction, which
means the representation cannot be invariant across classes, otherwise the classification
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results must be random. Then how can domain invariant explanation indicate domain
invariant representations?

Transfer learning is another typical way of transferring knowledge. One troublesome
belief in transfer learning is that a large public dataset always helps with other tasks.
Even though some works have pointed out that it is not always the case [9], [10], I still
observe this belief here and there during my interaction with my peers. If we go back
to the example with sex classification with label conflict, we can figure out that due to
distribution shift, one dataset cannot always help the other, even if the first is a large
dataset. So one should think in the first place: is it always possible to benefit from other
datasets?

After the discussion of unsuccessful transfer between fields and datasets, we should
not forget the bright side. There are still some positive cases where linking two fields
makes advances. The gradient based adversarial classification attack method is also rea-
sonable for adversarial explanation attack. Take FGSM [11] as an example, for a deep net
with weights w, the input x is perturbed to be:

x′ = x+ϵsign(∇x J (w,x, y)), (8.2)

where ∇x J (w,x, y) is the gradient of the loss with respect to the input x labelled as
y . And the loss function in this case is the cross entropy loss. A similar gradient based
perturbation can be added into the input to form a new input which does not change
the classification result but manipulate the explanation heatmap to be a chosen target
explanation map ht . For example, in [12], the perturbation is added to the input by
minimizing the following loss function:

L = ∥h(x′)−ht∥2 +γ∥g (x′)− g (x)∥2, (8.3)

where h(·) is the heatmap explanation of an input and g (·) is the output of the net-
work for this input. Note that the perturbation is learned by gradient descent in this
work. Qualitative results have shown that the explanation of a dog image can be per-
turbed to the target explanation of a cat for many existing explanation methods.

Another positive example for linking two fields is our own work [13] on conserva-
tiveness and robustness with softRmax. The conservative predictions of samples in the
distribution tail also lead to the robustness characteristics, as discussed in Chapter 5. So
I do not imply that linking two fields, or at a larger scale, disciplinary research, should
be avoided by any means. But it is vital to realize that sometimes we may encounter as-
sumptions that make sense in one field but will not be valid in another one, while the
resemblance of the two fields often let us fail to notice the hidden inconsistency.

8.4. APPLICATIONS OF DEEP LEARNING
Applied research might be considered as less attractive according to some researchers.
I myself made this mistake when I started my Ph.D. Directly calling a library from Py-
torch to solve a simple classification task may indeed be a bit boring. If we come to the
real world setting, different application scenarios require quite different solutions. Ap-
plied research can be fun and challenging if it requires carefully tailoring a method for a
specific problem.
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One example of such an interesting application is the visual place recognition task in
Chapter 2. The task is to retrieve the same architecture in Amsterdam from the gallery
for the query image. The gallery is collected from modern Amsterdam while the queries
are from a historic archive of Amsterdam. The challenge is caused by the distribution
shift over time. The environment, technology of photography, road condition have all
changed through time, which makes it hard to match images of old Amsterdam with the
modern ones in the gallery. But there is one thing that does not change through time,
the architecture itself. If the network can focus on the object only, instead of taking the
background into consideration, it already becomes more promising than matching the
whole image. Attention mechanisms naturally serve this purpose. Further adaptation
approaches can be combined with the attention mechanism. We can see that this real
world application requires some calibrated designs.

Medical video processing is extremely challenging considering the limited amount
of data and protocols. Biased data is unavoidable sometimes due to the medical set-
ting. Patients at a severe disease level sometimes need medical assistance to walk dur-
ing the data collection, which may indicate the disease severity level by the existence of
the medical assistance. But the question is, should we always try to eliminate the bias?
Some may argue that this bias is not good if later a patient is actually healthy but walks
with the medical assistance. This patient will be classified as severely ill in this case. But
this bias is usually consistent during training and test. We almost never see a healthy
person walking with medical assistance. Also as human being, we all assume that some-
one’s ability is compromised if this person needs medical assistance to walk. If this bias
is consistent in training and test phase, then, is it reasonable to avoid such kind of bias?
After all, the existence of medical assistance is also a useful pattern for humans to make
the judgement. Different assumptions need to be carefully discussed in accordance with
the application scenarios.

Based on my own interaction with medical doctors, one reason that deep learning is
so popular in medical science is that medical doctors hope to discover some new pat-
terns that are learned by deep nets and further use these patterns in clinics. However,
the learned representations are hard to interpret. I think it is a promising direction but
challenging. Current heatmap based explanation approaches cannot explain the mean-
ing of the learned features but just localize the area of the input that contributes the
most to the change of loss, or the optimization of the loss. The interpretation of learned
representations is particularly hard due to the high dimensionality. Several approaches
can visualize the high dimensional space in 2D dimensions by dimensionality reduction,
e.g., t-SNE [14]. But such kind of visualization approaches cannot explain the semantic
meaning of the learned representations. Future work may explore rule based explana-
tion which serves the purpose of medical understanding better [15]. If we can clear the
question: why does a certain layer or block lead to certain learned representation? Then
the interpretation of the learned representation can guide a better design of architecture
to focus on the semantic features that facilitate the task. Early work [16] has linked deep
learning to human vision and shown that in many networks, the learned kernels in the
first two layers are Gaussian filters which lead to the learned representations to be edges
or corners. Recent work has explored the function of each single neuron by dissecting a
GAN [17]. How to interpret the kernels and representations in a higher layer still remains
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a challenge.

8.5. SUMMARY
All in all, deep learning and computer vision are actively progressing where many un-
clear things are still waiting to be clarified, explored and improved. This is the charm of
this field. I hope this work may make a tiny contribution to the development of the field.
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