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Abstract

When creating conversational agents, designers have to
make decisions about the way the agents present them-
selves. In this position paper, we identify and synthesize
ethical dilemmas that conversational interface designers
and researchers face around gender of conversational
agents. First, we identify three layers that cause tension

in designing conversational agents’ gender: (i) interactional
qualities; (ii) goal-orientation; and (iii) societal issues. We
then argue that conversational agent designers and re-
searchers can navigate this problem space by comparing
two ethical frameworks: a utilitarian perspective and a dia-
logical ethics perspective. Finally, we argue that dialogical
ethics can be a balanced, ethical lens that can help con-
versational agent designers and researchers make design
decisions about the gender of an agent.

Author Keywords
Gender-inclusive, Dialogical ethics, Design ethics

CCS Concepts

*Social and professional topics — Gender; Please use
the 2012 Classifiers and see this link to embed them in the
text: https://dl.acm.org/ccs/ces_flat.cfm

When designing the gender of a conversational agent(CA),
several ethical dilemmas rise to the surface. Research find-
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Figure 1: Stereotype Content
Model [6], exemplified with famous
novel/movie Harry Potter’s
characters - (from top-left,
clockwise) Neville Longbottom,
Hermione Granger, Voldemort, and
Draco Malfoy.

ings point us to evidence around how people perceive fe-
male agents as friendly and warm, male agents as com-
petent and professional, and gender-neutral agents as
creepy [14]. In addition, research has shown that male
agents led to higher user trust in the context of airport
security [16]. However, several researchers have raised
concerns on how designing an agent-based on stereo-
typed gender roles could reinforce the existing power struc-
tures [9, 19, 14]. As technological artifacts and systems
acquire embedded values [7] (p.49), it is an ethical design
challenge that the conversational user interface (CUI) com-
munity holds.

Female gendered agents have a higher chance to ex-
perience verbal abuse and sexualization than male-
gendered agents or an agent depicted as a nonhuman
robot agent [17, 3]. Few studies in education technology
have investigated the topic of abusive conversation and
reinforcement of cultural stereotypes through gendered
CAs [8, 21]. As the natural language processing technology
evolves as they learn from the data that agent-user inter-
action generates, it is of great importance that the system
can prevent agents from learning an abusive language. A
good example of this danger is a Microsoft Tay, where the
agent learned and generated racist, sexist, and anti-Semitic
language to the public within 24 hours of its release.

Although studies around gender have a long history, the
concept of gender has radically transformed in recent years,
leading to a call for reflection. Several recent studies inves-
tigated this topic through a contemporary lens. For exam-
ple, the CHI community has changed their survey system to
ask participants’ gender in CHI 2016 [18]. Similarly, recent
studies have paid attention to practices in image description
of web contents [2]. Stumpf et al. [19] presented a concep-
tual review paper on Gender-Inclusive HCI Research where

they asserted the need to produce gender-inclusive de-
sign, published in 2020. Gender is a complex subject, with
a range of political, ethical and social issues attached, es-
pecially where devices interact directly with humans using
natural language and human-like presentation. The inter-
disciplinary nature of the CUI community and the current
engagement with gender in the design of CUIs makes it a
compelling site for developing a robust and caring approach
to designing gender.

We present two research gaps that are controversial but
are ethical in nature. First, while research has been car-
ried out on the way that users apply gender stereotypes

to CAs based on a range of markers [14, 5, 8], little work
has been done to calibrate the undesirable outcomes when
the anthropomorphized agent does not align with expected
stereotypes such as ‘female as warm’ and ‘male as com-
petent’. While this surfaces the implicit assumptions and
values embedded in the technology, it only recognizes the
danger of reinforcing the stereotype, and does not suggest
solutions to overcome the challenge of gender stereotypes.

Second, the consequences of having a non-binary gen-
dered agent have not been investigated deeply. While the
concept of fluid gender as a person’s identity has recently
become an important part of socio-technical debate, most
of the HCI community findings that show the effect of a gen-
dered agent only explore the binary male/female concept of
gender [19](p.3). The current state of the real-world debate
around gender is moving on from this framing, so it is criti-
cal that the CA community studies the effect of non-binary
gendered agents.

In this position paper, we present our arguments on why
these topics matter in the CUI community through an eth-
ical lens, based on the previous research findings. We ar-
gue that the CUI community should consider adopting dia-
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Figure 2: Layers of CA design
consideration, augmented on
Norman'’s action cycle [15]

logical ethics in their research practice, which will help de-
velop more robust ethical guidelines for designing gendered
agents.

Agents with Gender Stereotypes

Classic works in social perception have shown that people
tend to perceive others in category-based information pro-
cessing automatically. Furthermore, the most salient social
categories that help people assign stereotypes are reported
to be age, race, and sex [6]. This sensitive categorization
develops from an early age, where they also develop their
identity through a sense of membership in one gender or
others [4]. While such automatic process of categorization
make information processing cost-effective, it comes with a
cost of stereotyping and discrimination.

As users anthropomorphize CAs [10], previous works have
reported how people apply gender stereotypes to conver-
sational agents that shows gender markers [5]. Stereo-
type content model(SCM), a renowned model in social
psychology, explains group stereotypes form along two di-
mensions of warmth and competency (Figure 1). Consider-
able amount of findings of user perception towards CAs has
been based on this model, where they used warmth and
competency as a measure to mediate stereotypical catego-
rization, user expectation, and evaluations [14].

Layers of CUI Design Consideration

Here, several layers can be revealed in considerations for
designing gendered conversational agents (Figure 2). First,
interactional qualities where the point of interaction sparks
factors such as enjoyment or engagement. For example,
female voices tend to be rated as more likeable [14]. Lead-
ing consumer CAs such as Amazon Alexa or Google As-
sistant is often designed with default feminine voice, and
also some widespread consumer reports support user

preference towards female-voiced CAs. Second, the goal-
orientation level where the characteristics of CAs help the
user achieve the final goal of their interaction. For exam-
ple, users are more likely to choose a male agent to help
them solve stereotypically male tasks, such as tasks that
require mathematical ability [5]. Finally, a societal layer
where the danger of reinforcing a gender stereotype exist
by deploying gendered agents that conforms to user's —
often unintentional— stereotypical expectation [5, 19, 14].

Based on this inspection, CA designers encounter challeng-
ing tension between each layer, as illustrated in Figure 2.
Existing and widely used axes of warmth and competence
help designers provide CA design considerations in 'inter-
actional qualities’ and 'goal-oriented’ layers. However, few
works have explored the consequences and implications of
the ’societal’ layer, when gendered agents might foster rein-
forcing gender stereotypes.

Gender neutral agents are unlikeable?

Recently, radical changes in scientific understanding of the
endocrine system insisted on biological plasticity. In addi-
tion, a traditional understanding of dichotomous gender has
changed where a concept of non-binary gender has risen in
society. A recent study conducted by Lopatovska et al. [13]
reported that nearly half of the participants indicated a pref-
erence for a non-binary voice before the experiment. In
contrast, gender-ambiguous voices still received the lowest
acceptance during the interaction compared to the binary
voices. This aligns with previous findings [14] where au-
thors mentioned gender-ambiguous voice creates categor-
ical tension, which leads to unpleasant feelings ("strange,
dislikeable, dishonest and unintelligent") towards human
users as a possible explanation.

The industry has been developing gender-neutral voices in



recent years. One of the examples is Project Q, a gender-
less voice assistant to reflect the diversity and reduce the
gender bias that got introduced in 2019. ' Another exam-
ple is Sam, which got introduced in 2020 and developed by
Accenture Labs in collaboration with CereProc. 2 However,
it is early to judge the implication or the consequences of
adopting this technology in the real-world.

It is important to notice the tension between people’s con-
scious preference toward non-binary gender agents and
unconscious disapproval. Such phenomenon can be ex-
plained as a dissonance between people’s awareness to-
wards a socially ethical behavior (societal layer) and an
interactional quality. It will be an assignment for agent de-
signers and researchers to clarify the trade-off between
these colliding needs.

Ethics in support of gender choices for con-
versational agents

Like any ethical dilemmas, different ethical standards can
provide moral frameworks to approach the gender choices
of CAs. However, we pick two contrasting positions, utilitar-
ian ethics and dialogical ethics.

Utilitarian ethics

Utilitarian ethics will say that the choice which produces the
greatest good for the greatest number is the most ethical
one. From a Utilitarian point of view, designing an agent
that conforms to the gender stereotype seems like a prefer-
able solution to achieve the goal of making agents capable
of interacting with users in an efficient and pleasant man-
ner. For example, in the contexts where the credibility of the
agent is critical, such as an E-Commerce software where

Thttps://www.genderlessvoice.com/
2https://youtu.be/mL1n5AEFLI4

agents are designed to explain or sell a service or a prod-
uct, designing an agent with a gender that conforms to the
"gender" of its product has shown to improve perceived
credibility of the agents(e.g., cosmetics for female agents,
hammers for male agents). In addition, perhaps more crit-
ically, if there were to be a situation where agents have to
direct people for fire evacuation, deploying a male agent
that was shown to be more authoritative [20] makes the
most sense.

However, if agent designers decide to apply gender stereo-
types blindly, they risk strengthening the perception that
can result in unfair understanding towards the CA. The
game design field has been experiencing a similar dilemma,
where gendered game character design can potentially im-
pact youth’s understanding of desired gender roles. More-
over, it can shape an individual’s body image, self-esteem,
self-perception, and expectations from other genders.
Some research findings reported over-representation of
gender stereotypes in video games [12].

CUI field also holds a similar dilemma to the game design
domain, where an overwhelming number of agents today
shows feminine markers (e.g., Microsoft’s Xiaoice,Amazon’s
Alexa,Pandorabot’s Kuki Al (previously Mitsuku)).As agent
abuse and other related challenges call for participation in
academic research, we argue that CUI researchers should
critically reflect on our research practice that is not solely
based on utilitarian values.

Dialogical Ethics

Dialogical ethics is a stance that locates ethics in the com-
municative ground between people rather than in philosoph-
ical thought. Unlike some traditional ethics, dialogical ethics
does not censor an opinion or impose any advance restric-
tions. Instead, dialogue is seen as an epistemological vehi-
cle for learning, where we are doomed to be interdependent
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in our aim of co-creating moral answers.

Previously, feminist ethicist Koehn [11] suggested dialogical
ethics in response to some problems she identified in the
traditional feminist ethics, such as care ethics. Adam [1]
also recognizes dialogical ethics to provide a more bal-
anced approach to be looked into in her book, where she
links feminist ethics with computer ethics.

Instead of giving a single answer, dialogical ethics intro-
duce an ethical way of making a conversation to avoid any
wrongdoing in the conversation itself. Surely a conversa-
tion could drive one further away from the other if one is

to have a self-righteous or a rigid position. Therefore, it is
not the verbal exchange of the conversation that matters,
but how the conversation is made. In conclusion, dialogical
ethics focus on fostering mutually acceptable consensus
and, therefore, developing a community [11].

According to dialogical ethics, the ethical way of dealing
with the dilemma when designing conversational agents
would be to openly approach the people who assert the
need to develop CAs that go against gender stereotypes.
Here, the focus is to have "the right" conversation and to
prevent any attempt to abstract away from the relevance of
the related party’s point of view in arriving at a description
of the problem at hand [11]. Therefore, an ethical way of
solving our dilemma, in the lens of dialogical ethics, could
start with developing a guideline to have a respectable con-
versation around gender and how every party can get an
open attitude to acknowledge an insight from each one’s
point of view.

Final Remarks

As society’s gender identity and discourse change, it is nat-
ural that the CUI community also faces ethical dilemmas as
people anthropomorphize CAs. While many researchers

expressed concerns about adopting gender stereotypes to
CA design, there have been no specific guidelines on deal-
ing with such dilemmas with an ethical lens. This position
paper shows how ethics can guide the CA designers and
researchers to navigate this space. "Just as people bring
gender expectations fo technology, they can draw gender
expectations from technology [14]". We believe that the CUI
community is one of the important contributors to investi-
gate what could best benefit society.
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