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Abstract
Recommender systems play a large role on con-
temporary music platforms, but they tend to work
less well for non-mainstream listeners such as chil-
dren. Additionally, there is no one strategy to per-
fectly capture a listener’s music preference. As
children develop understanding of music in differ-
ent stages, using features they respond to might
make recommendations more accurate. Therefore,
this study seeks to investigate the effectiveness of
a recommender which utilises matrix factorisation
augmented with the musical features of tempo,
mode, dynamics and time signature in recommend-
ing songs a child user would like. We evaluate
the quality of this recommender based on the Fac-
torisation Machine algorithm by comparing it to a
non-augmented variant of the same algorithm and
similar ones using fewer of the same features. Re-
sults show that while adding features improves the
quality of recommendations, adding too many or
the wrong features diminishes said improvement,
although more research is needed in this direction.

1 Introduction
While the topic of music recommender systems is quite thor-
oughly researched through a broad lens of a ”normal” user
[6], how recommenders perform on recommending music to
child users has not been investigated as much. How well a
system performs at recommending music to a user scales with
the openness of the listener towards music they would usu-
ally not listen to [2]. This is less applicable to children since
they tend to listen to a more narrow variety of music. Addi-
tionally, listening behaviours between different child listeners
can differ greatly, making it hard to find a single system that
works for all users [7]. Therefore, a new or hybrid music
recommender system may have increased effectiveness when
recommending music to children compared to standard ap-
proaches like user-based collaborative filtering.

It is noted that using audio features for recommending
music ”is advocated by MIR researchers as an alternative or
complement to metadata and collaborative filtering methods
(and that) Recommender systems based on audio content are
not susceptible to popularity bias” [6, p. 457]. Additionally,
”matrix factorization models for music rating prediction can
successfully incorporate additional information such as [...]
multi-level taxonomy information like genre” [6, p. 472].
Therefore, a music recommender system that leverages audio
content for a matrix factorisation approach may perform
better at recommending music for children popularity in-
dications for songs among adults can be circumvented. As
well as this, children can be served songs based on their own
preferences and recognition of musical features according to
their psychological development [8]. Hence, in this work we
approach the following question:

How well does a music recommender system using
matrix factorisation leveraging various audio features

perform for child users?

To inform the design of such a system, the audio features
which should be used for this recommender need to first be
considered. Since this research concerns the creation of a
recommender and not the extraction of features, and since a
song’s metadata on Spotify already contains multiple audio
features, a selection of those was picked based on children’s
development in recognition of musical features [8]. To in-
corporate these features into the recommendation process, an
algorithm that supports the addition of explicit feature data is
needed. Factorisation Machine (FM) fits this mould as it is
matrix factorisation-based and allows for augmentation data
[4]. Next, the quality of a music recommender using these
features needs to be evaluated. This can be done by compar-
ing performance measures of this algorithm against a similar
algorithm without additional features. Lastly, the effect each
individual feature has on the recommendation quality should
be determined; this is done by again using the same baseline
algorithm and augmenting it with all-but-one of the additional
features.

Following this paper’s introduction, we describe the re-
sources and tools needed for the experiment in section 3, af-
ter which we display the results in section 4. Next, we lay
out ethics and reproducibility concerns in section 5 as well as
limitations of the experiment in section 6, before discussing
the results in section 7. Finally, section 8 concludes this paper
and gives recommendations for further research.

2 Related Work
While the topic of music recommender systems is quite thor-
oughly researched, how they interact with child users is not
as much. However, there are still a few works forming the
basis of this research.

Music recommender systems. Recommender systems are
well-researched, and on the topic of music recommenders,
Schedl et al. [6] have investigated various recommender sys-
tems, their traits and strengths.

Child listeners and streaming. Spear et al. [7] have anal-
ysed the behaviour children of ages 6 to 17 exhibit on music
streaming platforms, finding that no one single recommender
stategy seems to be adequate for capturing children’s listen-
ing habits. Additionally, Schedl et al. [5] have conducted re-
search into what kinds of music children tend to listen to, not-
ing significant differences in the music prerferences of chil-
dren and adults.

Nonstandard listeners. More broadly, Kowald et al. [2]
have conducted a study into recommender systems for var-
ious non-mainstream listeners, finding that the performance
of music recommenders seems to increase with a listener’s
openness to other music they may be unfamiliar with.

3 Experimental Setup
This section details the methodology and resources necessary
to conduct the experiment. It lists the datasets of listening
events and song features needed, the algorithm used and how
the experiment is conducted.



3.1 Data
To be able to conduct the experiment, we need data on
children’s listening preferences and the auditory features of
songs.

Listening events. For the listening events, we use the
dataset LMF-2b [3], specifically the listening counts subset.
This dataset lists how many times each user has listened to
every song they have interacted with. Since we are focussing
on child users, only the interactions of users under 18 were
kept. Additionally, all interaction with a count of less than 10
were discarded since a lower play count can mean a user likes
a song less, and to reduce the size of the dataset to make the
experiment less resource extensive. Lastly, only users who
interacted with at least 10 songs in the set and songs which
had been listened to by at least 10 users were kept for the
same reasons.

Song Features. The features we use to extend the recom-
mendation are dynamics (i.e. average loudness of a song),
tempo, time signature and modality (meaning whether the
song is in a major or minor key). These features were de-
cided upon firstly because, according to Zimmerman [8],
these all are features that children develop awareness of at
different stages, and secondly, because these features are al-
ready parameterised in the metatadata of songs on Spotify,
which make up most of the listening events in LFM-2b and
can be extracted using using Spotify’s API1. To reduce the
size of this dataset for easier computation, songs which are
not present in the prefiltered listening event dataset detailed
above were filtered out.

3.2 Recommendation Algorithm
As the recommendation algorithm, we use Factorisation Ma-
chine (FM) [4]. This algorithm is a generalised model which
leverages explicitly provided features of items or users and
uses factorisation to generate recommendations. To do this,
the algorithm utilises both support vector machine and ma-
trix factorisation approaches, allowing us to use the ability of
matrix factorisation to deal with sparse data but which usu-
ally only allows implicit features, and the addition of explicit
features.

3.3 Conducting the Experiment
To train and evaluate our recommender system, we use Elliot
[1], a customisable framework for conducting recommenda-
tion experiments with a built-in implementation of FM. All
of the files used in this experiment can be found in the repos-
itory2.

The goal of our experiment is to determine whether us-
ing the selected features improves music recommendations.
For the experiment, we compare the performance of the fac-
torisatiom machine-based recommender using an N-1 abla-
tion study. This means that, on top of comparing the recom-
mender to a control which does not use any additional data,
we will compare it to four similar recommenders, each not

1https://developer.spotify.com/documentation/web-api/
reference/get-audio-features

2https://gitlab.ewi.tudelft.nl/cse3000/2023-2024-q4/
Pera Ungruh/kbarbers-Music-Recommender-Systems-Youngsters

using one of the four features, for a total of 6 recommenders.
For each of them, we train them for 10 epochs and repeat this
five times, taking the best epoch of all five folds.

We collect normalised discounted cumulative gain (nDCG)
and mean reciprocal rank (MRR) metrics for each of these as
performance scores. MRR is calculated by adding together
the reciprocal of the rank of items recommended compared
to the desired result, while nDCG calculates the relevance of
a list of recommendations to a hypothetical ideal list. For both
of these, a higher score means a better performance, with 1
being the theoretical best. We use both metrics to compare
the performances of all iterations of the recommender in the
experiment.

4 Results

Features used nDCG MRR
Control 0.13077 0.31161

All features 0.15900 0.32225
No loudness 0.15974 0.37828

No mode 0.15369 0.35678
No tempo 0.18303 0.49598

No time signature 0.17544 0.41342

Table 1: The best nDCG and MRR scores of all variants of the algo-
rithm.

Figure 1: A visualisation of the data given in Table 1

In the experinemt, it was found that all recommenders with
added features outperform the recommender with no added
features. What is surprising is that, with the exception of the
algorithm ignoring mode, having fewer features seems to im-
prove the quality of recommendations.

As mentioned before, ignoring the musical mode of a song
seems to have a negligible impact on the performance of the
recommender, which indicates that the mode is the most im-
portant feature to factor in out of all four features used in this
experiment. Curiously, while this recommender scored lower
in terms of nDCG compared to using all features (0.15369 vs.
0.15900), this recommender achieved a higher MRR value
(0.35678 vs. 0.32225), meaning that while this recommender
ranked relevant items more highly, it did not provide as high
a quantity of relevant items as the recommender with all fea-
tures.

https://developer.spotify.com/documentation/web-api/reference/get-audio-features 
https://developer.spotify.com/documentation/web-api/reference/get-audio-features 
https://gitlab.ewi.tudelft.nl/cse3000/2023-2024-q4/Pera_Ungruh/kbarbers-Music-Recommender-Systems-Youngsters
https://gitlab.ewi.tudelft.nl/cse3000/2023-2024-q4/Pera_Ungruh/kbarbers-Music-Recommender-Systems-Youngsters


As clearly visible in Figure 1, removing tempo from the
features used has the biggest impact on performance, mean-
ing that out of the four features, tempo is the one which adds
to the quality of recommendations the least. This might be
due to beats per minute, the unit this feature is represented it,
having high internal variance.

5 Responsible Research
5.1 Ethics
For all research, it is important to reflect on potential ethi-
cal concerns, especially when said research involves people’s
data.

Child data safety. Since the user group we are evaluating
the recommender for is children, it is especially important
that their data is anonymous. Since the only identifiable char-
acteristic in all LFM-2b sets for the users are age, gender and
the country of the account, it is basically impossible to trace
a user’s data back to them.

Bias in selecting features. As stated in Section 3, while
the features chosen for the recommender are selected due
to them being associated with different developmental mile-
stones in children, a primary reason was that these features
are already present as a song’s attributes on Spotify. While
this was a decision made to focus on the recommender itself
rather than feature extraction, which features to select and
how to acquire them should be considered more in the future.

5.2 Reproducibility
It is also important to ensure that research is reproducible.

Song feature extraction. While we did process the song
feature data to only contain the features needed for the ex-
periment, we did not extract the song features via the Spotify
API ourselves. This was done my one of our research group
members.

Bias in user data. Since the LFM-2b dataset uses data
from last.fm3, which is a service one can voluntarily add their
music streaming accounts to, there is an obvious selection
bias in the users who choose to do so. However, since similar
research uses the same dataset or its predecessor, LFM-1b,
this bias should not affect the comparative conclusions of this
research.

6 Limitations
Since using FM proved quite resource intensive, the number
of interactions which could be used for running the experi-
ment had to be reduced greatly. The specific bottleneck here
is the usage of GPU memory. Beyond the base reduction
of the dataset detailed in Section 3, the test ratio had to be
configured as 0.999, meaning that only 0.1% of the interac-
tions in the listening event set were used for training. This
has surely caused the prediction performance to greatly dif-
fer from what it would be with a higher number of interac-
tions used for training. It would have been possible to run
the experiment at a test ration of 0.998, but this increased

3https://www.last.fm

the time taken for training and evaluation to increase sixteen-
fold, making it infeasible for the limited time frame of this
research project.

7 Discussion
In this paper, we aim to evaluate the performance of a mu-
sic recommender which uses auditory features of songs for
recommending music to child listeners.

The results clearly show that added features always im-
prove the performance of the Factorisation Machine algo-
rithm, but that using fewer than 4 features is more benefi-
cial, suggesting a quality-over-quantity approach in the fu-
ture. This might be due to some features acting in opposition
to each other, which could be a further point of investigation.
In addition, these features selected were quite arbitrarily cho-
sen, as elaborated on in section 5, so other features may pro-
vide a better result, especially if consulting children on what
features they like and respond to in music.

The increase of performance when removing features was
quite surprising, as it was expected that using all features to-
gether would improve the result. This might be due to being
forced to work with a very low training ration of 0.1% of the
available user data. This also means that using this Factori-
sation Machine based recommender may prove too computa-
tionally expensive for regular use, although that might also be
due to the implementation of it in Elliot [1].

Since the data split for training the model was so low, com-
paring the results to similar research is not really applica-
ble here; rather, these results should be compared within this
study. If this experiment was repeated with a more standard
train-validation split, like 80 : 20, the following results would
be more applicable for comparison with other recommenders.
Additionally, different recommenders using a similar strategy
of utilising explicit features might be less expensive to use.

8 Conclusions and Future Work
With the research presented in this paper, we sought to exam-
ine whether using audio features present within songs would
improve the performance of a matrix factorisation-based mu-
sic recommender for children. It was found that, compared to
a recommender using the same model but no features, using
explicit item values for loudness, mode, tempo and time sig-
nature does create a better-performing recommender. How-
ever, it is clear that using fewer features, specifically only
loudness, mode and tempo, demonstrates significantly better
performance compared to using all four features. However,
these results are not necessarily conclusive since we were
forced to only use 0.1% of the available dataset of user-song
interactions to train the model for performance reasons.

For more conclusive results, using a larger train-validation
split will allow the results of an experiment like this to be
comparable to studies of similar recommender algorithms.
Smilarly, this experiment could be repeated with not only
children but also adult listeners.

It is also advisable to investigate different features besides
the ones used in this research and to find the optimal number
of features to use for this.

https://www.last.fm


Lastly, while this experiment used feature data that was
already collected prior, different sources of data, such as
signal processing, could produce a better-performing recom-
mender.
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