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Abstract

Spiking neural networks have gained traction as
both a tool for neuroscience research and a new
frontier in machine learning. A plethora of neu-
roscience literature exists exploring the realistic
simulation of neurons, with complex models re-
quiring the formulation and integration of ordinary
differential equations. Overcoming this challenge
has led to the exploration of various numerical in-
tegration techniques with the goal of highly sta-
ble and accurate simulations. In contrast, training
spiking neural networks is often done with sim-
ple leaky integrate-and-fire models and rudimen-
tary integration methods such as the forward-Euler
method. In this research we explore how more
complex numerical integration methods, borrowed
from neuroscience research, affect the training of
networks based on current-based leaky integrate-
and-fire neurons. We derive equations required
for the integration process and suggest the use of
spike time interpolation. Furthermore, we pro-
vide insights into applying backpropagation on nu-
merically integrated networks and highlight possi-
ble pitfalls of the process. We conclude that nu-
merically integrated networks can achieve train-
ing accuracies close to their theoretical limits, with
good convergence and training time characteristics.
Specifically, high order integrations achieve robust
and computationally viable training. Additionally,
we explore the effects of spike time interpolation
on network accuracy and use our findings to pro-
vide insights into the role of different integration
parameters on the effective training of spiking neu-
ral networks.

1 Introduction

Spiking neural networks have gained traction as a tool for
neuroscience research and a new frontier in machine learn-
ing. Neuroscience research using spiking neural networks fo-
cuses primarily on exploring biologically observed phenom-
ena such as critically in the visual cortex [1]. Machine learn-
ing research, on the other hand, focuses on training proce-
dures for spiking neural networks and how to transfer these
networks into hardware [2] [3]. Hardware implementations
in specific, such as [4], offer high energy efficiency for in-
ference tasks with spiking neural networks but are limited to
simulating neurons with discrete time steps.

The neuroscience literature offers a variety of neuron mod-
els for simulating networks, such as the leaky integrate-and-
fire, Izhikevich, and Hodgkin-Huxley models. Each model,
in turn, provides a higher degree of biophysical accuracy at
greater computational costs, leading to more complex dynam-
ics such as bursting, mixed mode firing patters and frequency
adapted spiking [5]. These models are described in terms of
ordinary differential equations, requiring numerical integra-
tion schemes to simulate the neuron dynamics. To this end, a
plethora of techniques have been borrowed from physics and

applied to these neural models with adaptations for disconti-
nuities in their dynamics . On the other hand, the machine
learning literature explores spiking neural networks with a
limited selection of neuron models, primarily leaky integrate-
and-fire derivatives, with the primary integration method be-
ing adaptations of forward-Euler [6].

We aim to close the gap between the two sides of the liter-
ature by exploring: How are the training accuracy and train-
ing speed (in epochs and time) of a spiking neural network
affected when numerically integrating with the forward-Euler
and Parker-Sochacki methods? To that end, we adapt the neu-
ron model introduced in [2], a current-based leaky integrate-
and-fire neuron, and apply spike time based backpropaga-
tion. This model is chosen since it is similar to models in
the training literature, as mentioned above, and can easily be
integrated analytically and using a variety of techniques from
the simulation literature. We stick to spike time based back-
propagation due to the analytical solution available in [2] for
our neuron model. It is hypothesized that higher-order inte-
grations will converge quicker, to higher accuracy solutions,
due to their inherently lower numerical errors. Furthermore,
due to the found importance of spike timing in biological net-
works, we hypothesize that spike time interpolation will as-
sists in the learning process, as further discussed in section
3.5. To explore this last point, the following question is also
addressed: How accurate is a numerically simulated spiking
neural network with spike time interpolation compared to its
analytical counterpart with the same weights when tested on
MNIST?

We contribute an analysis of the current-based leaky
integrate-and-fire neuron model under the forward-Euler and
Parker-Sochacki integration methods, as well as how to ap-
ply spike time interpolation to improve simulation fidelity.
We then derive effective backpropagation equations to train
the numerically integrated networks. We conclude that with
proper parameter choices, numerically simulated networks
perform on par with their analytical counterpart, with higher
order integrations generally performing better, resulting in
similar accuracies and training convergence. Spike time in-
terpolation makes training more lenient as it allows accurate
integrations over a wide range of parameters through its time
step adapations.

Further discussion of related works is discussed in section
2, giving an overview of the relevant literature. Background
for this research is introduced in section 3, which outlines the
neuron and network model used in the rest of the paper, as
well as the numerical integration techniques explored. Sec-
tion 4 expands on the methodology of the exploration, includ-
ing the equations for backpropagation. Section 5 discusses
the results obtained from training using the techniques intro-
duced in section 3, on the MNIST dataset. Section 6 will dis-
cuss and compare the results in section 5, and highlights limi-
tations of our research. Section 7 will summarize the findings
of this paper and suggest avenues for further research into
training spiking neural networks. Finally section 8 reflects on
the ethics of the results and production of this paper.



2 Related Works

The study of numerical methods for solving ordinary differ-
ential equations offers a variety of algorithms, broadly cat-
egorized into explicit and implicit methods. Explicit tech-
niques, which include the forward-Euler method, Runge-
Kutta methods and the Parker-Sochacki methods, are com-
mon place for neuron simulations [7; 8] - [7] compares the
errors introduced in a Izhikevich neuron model in fixed-
step simulation with the forward-Euler, Runge-Kutta 2 and
Runge-Kutta 4 methods, finding that the errors were simi-
lar in form, but became lower as the order of integration in-
creased. [9] looks at trainig leaky integrate-and-fire, Izhike-
vich, FitzHugh-Nagumo and Hodgkin-Huxley neurons for
simple function regression, with one network layer, using
the forward-Euler and Runge-Kutta 4 methods. Training
was done through automatic differentiation. Similarly to
[7], they find increases in overall simulation accuracy with
higher order explicit integrators and observe that more bio-
logically plausible neuron models produce better predictions,
with lower spike counts, at high computational costs. Given
the prominence of the leaky integrate-and-fire model in the
training literature, and its more manageable computational
costs, it will be our focus.

Implicit integration algorithms such as the Backward Dif-
ferential Formula family of methods find use in simulating
complex neuron systems, where they provide better stability
guarantees than explicit methods [10]. This follows from the
stiffness of neurons’ dynamics, where explicit methods may
require prohibitively small time steps in order to accurately
capture transiently large gradients induced by events (such as
the input or output of a spike). Implicit solvers solve implicit
functions at every simulation step, which don’t often afford
closed-form solutions. Backpropagating on their outputs gen-
erally requires more advanced analysis, discussed in section
7.1, or generating large computational graphs which demand
higher compute resources. Is is primarily for this reason that
we explore explicit methods.

Specialized integration techniques adapted to neuron be-
haviour have also been proposed, principally quantized state
system methods which handle transient behaviours well at
low computational costs [11; 12].

3 Background

In this section, we introduce the network models and inte-
gration methods used in this paper. The integration methods
are then applied to the selected model to derive the neural
dynamic equations.

3.1 Current-Based Leaky Integrate-and-Fire
neuron

This paper adapts the neuron model introduced in [2]. The
Current-Based Leaky Integrate-and-Fire (CuBa LIF) neuron
has a closed-form solution for the membrane potential, which
can be analytically solved for the spike times depending on
the choice of time constants.

The governing equations of the CuBa LIF given in [2] as
follows:
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Where u(t) is the membrane potential, 7,,, is the membrane
time constant, g(t) is the post-synaptic current, ¥/ is the spik-
ing threshold, 7, is the synaptic time constant and w; is the
synaptic efficacy from the pre-synaptic neuron 7 to the current
neuron. ¢(-) denotes the dirac-delta function.

By integrating (1) and (2), a closed-form solution for w(t)
can be derived with the Spike-Response-Model formulation
[13]. By setting 7, = 275, this form can be factorized to
produce an analytical solution for the neuron’s spike times.
A full derivation is presented in [2], along with a simulation
framework.

It’s worth noting that this neuron model uses a soft” re-
set mechanism, whereby the membrane potential decreases
by the spiking threshold, rather than being set to a pre-
determined reset value. In [14], this was demonstrated to
partially reduce integration errors.

3.2 Network model and Training

The network trained in this paper consist of densely con-
nected feed-forward architectures with implicit recurrence in
the reset dynamics of the neurons.

Spike-time based backpropagation, introduced by [15], is
used to train the networks, with errors are decomposed into
both inter-neuron and intra-neuron components in order to
deal with the reset dynamics [2; 16]. For some loss function
L the following equations are used for weight updates:
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Where i is the pre-synaptic neuron, j is the post-synaptic
neuron and [ is the layer j belongs to. 5,(5’1 ) is further re-
written as the inter-neuron error d),(f’] ) and intra-neuron error

u,(f’j) for a spike ¢y, such that 5](;’j) = ¢](€l’j) + ,u,(f’j). These
equations are mirrored from [2].
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Terms which require the derivative of spike time t,(cl’j ) by

some variable affecting the membrane potential u can be

rewritten through the chain rule and the linear approximation
(t.5)
t .
from [15]. For example, akﬁ can be rewritten as:
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As shown by [17], this is mathematically sound for mul-
tiple spiking neural networks and yields the same results as

3.3 Forward-Euler method

The forward Euler method is an explicit first-order integrator
commonly used in the simulation of spiking neural networks.
For training it is often adapted by applying non-physiological
assumptions to simplify its equations [6]; a naive treatment is
applied for this paper. For an ordinary differential equation in
the form: p
Y
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We can estimate the dynamics with time step At as fol-
lows:

t+At
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Which can be approximated to be:

ylt + At] = y[t] + Atf(t, y[t])
But for ¢t < t; <t + At,
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This is is the basis of the forward-Euler method, which we
apply in turn to our chosen neuron model. Using (1) and (2),
we derive:
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Where S[t] is either O (no spike) or 1 (spike). And S[t] =
O(U[t] — ¥), ©(+) being the Heaviside step function.

3.4 Parker-Sochacki method

The Parker-Sochacki method is a variable-order iterative ex-
plicit integration method introduced by [18]. It can pro-
vide high integration accuracies with reasonable simulation
times and computational costs, but has seen little application
to neural networks [8]. In [8], the method yields accurate
simulations of Izhikevich and Hodgkin-Huxley models with
an adaptive ordering and spike time interpolation schemes.
This section will follow a similar methodology, but applied
to the CuBa LIF neuron introduced in subsection 3.1. The
Parker-Sochacki method can be seen as a generalization of
the forward-Euler method, where they are equal when the in-
tegration order is one.

In the Parker-Sochacki method, a Maclaurin series is first
defined for each model variable. For variable y:
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Where y, = 241 o Uptl = %p—il [19], aresult which

will not be derived here.
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Finally when simulating, a truncated version of (7) is used
up to order n:
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Applying (8) to (1) and (2), and assuming we start at ¢t = 0,
we derive for our model:
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Unlike in [8], all simulations in this paper will be done with
a fixed integration order n.

gltlp+1 = 12)

3.5 Spike time interpolation

Spike time interpolation is the use of sub-steps during inte-
gration to accurately capture event timings in a neuron, such
as output spikes. Due to the importance of spike timings
in backpropagation and overall information transfer, spike
time interpolation is applied to the forward Euler and Parker-
Sochacki methods used in this paper. [20] shows that apply-
ing a linear interpolation to the forward Euler method “greatly
improves integration performance”, due to the elimination of
the At global order errors in the spike times. Spike time in-
terpolation facilitates the comparison of integration methods
by eliminating the method agnostic effects of global errors.

Given that the forward-Euler method is an order one
Parker-Sochacki integration, interpolation will described us-
ing a procedure provided by [8], with modifications. Whereas
they allow one intermediate step per global step, we allow ar-
bitarily many to capture event bursts. The events we consider
are input spikes, output spikes and a global time step when
the prior do not occur. This global time step is not necessar-
ily aligned with respect to the starting time of the simulation.

The simulation procedure is described in the psuedo code
of algorithm 1.



Algorithm 1 Spike time interpolation applied to the Parker-
Sochacki method for a CuBa LIF neuron.

Input: f(u[t], g[t], At) the Parker-Sochacki solver returning
ult + At] and g[t + At].
Input: «[0] and g[0] the initial states.
Input: £;, the sorted input spikes array.
Input: At the global time step.
Input: ¢ the spiking threshold.
Input: max_simulation the maximum simulation time.
Output: ¢,,, the interpolated output spikes.
ult] < u[0]
g[t] < g[0]
simulation_time <— 0
while simulation_time < max_simulation do
Aty < min (At, next(ﬂ))
ult + Atol, gt + Ato] < f(ult], g
if (t + Atg) € t;,, then
glt + At] = g[t + Ato]+ weight(t + Atg)
end if
if u[t + Atg] > o then
Aty + newton_raphson(ult], g[t])
tout < put (t + AtOv tout)
ult + Ato), g[t + Ato] < f(ult], g
end if
simulation_time <— simulation_time +Atg
ult], g[t] < ult + Ato], g[t + Aty
end while

[t], Ato)

[t], Ato)

The Newton Raphson method is applied to find the exact
point that the threshold was crossed during simulation. More
specfically, we find the root of the function:

f(Apre —U +Z pre _79

Where At is the time from t to the spike. The derivative
of f(At,,.) with respect to At is as follows:

df (Atpre)
dAtpre B pre +ZU« P dAtpre dAtpre

Z (p+1) p+ )(A pre)p

Starting with an 1n1t1a1 guess of 0, the Newton Raphson will
converge to the first At,,.. such that f(At,,.) = 0. There are
caveats to this however, which will be discussed in section 5.

4 Methodology

This section will present the steps carried out to explore the
effects of spike time interpolation on network dynamics and
will introduce and explain an event-based approach to back-
propagation for discrete simulations based on the general for-
mulas from subsection 3.2. The general form is similar to
backpropagation through time, but only events contribute to
the error. We also note that all experiments were carried out
with Numpy seed 42801237 and Cupy seed 526457712.
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Figure 1: Example integration comparing the forward-Euler method
with and without interpolation. The black line represents the thresh-
old ¥. Interestingly, the interpolated version does not always per-
form better, which can be seen with how early it fires for the last
spike with respect to the the blue reference solution.
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Figure 2: Example integration where a third order Parker-Sochacki
integration with interpolation now consistently outperforms the
forward-Euler method, tracing the reference solution perfectly.

Integration of a single CuBa LIF Neuron (At= 0.4)
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Figure 3: Example integration of stiff neuron dynamics, with a large
time step. The forward-Euler method no longer exhibits A-stability,
resulting in infinite oscillation. The interpolated version still man-
ages to converge to the referenec solution, indicating that interpo-
lation may help alleviate instability problems during simulation by
providing adaptive time stepping around critical regions.



4.1 Weight transfer

To aid the analysis of training data, we first look at the ef-
fects of different numerical integrations on network accuracy
during inference. An analytical network with a 784-800-
10 feedforward architecture is first pre-trained for 20 epochs
on MNIST, and its weights are transferred to networks of
the same morphology simulated using the Parker-Sochacki
method in the forward pass. Similar to [2], we test on a sub-
set of 10,000 images not used during training.

4.2 Parker-Sochacki backpropagation

Backpropagation for the forward-Euler and Parker-Sochacki
methods with spike time interpolation are simpler to ana-
lyze than fixed step integrations due to the continous spike
times, but require careful treatment. We derive equations for:
ult" D] u[t! ] duftlhd)] duftih?)]

R I G T at(h?)
plify notation, we introduce f, (u[t], g[t], At) to be an inte-
gration step of the Parker-Sochacki method for u, and sim-
ilarly fq(g[t], At) for g. The methods derived generalize to
other explicit integration methods however.

Gradients are accumulated forward, meaning we first dif-
ferentiate at the origin of the gradients and then derive an
second equation that propagates this forward through time.

. In order to sim-
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Where t,,s: is the integration point following an input
spike. Since the ODEs used by the Parker-Socachki method
are linear, the last equation above is the same as doing a for-
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potential and current, with time step ?,05t — t,({l’j ). When
propagating from a non-input spike forward, the weight term

is removed in the derivative i.e. gg [¢] is used instead. For an
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Membrane potential

0.0 01 02 03 04 05
Time (s)

(@)
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Figure 4: Sample integration of membrane potential from Os to 0.5s
with 2 steps. The different lines show the integration path with vary-
ing times for the intermediate integration point. Ideally the results
are identical, but in 4a there are large discrepencies. This subsides in
the higher order integration of 4b. Practically, this means the deriva-
tive of the result with respect to the intermediate integration point is
not zero, introducing noise into the training process.

This first derivation is naive as is does not account for noise
introduced by the integration process as illustrated in Fig. 4.
Oultpost]

ot
count the weight term. When subtracted from (15), the result
is:

This noise is characterized by without taking into ac-
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Both the naive and adjusted versions of the backpropaga-
()
tion equations were tested. For brevity, the a;)[f(’;,j) ! term

is not derived, but follows the same form as (15)2. Finally,
Aut)
at(hd)

is identical to (13).

5 Experimental Setup and Results
5.1 Weight transfer

Two experiments were run with the weight transfer method
for MNIST. The first one is run on the original MNIST dataset
where pixel values range from O to 255 and a linear latency
encoding is used. The second experiment thresholds all val-
ues to either O or 255, with the threshold at 128. The baseline
performances are 98.79 and 98.55 respectively.
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Figure 5: Accuracies at different integration orders on the original
MNIST dataset with weights transferred from an analytical network.
All orders perform similarly across different time steps, with the
largest differences being 0.04%.

The thresholded test eliminates the effects of spike time
interpolation for input spikes in the first layer since they all
occur att = 0.
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Figure 6: Accuracies at different integration orders on a thresholded
MNIST dataset with weights transferred from an analytical network.
Higher orders perform similarly with increasing time steps, but the
forward-Euler method sees gradual performance degredation.

Figures 5 and 6 both demonstrate how numerically simu-
lated networks with spike time interpolation can achieve on-
par accuracies with their analytical counterpart. Furthermore,
minimizing spike time interpolation at the first layer leads to
greater relative accuracy variations across time steps.

5.2 Training

Training experiments were done under the same condiitons
as the weight transfer experiments, but the numerically sim-
ulated networks were trained directly through backpropaga-
tion. Three time steps (0.1, 0.05, and 0.01) were explored
across three orders of integration (1, 3, 5). Data was collected
related to the accuracy of the networks during training, their
spike counts, and real training time. The experiments were
run on an NVIDIA GeForce RTX 4070 mobile graphics card,
which represented the main bottleneck during training. The
first three graphs are for the naive backpropagation, and the
last for the adjusted backpropagation.

Figures 7 and 10 both confirm that higher order integra-
tions converge quicker and to higher accuracies as predicted.
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Figure 7: Test accuracies across different At and integration or-
ders with naive backpropagation. No results were recorded for
At = 0.01 and order 5. As At decreases, the discreprencies be-
tween higher orders begins to close.
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Figure 8: Average test accuracies across different A¢ with naive
backpropagation. Lower Ats train marginally better, but the influ-
ence of the parameter is low.

The difference is most notable between orders 1 and 5. In
Fig.8 and 11, we see how At has little effect on training when
employing spike time interpolation, which is most clear in
the similarities of the subfigures in Fig. 10. This pattern
does not hold for order 3 in Fig. 7. The overall final accu-
racies after training are on par with the analytical network,
which achieved 98.63% accuracy. In comparison, the order 5
network with At = 0.1 achieved 98.54% accuracy with the
adjusted backpropagation. Training time is the largest differ-
ence between the two experiments. In Fig. 9, the training time
increases as high as 500 seconds per epoch, with a hidden
layer spike count of 4000. This is expected due backprop-
agation being quadratic with respect to output spike counts.
With the modified backpropagation rule, Fig.12, we see at
most a training time of 210 seconds, with fluctuations peak-
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Figure 9: Training times across different At and integration orders
with naive backpropagation. The dashed and solid lines represent
the time and hidden layer spike count respectively. They are highly
positively correlated. First order integrations tend toward lower hid-
den layer spike counts, whilst higher ones tend toward higher ones.
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Figure 10: Test accuracies across different A¢ and integration orders
with adjusted backpropagation. Higher orders onverge quicker to
better accuracies, but there is little difference to be noted between
order 3 and 5.

ing at 40 seconds. The trend is flatter in general and more
closely resembles the consistent training times of the analyti-
cal network.

6 Discussion

In this paper we tested how numerically simulating spik-
ing neural networks affects their training accuracy and speed
(both in epochs and time), and how spike time interpolation
techniques may have contributed to this observed behaviour.

In section 5.1, the performance of numerically simulated
networks with spike time interpolation were close to those
of an analytical network across different integration orders
and time steps. A general downward trend was expected
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Figure 11: Average test accuracies across different At with adjusted
backpropagation. Lower Ats converge faster, but they all achieve a
similar accuracy after 30 epochs.
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Figure 12: Training times across different At and integration orders
with adjusted backpropagation. The dashed and solid lines represent
the time and hidden layer spike count respectively. Training times
stay relatively consistent throughout, despite fluctuations in the hid-
den spike count.

with step size, but was only observed in Fig. 6 for a first
order integration. The corresponding experiment was de-
signed to minimize the impact of spike time interpolation
by increasing the input sparsity, suggesting two conclusions;
spike time interpolation helps stabilize network activity and
accuracy when activity is regular, and; higher order integra-
tions can provide accurate results over wide ranges of time
deltas, meaning they are more stable with low event sparsity
than the forward-Euler method. The main challenges faced
by the implementation of spike time interpolation are more
sophisticated hardware requirements, potentially infeasible in
architectures such as [4], due to use of the Newton-Raphson
method, and floating point spike times and integration calcu-
lations. We also note that despite higher order integrations



showing stability with a At as high as 0.1 for a simulation
time of 0.2, excessive Ats will cause large overestimations
of the membrane potential, leading to ghost spikes or back-
ward time travelling spike times due to the initial conditions
of the Newton-Raphson method. We guard agains this in our
implementation through generous use of assert statements.

In section 3.2, we proceed to train numerically simulated
networks and find they approach the accuracy of their analyt-
ical counterpart. Training time becomes a key issue. Conver-
gence with respect to epochs remains consistent for an inte-
gration order over different Ats, but an interesting exception
occurs for At = 0.01 and order 1 in Fig. 10. As the delta
time is very small, the forward-Euler method can still per-
form similarly to high-order ones, as demonstrated by look-
ing at Fig. 5 and 6, due to having more integration points.
The lower computational cost also results in lower training
times, despite having more spikes in the hidden layer, which
is seen in Fig. 12. The latter result conflicts with Fig. 9 due
to the relative magnitude of the spike count changes; changes
of a couple hundred spikes will not make a noticeable dif-
ference to performance, presumably since the GPU is not yet
bottlenecked. This suggests that with low time deltas, the
integration order does not have much effect on the training
accuracy and convergence of the model, but does negatively
affect training times. If we instead consider network sparsity
in Fig. 12, the higher order integrators find sparser solutions
with equivalent accuracy, a result which agrees with the anal-
ysis in [9]. This latter point is important for neuromorphic
hardware where spike counts are directly correlated to energy
consumption.

In 3.2, a distinction has been made between a naive and
modified backpropagation procedure, the latter of which ac-
counts for noise in the derivatives introduced by the integra-
tion process. We hypothesize that the network tries to min-
imize the influence of this noise in the naive solution by in-
creasing network activity. In tandem with spike time interpo-
lation, this decreases the effective time delta of the network,
thereby making the output of the integration less reliant on
any specific event. This effect needs further exploration to be
substantiated, however. Regardless, the effect is antagonis-
tic to the goal of achieving reasonable training times. In au-
tomatic differentiation engines, a naive backpropagation can
therefore lead to such issues without the awareness of the pro-
grammer. A possible fix is discussed in the future works sec-
tion.

Despite compelling results, we note that this research is
limited in its analysis, in several regards. Due to bugs encoun-
tered whilst developing the simulation software, and time
constraints, few experiments were run. Only 10 experiments
are shown in section 5.1 and 17 experiments in section 5.2.
The limited set of data points may be flawed in their gen-
erality but do show consistent trends. We also note that the
dataset used, MNIST, is trivially solved by most neural net-
work architectures to high accuracies and may not provide
insight into the more complex dynamics of numerically in-
tegrating spiking neural networks. More datasets could not
be explored due to time constraints. Finally, we note that we
combine an analysis of numerical integration methods and
spike time interpolation, but do not do an ablation study. We

provide numerous suggestions for their interplay, but have lit-
tle empirical evidence for them.

7 Conclusions and Future Work

We aimed to address two questions:

How accurate is a numerically simulated spiking neural
network with spike time interpolation compared to its an-
alytical counterpart with the same weights when tested on
MNIST?

How are the training accuracy and training speed (in
epochs and time) of a spiking neural network affected when
numerically integrating with the forward-Euler and Parker-
Sochacki methods?

By exploring a CuBa LIF based spiking neural network,
we provided methods for the application and analysis of spike
time interpolation and backpropagation when numerically in-
tegrating neuron dyanmics. We conclude that networks with
spike time interpolation perform similarly to their analyt-
ical counterparts during inference on MNIST with shared
weights. Furthermore, spike time interpolation provides sta-
bility to networks with regular activity. With this result in
mind, we conclude that numerically integrated networks have
similar characteristics, overall network accuracy, and con-
vergence rate to their analytical counterparts, as long as the
backpropagation is properly treated. We provide insight into
how to do the latter by demonstrating that integrations can in-
troduce noise into backpropagation equations. Our research
shows that higher order integrations will generally perform
better, but this depeends on your time delta and network ac-
tivity.

7.1 Future Work

Our analysis focused on the CuBa LIF neuron model, but as
discussed in the introduction, there are many more available.
Future work can investigate training models with a wider
range of neuron models, on deeper tasks to expand upon our
work, and the work of [9]. Furthermore, spike time interpo-
lation is applied in this paper, but no ablation study is per-
formed without it. Further insight into its effects are use-
ful due to the added hardware complexity and computational
costs of its implementation.

This paper solely explores explicit integration methods
with transparent implementations where backpropagation can
be directly applied. In the case of implicit methods or black-
box integrators in general, this analysis is not as useful. At-
tention has recently been given to models such as Nueral
ODEs, where solving the ODE and backpropagation are made
independent through adjoint sensitivity analysis techniques
[21]. A similar concept has been applied in conjunction with
hybrid system analysis in the EventProp algorithm, which
allows exact backpropagation on simple spiking neural net-
works with arbitrary integrators [22]. The paper only does
analytical integration, so further research of its method ap-
plied to numerically integrated networks is suggested. This
also opens the door to more efficient backpropagation ap-
proaches.



8 Responsible Research
8.1 Reproducibility

All the code use for experiments can be found on GitLab. Hy-
perparameters are the same as found in the Parker-Sochacki
spike count training files in the MNIST experiment. By fixing
and providing the seed in the experimental setup section, the
experiments are deterministically reproducible. The code for
data processing is also provided, along with the experiments
used in this paper. Some experiments may require changing
high level variables, such as integration orders, which should
be clear from the context of the graphs they produce. It could
however be that some changes have not been systematically
recorded and would require more effort to reproduce.

8.2 Experimental data

All experimental data is included in the analysis provided by
the paper. Any data removed represents incomplete training
runs, results from buggy code or data which didn’t affect the
final analysis.

8.3 Programming

It would be prudent that researchers using our code check for
bugs. One particular issue related to backpropagating errors
to input spikes triggered assert statements under unknown
conditions. As it was not easily reproducible this particular
bug has not been addressed yet. When not crashing, these
assertions also guarantee the correctness of the experimental
results. If any inconsistencies have been found between our
descriptions and the code, please contact our primary author.

8.4 Environmental impact

Training and simulating neural networks can be computa-
tional expensive and energy intensive. This research focuses
on shallower networks with low computational costs, but still
considers the effects of training methods on network effi-
ciency. The study of spiking neural networks may also be
beneficial in the long term by providing low power alterna-
tives to traditional deep neural networks. Further research
should keep in mind the balance of their contributions’ effect
on the environment.
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