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Abstract

In 2015, 30% of the world’s energy demand was met through petroleum based sources, whose
burning has affected the world’s climate. The Paris Climate Agreement, among other policies, has
shifted the focus towards usage of renewable energy sources. Currently, the renewable market
caters predominantly to meeting the electric demand, which only represents 19% of the world’s
energy consumption. Zero Emission Fuels (ZEF) aims to create a small-scale chemical plant that
uses renewable energy sources to create synthetic methanol. This follows the vision of adapting
renewable energy sources for non-electric usage. Methanol is the simplest liquid hydrocarbon at
atmospheric condition; it can be used as a fuel or as a base chemical for other products. Presently,
the industry reforms syngas obtained from fossil fuels to create methanol, predominantly using
large-scale catalytic reactors. For production of methanol from renewable sources, Bos and Brilman
developed a small-scale catalytic reactor driven by natural circulation. ZEF adapted the Brilman
reactor for their chemical plant, creating a prototype of the modified Brilman reactor (MBR). The
present work aims to create a model that describes the steady-state methanol production of the
prototype using computational fluid dynamics (CFD) and chemical process models.

The MBR is an innovative design based on a closed loop geometry. The gases are driven by buoyant
forces from a temperature difference between the high-temperature catalytic reaction zone and the
low-temperature condensation zone. Heat recovery elements are used to exchange heat between
the hot and cold streams as they travel in the loop. The CFD model developed on Fluent™18.2, uses
a RNG κ-ε turbulent model, with multicomponent species transport, convective heat transfer and
momentum loss effects from the catalytic zone. The boundary conditions are based on the operating
conditions of the prototype. The model calculates flow-rate, and the effect of heat recovery elements
inside the natural circulation loop. A chemical process model developed in COCO™3.2 is used to
calculate a mass and energy balance for the two-phase behavior of the gas mixture inside the MBR.

A study of the effects of a natural circulation loop with a configuration similar to the reactor
is performed, observing potential benefits by tilting the system. The combination of effects
due to heat recovery and flow blockage in the reactor is studied, and the results are evaluated
with experimental measurements. The chemical process model developed closely resembles the
experimental characterization of the reactor. The parameters of flow-rate and internal temperatures
can not be validated due to limited data available from experimental procedures.
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Chapter 1

Introduction

The rise of human technology has lead us to a better quality of life, beyond any of our ancestors had
ever hoped to achieve. Since the 1700s this technology has been powered by burning fossil fuels.
These are energy dense hydrocarbons, most of them liquid at ambient conditions, which make them
easy to transport and use.

For more than a century, civilization has primarily employed finite fossil energy sources. Their
combustion releases gases that pollute our cities and has been found to change our climate through
the large emittance of greenhouses into the atmosphere. It is unquestionable that human activity
attributed to the increase of the concentration of carbon dioxide in the atmosphere. The trend can
only be reversed by changing our culture of energy consumption.

to beThere is some hope at the horizon in the form of global policy. The Paris Climate Agreement
is an unprecedented commitment between 180 nations in the world. The ultimate goal is to keep
the world’s temperature no higher than 1.5°C above pre-industrial levels, as it has been deemed by
climate scientists to be the tipping point for the stability of the climate of the current world [1].

The world and its industries are about to face massive changes for the next 30 years. The first
developments are already underway with the integration of renewable electricity from hydropower,
PV solar panels and wind turbines. As of 2015, only 19% of the world’s energy consumption is
electric [2]. When the changes in our energy usage take place, two cases are likely to occur: an
ideal and a conservative scenarios.

� The ideal scenario is where renewable sources are used to implement massive
electrification in the energy market. However, most of these energy sources
are fluctuating and their largest pools are often located far away from human
population centers. New methods for energy storage and distribution that can
match the convenience of current hydrocarbons will be developed. Currently, few
reliable options exist for long-term seasonal storage of renewables [2].

� A conservative scenario is where the 30 year window is too small and restrictive
for many markets to adapt to. Industries such as aviation, long distance shipping
and chemical production are not likely to change their material or energy sources
away from fossil fuels. It is fair to say that even after the implementation of
renewables, there will still be a need for combustible energy carriers, such as
hydrocarbons from fossil fuels.

Could it be possible to use renewable power sources to synthesize hydrocarbons? It is indeed possible
to make them with current industrial-sized technology. However, it is not yet economically feasible
without large subsidies. This makes the prospect economically uncompetitive. It is unreasonable
for the world to pay more than €1000 for a barrel of synthetic fuel, when oil companies can offer a
barrel of petrol for less than €100.

1



1.1. ZERO EMISSION FUELS

1.1 Zero emission fuels

ZEF B.V. is a technological start-up working in the 3mE Process and Energy Lab at TU Delft since
2017. So far more than 30 students have worked there from various tech schools in the Netherlands
and faculties from the university, aspiring to create a small chemical plant that can make synthetic
methanol by capturing CO2 from the air, using a solar PV panel as energy source. A process diagram
representing the installation of the plant is presented in Fig. 1.1.

Direct air capture
unit ElectrolyzerMethanol synthesis

reactor

Distillation unit

PV Solar panel

CO2

CH3OH + H2O

CH3OH

H2O

H2 O2Air

H2O

System unit
Material stream
Energy stream

Symbols:

Fig. 1.1. ZEF chemical plant process diagram

With a small chemical plant, increasing production is achieved by increasing the number of plants,
as opposed to increasing the size of the equipment, which has been the standard from the old
chemical industry. The goal is to have a field of solar panels each fitted with a ZEF chemical plant,
as shown in Fig. 1.2.

Sun

Methanol

Air

Fig. 1.2. ZEF chemical plant installation concept.

Because of the limited energy and the constant fluctuations that PV solar energy provides, diverse
knowledge in engineering is necessary to create the chemical processes required to capture the
carbon dioxide and synthesize it into a liquid fuel. One of the components of the chemical plant is the
methanol synthesis reactor. Low energy consumption in the reactor is desired to have a functional
chemical plant.

The novel reactor proposed uses natural convection as a driving force, with heat recovery elements
and in-situ separation. It is a functional, but complex system. Experimental testing and computer
simulations are essential to understand its performance and flaws in order to improve the design.

2



CHAPTER 1. INTRODUCTION

1.2 Research questions

There are several phenomena that occur inside ZEF’s reactor, such as the buoyancy driven
circulating flow, heat recovery, catalytic methanol synthesis reactions and mixture separation
through condensation.

This work will shine a light on select individual phenomena and how their behavior links to one
another. To do so, the following questions will be addressed:

� What is the flow-rate on the reactor as a natural circulation loop?
� What are the effects of heat recovery and the packed bed in the loop?
� Can a methanol synthesis reaction model be implemented into CFD simulations?
� Can a model be created to describe the experimental work by Basarkar?

1.3 Thesis structure

To answer the research questions, this research presents a review of the theory behind each
phenomenon in Chapter 2, covering the topics of:

� State of the art on current practices and modeling of catalytic methanol synthesis
processes.

� Condensation of the multi-component mixture inside the reactor.
� Relating thermally convective driving forces and flow-rate within a closed loop.
� An overview of the implementation of these phenomena into the commercial CFD

software package Fluent™18.2 and COCO™simulator.

Chapter 3 will create a link between the modeling theory, the experimental set-points used as
boundary conditions and the simulations performed. This chapter presents an overview of the cases
analyzed and their possible sources of error.

In Chapter 4, results for CFD and chemical process models are reported. Validation is obtained
by comparing with similar systems reported in literature and experimental measurements done on
the prototype by Basarkar (2018). The most relevant observations are extracted and discussed at
the end of the chapter. Paths of improvement on the natural circulation reactor operation are also
examined.

1.4 Goal

This research aims to:

� Create a set of models that can describe the steady-state methanol production
of the natural circulation reactor, in collaboration with the experimental
characterization of Basarkar.

� Identify the coupled effects of the catalyst packing, flow rate from natural
circulation to methanol conversion. This will give ZEF BV a guideline of how
to improve the performance of the reactor.

3
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Chapter 2

Theory

2.1 Methanol synthesis from renewable sources

Methanol is an important chemical compound. Most of its current applications in the industries are
as a solvent or base material for organic chemicals. With new regulations expected to come as a
consequence of the Paris Climate Agreement, a shift in the energy markets is inevitable. Methanol
is a stable liquid under atmospheric conditions with an energy density of 22.4 MJ/kg (gasoline has
46.7 MJ/kg) and can be directly used in gasoline combustion engines. It has the potential to be a
relevant dense energy carrier for industries in the near future [4].

To produce methanol it is necessary to have a source of hydrogen and a source of carbon. Current
processes use natural gas through steam reforming and/or catalytic conversion to create synthesis
gas (syngas). It is a mixture of CO2, CO and H2 that is used as a feedstock into methanol reactors. A
genuine zero emission methanol production system will need to have a source for the feedstock that
is independent from fossil fuels. ZEF B.V. acquires both hydrogen and carbon from the water and
carbon dioxide that are already present in the atmosphere, though at very minute concentrations
(>12000 and 400 ppm, respectively).

It goes without saying that the energy sources which drive the operation of the reactor should also be
renewable. This poses further challenges to the reactor operation, namely having a limited energy
input with fluctuating loads. It creates the need for a reactor that is both energy efficient and of agile
operation. Depending on the availability of the energy source, production can wind up or down.
These are atypical design constrains for the current chemical industry.

2.1.1 Industrial processes for methanol synthesis

The most common route from syngas to methanol is using copper-zinc based catalysts in chemical
reactors, operating in temperature ranges of 200 to 300°C and pressures between 50 to 200 bar. A
large number of the installed reactors are isothermal reactors. These maintain an almost constant
temperature profile using external cooling systems. The uniform temperature profile helps the
catalyst achieve a long operation life. Thermal energy can also be recovered from the reactor by
using coolant liquids, such as steam. A process diagram of such installation is presented in Fig. 2.1.

The most relevant reactions for methanol synthesis are presented in Eqs. 2.1-2.3. The exothermic
nature of the reactions is a problem for the production of methanol, as the increase of temperature
shifts the reaction equilibrium away from methanol, in favor of higher CO concentration. This
is discussed in greater detail in Sec. 2.1.3.3.

5



2.1. METHANOL SYNTHESIS FROM RENEWABLE SOURCES

 Syngas makeup
Unreacted gases

By-porduct Steam

Water makeup

Outlet Stream
Methanol

Coolant Water

Steam

Steam drum

Separation
column

Methanol synthesis reactor

Fig. 2.1. Process diagram of isothermal methanol synthesis reactor installation cooled by (boiling) water [5].

CO2 + 3H2 
 CH3OH+H2O ∆H298K = −49.2kJ/mole (2.1)

CO2 +H2 
 CO+H2O ∆H298K = 41.6kJ/mole (2.2)

CO+ 2H2 
 CH3OH ∆H298K = −90.8kJ/mole (2.3)

From the stoichiometry of reactions in Eqs. 2.1 and 2.3, a stoichiometric number SN for the feed
composition is derived in Eq. 2.4. For methanol synthesis, the ideal value for SN should be slightly
above 2, as reported by Bozzano and Manenti(2016).

SN =
[H2]− [CO2]
[CO] + [CO2]

(2.4)

In practice, the production of methanol is sensitive to the composition of the feed gas. It can be seen
in Fig. 2.2 that the yield of methanoli from a feed consisting of only H2 and CO2 is much smaller than
with a feed mixture of H2 /CO/CO2. In practice, this means that a larger recycling of unreacted
components is necessary to achieve higher carbon conversion from CO2 into CH3OH.

Fig. 2.2. Chemical equilibria in MS from syngas and from a feed with different amount of CO in the feed. a) Feed of
H2 /CO/CO2: 75.9/16.9/7.2 b) Feed of H2 /CO/CO2: 75.0/0.0/0.25.

i‘Methanol yield’ is defined here as the ratio of methanol to carbon carrying molecules in the equilibrium composition:
Yield = [CH3OH] / [CO2 + CO] [7]

6



CHAPTER 2. THEORY

Increasing the operating pressure and/or using a combined feed of CO and CO2 can shift the
equilibrium favorably towards methanol; both options have their own nuances. Raising the pressure
will increase operation and maintenance cost of the equipment, not just for the reactor but also
ZEF’s chemical plant. Creating CO from the captured CO2 is an inefficient process with current
state-of-the-art equipment [8]. This makes the approach of using the feed of H2 and CO2 at a ratio
of 0.75/0.25 (from Eq. 2.4), the most viable one for methanol production from renewable sources
[7].

2.1.1.1 Brilman reactor

In 2015, Bos and Brilman presented an alternative to the conventional catalytic methanol synthesis
reactor. It integrates a separation system into the reactor by condensing products (water and
methanol) in situ, thus ensuring that unreacted components remain in the gas phase and will
not be able to leave the reactor. It operates with a feed of H2 /CO2 at a ratio of 0.75/0.25.

72

33
0

Qc

Qh

Cu/ZnO/Al2O3 Catalyst
Gas flow direction
Condensed Water/Methanol

120

70

Feed gas in Water / methanol out

Fig. 2.3. Cross-section of the Brilman reactor. Cooling Qc achieved from water passing through a copper spiral inside
the reactor. Heating Qh achieved from an electrical resistance jacket surrounding the catalyst zone (green). Units: mm.
Approximate dimensions [7].

Fig. 2.3 presents a cross-section of the Brilman reactor. A fan and heater are placed at the bottom of
the system to drive a gas stream upwards to pass through the catalyst zone on the outer perimeter.
At the top-center of the reactor there is a water based cooling system that condenses the reacted
products into a liquid trap, leaving the unreacted gases to circulate back into the bottom.

Finding a functional operating pressure for the reactor was based on getting the reaction
temperature higher than the condensation temperature. This is necessary to ensure buoyant
driving forces in the reactor. It is determined from phase equilibria calculationsii that at pressures
higher than 100 bar with low reaction temperatures (473 K), the condensation temperature of the
product mixture can happen at the same temperature of the reactioniii. At lower pressures (50
bar) the reaction temperature would be higher than the dew temperature of the product mixture
(413-403 K), thus ensuring a thermal driving force that could provide a driving force for the fluidiv.

iiChemical equilibria are discussed in Sec. 2.1.3.3
iiiCondensation of multicomponent mixture is discussed in Sec. 2.2
ivBuoyant driving forces are discussed in Sec. 2.3.

7



2.1. METHANOL SYNTHESIS FROM RENEWABLE SOURCES

Despite the reactor being fitted with an electric fan, Bos and Brilman determined from their
experiments that the improvements on the productivity were limited to small fan speeds. This
is attributed to the gas passing through the catalyst zone at a flow rate higher than it could transfer
heat to. Essentially, the gases were coming in contact with the catalyst at temperatures lower than
the optimal reaction temperature.

This natural circulation catalytic reactor has its performance measured in terms of:

� Productivity of methanol per gram of catalyst per unit time. Units of
molCH3OH g−1

cat·hr−1

� The specific energy demand of thermal energy Qh in MJ per kg of methanol
converted.

At peak productivity, the reactor by Bos and Brilman reports an output of 7.8 mol·kg−1
cat·hr−1 with

a specific energy demand of 70 MJ·kg−1
CH3OH [7]. With the fan disabled, the productivity and

specific energy demand of Brilman’s reactor are 6.4 mol·kg−1
cat·hr−1 and 74 MJ·kg−1

CH3OH, respectively.
The difference with the peak performance is comparatively small, which hints at the possibility
of designing a reactor driven only by natural convection. For reference, an industrial (Lurgi)
isothermal reactor with additional external stream recycling and cooling systems can produce 19.39
mol·kg−1

cat·hr−1 [9].

2.1.1.2 ZEF’s modified Brilman reactor

ZEF took Brilman’s concept of a low energy demand reactor and re-designed it to the particular
size and production constrains of approximately 100 gCH3OH/day. It also addresses the original’s
shortcomings in thermal energy efficiency by having elements specifically made to recover heat.
The MBR design is showcased in Fig. 2.4b.

Cu/ZnO/Al2O3 Catalyst
Flow direction
Condensed Water/Methanol

Qc

Qh

18

10

150 

2

a) b)

130

190

16

232
Inlet

Outlet

Fig. 2.4. Overview of MBR a) Cross-section of reactor body. Units: mm. b) Color-coded view of reactor sections. Fluid
domain: purple, reactor: red, condenser: blue, heat recovery blocs: gray.

The heating is provided by an electrical resistance jacket placed on the outside walls of the reactor
section block. The condenser block is cooled by free convection from ambient temperature air.
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CHAPTER 2. THEORY

2.1.1.3 ZEF’s small MBR

Problems arose during the experimental characterization of the MBR (reviewed in Sec. 4.2), which
required the development of an alternate design of the methanol synthesis reactor.

The small MBR (SMBR) is showcased in Fig. 2.5. Both the reactor and condensing zones remain
untouched, but the shape of the heat recovery blocks and the horizontal flow channels has been
modified. It now uses three heat recovery blocks, and the multiple horizontal channel design has
been replaced with a single 6.5 mm channel.

Qc

Qh
130

140

16

232

Cu/ZnO/Al2O3 Catalyst
Flow direction
Condensed Water/Methanol

a) b)

Inlet

Outlet

 100 

10.00 6.50 18.00

Fig. 2.5. Overview of SMBR. a) Cross-section of reactor body. Units: mm. b) Color-coded view of reactor sections. Fluid
domain: purple, reactor: red, condenser: blue, heat recovery blocs: gray.

Heating pads

Glass wool 
insulation

Air gaps
Paper separators

Steel bolts

Fig. 2.6. Render of installation of SMBR.

Time constraints in experimental testing lead to not replicating flow-rate experiments concerning
the SMBR geometry that were made for the MBR geometry. Only SMBR geometry has been used
to model the reactor, while the MBR was used for an experimental flow validation presented in
Appendix D.
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2.1. METHANOL SYNTHESIS FROM RENEWABLE SOURCES

2.1.2 Catalyst for methanol synthesis

Catalysts are essential materials for the industrial production of chemical compounds. These are a
media on which surface compounds can adsorb and react to form new species that later get released
from the outer layers. Under ideal conditions, the catalyst material is not depleted in the process.

Active sites are available on the surface of the catalyst. These are points where intermediate chemical
bonds can be formed with the gas molecules surrounding it. In Fig. 2.7 shows a simple example of
how molecules are adsorbed and their composition split on the active site of a solid catalyst to form
new species.

Fig. 2.7. Example process steps in catalytic reactions through adsorption with a single active site. a) Binding of molecules
into surface layers. b) Splitting of molecules on the surface. c) Formation of new compounds. d) New formed species
have weak bondings with the surface and are released leaving the catalyst “intact”.

To characterize the behavior of catalysts, experiments are performed under specific conditions
(pressure, temperature and feed composition). Models are developed which determine their
influence on the catalyst’s performance.

2.1.2.1 Catalysts for methanol synthesis

Before the 1920s, methanol was produced by distilling wood [10]. It all changed with the
development of ZnO/CrO catalysts. These made it possible to produce methanol from syngas
(derived from coal), operating at 250-300 bar and 300-450°C [11]. By 1950s the syngas feed was
derived from natural gas, increasing its purity; the sulfur and chlorine byproducts that damaged the
catalysts were now not present. This contributed to the development of new catalysts which could
operate at lower pressures and temperatures, reducing the equipment cost.

In 1966 ICI pioneered a production method for copper based catalysts; a mixture of copper oxide
with zinc oxide and alumina for thermal stability. It quickly became the standard to convert syngas
into methanol [10]. Currently, most commercial industrial catalysts for low temperature methanol
synthesis are still copper based composites [11].

The current research uses commercial cylindrical catalyst pellets composed of CuO/ZnO/Al2O3 at
an undisclosed ratio by RIOGEN™. These pellets are selected due to extensive industrial applications
and reaction models available for this catalyst in literature [7, 9, 12].

2.1.2.2 Catalyst packed bed

The commercial catalyst that is used has the form of porous cylindrical pellets of 5mm diameter and
5mm in length. These pellets fill the tubular portion of the vertical reactor section (Fig. 2.4). A
low gas velocity is expected in the bed, with no solid particle motion. This interaction of the fluid
passing through this section is assumed to be similar to that of a packed bed.

From a fluid mechanical perspective, the packed bed will generate a pressure drop across the length
of the bed. Estimating this value based on the characteristics of the packing is essential to determine
the flow-rate. If the flow regime of the unblocked stream is within the range of 0≤ Re≤ 3000 [13].
The pressure drop along the bed can be determined with Ergun’s equation, presented in Eq. 2.5.
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∆p
Lbed

=
150µ

ψ2Dp
2

(1− ε)2

ε3
u∞ +

1.75ρ
ψDp

(1− ε)
ε3

u2
∞ (2.5)

Where:

µ is the fluid viscosity in Pa·s.
ρ is the fluid density in kg/m3.

Dp is the mean particle diameter in m.
ψ is the correction factor for particle sphericity as a function of the particle volume

Vp, mean diameter Dp and surface area Ap, determined for the pellets in Eq. 2.6
v.

ψ=
6Vp

DpAp
=

6(9.8174E-8)
(0.005)(1.178E-8)

= 1.00007 (2.6)

Lbed is the bed depth of the bed in m.
ε is void fraction, as volume of void (fluid) over volume of packed bed (fluid +

solid).
u∞ is the free stream velocity.

For the pellet size used, the global kinetic model (GKM) applied in the present work considers the
influence of the catalyst to be described only by the density of the catalyst present in the reactor
bed. This is reviewed in Secs. 2.1.3.1 and 2.1.3.2.

Ergun’s equation can also be written in terms of a friction factor, following Eq. 2.7.

∆p
Lbed

= f
W 2

ρA2

�

1− ε
Dpε3

�

(2.7)

Where:

W is mass flow in kg/s.
A is the bed’s cross-sectional area in m2.
f is a friction factor, defined in Eq. 2.8

f =
150
Rebed

+ 1.75 (2.8)

Rebed is the packed bed Reynolds number, described in Eq. 2.9.

Rebed =
W
Aµ

� Dp

1− ε

�

(2.9)

2.1.3 Reaction kinetics

Reaction models for catalytic reactions can take the form of micro-kinetic models (MKM), which
describe a large number of sequential reactions that occur on the surface layers of the catalyst.
Through experimental lab work, prominent paths are derived for the formation of products, which
can simplify the MKM into a global kinetic model (GKM). This has the advantage of reducing
computation power.

A prominent example of a MKM for methanol synthesis over a copper-based catalyst would be the
work by Ovesen et al.(1997) establishing a set of 13 elementary steps. From this work, many GKMs
were developed since then. It has been reported by Mäyrä and Leiviskä (2017) that for methanol
synthesis at industrial working conditions, GKMs can describe the behavior of the reactor more

vThe value obtained of ψ = 1 means that in this equation the cylindrical pellets have a similar behavior to that of
spherical pellets of the same diameter.
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2.1. METHANOL SYNTHESIS FROM RENEWABLE SOURCES

accurately than MKM. For dynamic models where the conditions of the catalyst vary over time,
detailed MKMs are preferred.

For global kinetic models, the production of methanol from a feed of syngas using a Cu/ZnO/Al2O3
catalyst is composed of three main reactions: CO2 hydrogenation (MEOH), reverse water-gas shift
(RWGS) and CO hydrogenation, as presented in Eqs. 2.1, 2.2, 2.3, respectively.

In the 1980s the predominant model by Graaf et al. (1986) considered CO hydrogenation to be
the dominant path for the formation of methanol. The consensus has since shifted and CO2
hydrogenation is the prominent precursor to methanol production for the operating conditions of
the modern chemical industry. Hence, it has been determined that the reaction in Eq. 2.3 is less
prominent for methanol synthesis [12, 17].

According to experimental results by Bussche and Froment (1996), the primary reactions (Eq. 2.1
and Eq. 2.2) are competing to transform the carbon from the feed, in the following sequence:

CO −−−*)−−−
RWGS

CO2 −−−*)−−−
MEOH

CH3OH

For a tubular reactor such as the MBR, the evolution of the reactions will behave as presented in
Fig. 2.8. Near the inlet, CO2 will react to produce both CO and CH3OH (green). However, as the
CO2 concentration decreases, coupled with the endothermic nature of the RWGS reaction, it will
slow down the hydrogenation of CO2. Once the RWGS reaches equilibrium and switches direction
(visible in the CO peak) both methanol and water will be produced simultaneously (blue). The
temperature of the reactor bed will increase due to the exothermic nature of the MEOH reaction
until an equilibrium is reached (white).

Fig. 2.8. Concentration and temperature profiles in an adiabatic methanol synthesis reactor [12].

2.1.3.1 Global kinetic model of Bussche and Froment

Bussche and Froment took the micro-kinetic model from Ovesen et al. and used it as a backbone
to create a Langmuir-Hinshelwood GKM. It groups parameters of intermediate surface products
into adsorption constants for species Kai and uses a single type of surface center for the reactions
represented by the surface coverage θ . This model considers no changes to occur at the surface of
the catalyst over time.
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r1 = k1pCO2
pH2

�

1−
1

Ke1

pH2OpCH3OH

pH2
3pCO2

�

θ3 (2.10)

r2 = k2pCO2

�

1−
1

Ke2

pH2OpCO

pH2
pCO2

�

θ (2.11)

θ =

 

1

1+ Ka1
p

pH2
+ Ka2pH2O + Ka3

pH2O

pH2

!

(2.12)

Where:

r are reaction rates in units of mol·kg−1
cat·s

−1.
pi is the partial pressure of species i in bar.

ki , Kai are values for rate constant and adsorption constant, presented in Tab. 2.1.
Kei are equilibrium constants obtained from Graaf et al. (1986) (See Eq. 2.24)

Tab. 2.1. Parameters from Bussche and Froment(1996) for reaction (k) and adsorption (Ka) constants.

γi = Ai exp
�

Bi
RT

�

γ A B
k1 1.07 36696
k2 1.22E+10 -94765
Ka1 0.499 17197
Ka2 6.62E-11 124119
Ka3 3453.38 0.0

This model has been thoroughly tested for industrial processes at the pressure and temperature
ranges on which the MBR will operate [9, 18].

Some limitations on the model lie in the experimental data used to derive it. The highest pressure
used for sampling by Bussche and Froment was 50 bar. Methanol conversion also diverges from
experimental values for feed compositions containing CO between 4-15 mole%, as evidenced by
Klier et al. (1982).

2.1.3.2 Global kinetic model of Seidel

A new global reaction model has been developed by Seidel et al. (2018) as an improvement of the
work by Bussche and Froment(1996). There three major differences:

1. It uses all three major reactions for methanol production (Eqs. 2.1, 2.2, 2.3).
2. It adds a dynamic morphology parameter which considers the changes on the

catalyst surface due to the varying degrees of oxidation and reduction on the
outermost copper layer.

3. It considers three active centers for the surface coverage θ (see Fig. 2.9):
�: Oxidized (active for CO hydrogenation).
∗ : Reduced (active for CO2 hydrogenation).
⊗: Active for heterolytic H2 decomposition.
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Reduced by Oxidized by
CO, H2

CO2, H2

Active for
CO2 Hydrogenation CO Hydrogenation

Fig. 2.9. Diagram for morphology changes on the catalyst surface. A gas with reduction potential (CO,H2) forms a
Cu-ZnO alloy on the surface, which makes catalyst more active for the CO hydrogenation. Meanwhile, a gas with oxidizing
potential (CO2,H2O) will make the Cu particle more spherical and active for the CO2 hydrogenation [20].

As shown in Fig. 2.9, the changes in the concentration of CO/CO2 in the feed affect the morphology
of the catalyst. This effect becomes significant when considering a variable composition over time.
The model is specifically designed to evaluate applications where varying ratios of CO and CO2 are
present in the reactor; such is the case of the MBR.

The research by Seidel et al. establishes a Langmuir-Hinshelwood kinetic model, consisting of the
following rate equations:

r1 = k1pCO2
p2

H2

�

1−
1

Ke1

pCH3OHpH2O

pCO2
p3

H2

�

θ ∗2θ⊗
4 (2.13)

r2 = k2pCO2

�

1−
1

Ke2

pCOpH2O

pCO2
pH2

�

θ ∗θ� (2.14)

r3 = k3pCOp2
H2

�

1−
1

Ke3

pCH3OH

pCOp2
H2

�

θ�θ⊗
4 (2.15)

With their respective surface coverages:

θ� =
�

1+ γ11pCO + γ12pCH3OH + γ14pCO2

�−1
(2.16)

θ⊗ =
�

1+ γ12
p

pH2

�−1
(2.17)

θ ∗ =

�

1+ (γ10γ9γ
−2
7 )

pH2O

pH2

+ γ13pCO2
+ γ8pCH3OH + γ9pH2O

�−1

(2.18)

Where:

ki are reaction rate constants from Eq. 2.19vi.
Kei are equilibrium constants from Graaf and Winkelman(2016) (See Eq. 2.25).
γ are grouped parameters used to arrange complex sequential reactions into single

terms. Values presented in Tab. 2.2.
Tref is 523.15 K.

ki = exp

 

A
︸︷︷︸

γ1,γ3,γ5

− B
︸︷︷︸

γ2,γ4,γ6

�

Tref

T
− 1

�

!

(2.19)

vik1 uses γ1 and γ2. k2 uses γ3 and γ4. k3 uses γ5 and γ6
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Tab. 2.2. Grouped parameters for the Langmuir-Hinshelwood reaction model by Seidel et al. (2018)

i γ units
1 -3.4112 -
2 3.447 -
3 -5.7239 -
4 23.4744 -
5 -4.7636 -
6 26.1883 -
7 1.1665 bar−0.5

8 0 bar−1

9 0.0297 bar−1

10 1.60E+03 -
11 0.147 bar−1

12 0 bar−1

13 0.04712 bar−1

14 0 bar−1

While the current research does not use the Seidel et al. model, it is strongly recommended
to implement it for future modeling of the MBR if higher operating pressures or higher CO
concentrations are observed in the reactor operation. According to on-going research from Bos and
Brilman, this model has proven to be more accurate to their convective flow reactor at operating
pressures higher than 50 bar.

2.1.3.3 Equilibrium constants

The equilibrium constant Ke is the ratio of concentration of products to reactants in a reversible
reaction. A value larger than unity means that reaction favors the products. If the constant is
smaller than one, the equilibrium will favor the reactants. This concept is represented in Fig. 2.10.

ProductsReactants

Ke > 1

ProductsReactants

 1 < Ke

Fig. 2.10. Visual representation of equilibrium constants

Ke =

∏

i
[products]i

∏

i
[reactants]i

For the reversible chemical reactions presented in this work (Eqs. 2.1, 2.2 and 2.3), the equilibrium
constants expressed in terms of species’ concentration are presented in Eqs. 2.20, 2.21 and 2.22,
respectively.
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Ke1 =
[CH3OH][H2O]
[CO2][H2

3]
(2.20)

Ke2 =
[CO][H2O]
[CO2][H2]

(2.21)

Ke3 =
[CH3OH]
[CO2][H2

2]
(2.22)

For a fixed temperature, a chemical equilibrium is reached when the change of Gibb’s free energy of
the components has reached zero. In practice, it means that the mixture composition ceases to vary.

∆G = −RT ln(Ke)

For an ideal gas, equilibrium constants can be determined with Eq. 2.23. Once these are calculated,
correction factors are applied for non-ideal gas behavior at higher pressures. Graaf et al. (1986)
showed that the Soave-Redlich-Kwong equation of state (SRK EOS) is suitable for said correction in
the reaction conditions present for methanol synthesis. For pressures higher than 100 bar, a modified
version of the SRK EOS should be used to account for the non-ideality of the gas, as evidenced in
the work of Bennekom et al.(2012), though that is outside the scope of the current research.

ln
�

K◦e (T )
�

=
1
R





−∆G◦(Tref))
Tref

+

T
∫

Tref

∆H◦(T )
T2



 dT (2.23)

Where:

∆H◦(T ) =∆H◦(Tref) +

T
∫

Tref

∆cP
◦(T )

T2
dT

It was evidenced by Graaf and Winkelman (2016) that inaccuracies in experimentally determining
values for ∆H◦(Tref) and ∆G◦(Tref) have lead to historical discrepancies for temperature fitting
correlations for Ke. A large compendium of experimentally measured equilibrium constants are
presented in Fig. 2.11, and their temperature fitting functions in Eqs. 2.24 and 2.25.

Fig. 2.11. Compendium of experimentally obtained equilibrium constants for methanol synthesis reactions by Graaf and
Winkelman(2016).
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The reaction rates by Bussche and Froment used the original equilibrium constants by Graaf
et al. (1986) and are used in the current research, as these have a faster computation time.
Meanwhile, the rates of Graaf and Winkelman (2016) are used for the more recent Seidel et al.
model.

Graaf et al. (1986)

log10(Ke1) =
3066

T
− 10.592; log10(Ke2) = −

2073
T
+ 2.029; Ke3 = Ke1/Ke2 (2.24)

Graaf and Winkelman (2016)

Ke1 = Ke2Ke3; ln(Ke2) =
1

RT

 

5
∑

j=0

a j T
j + a6T ln(T )

!

; ln(Ke3) =
1

RT

 

5
∑

j=0

b j T
j + b6T ln(T )

!

(2.25)

Where:

� Reaction Eq. 2.1 is the stoichiometric sum of reactions Eq. 2.2 and Eq. 2.3, thus
if two reactions are in equilibrium with each other, the third will also be in
equilibrium.

� Values for a j and b j are presented in Tab. 2.3

Tab. 2.3. Parameters for equilibrium constants from Graaf and Winkelman(2016)

j a b
0 -3.9412E4 7.4414E4
1 -5.4152E1 1.8926E2
2 -5.5642E-2 3.2443E-2
3 2.5760E-5 7.0432E-6
4 -7.6594E-9 -5.6053E-9
5 1.0161E-12 1.0344E-12
6 1.8429E1 -6.4364E1

2.1.3.4 Equilibrium product composition

Considering the equilibrium constants by from Graaf et al. in Eq. 2.24, the reaction product
composition at equilibrium can be obtained as a function of the feed composition, pressure and
temperature. A composition in equilibrium must follow the conditions of Eqs. 2.26 and 2.27.

10
3066

T −10.592 =
fCH3OH fH2O

fCO2
f 3
H2

(2.26)

10−
2073

T +2.029 =
fCO fH2O

fCO2
fH2

(2.27)

The feed composition going into the reactor is comprised of H2 /CO2 at a ratio of 0.75/0.25. The
carbon provided by the CO2 converts into CO and CH3OH. Their respective molar fractions for
an equilibrium product composition at a pressure range of 10-100 bar and select temperatures is
presented in Fig. 2.12. As the goal is to produce methanol, a higher fraction of CH3OH acts as a
selection criteria for operational set points of pressure and temperature in the MBR.
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Fig. 2.12. Mole fraction of reaction products at equilibrium from a feed of H2 /CO2 at a 0.75/0.25 ratio. Values obtained
from flashing composition in COCO™using SRK EOS.

The following can be observed from Fig. 2.12:

� At lower temperature and higher pressure, the products at equilibrium will favor
methanol over carbon monoxide.

� Equilibrium temperature has a higher influence on the composition of the
products than pressure; ie. from Fig. 2.12b, reducing the reactor temperature
will shift the equilibrium for methanol as if the pressure were raised 15 bar.

� Based on the information from Fig. 2.2, a higher content of CO in the feed will
lead to a much higher content of methanol in the products at equilibrium. This
is the reason why industrial reactors require separation and recirculation, as
the equilibrium does not favor methanol.

If the MBR were a conventional single pass (equilibrium) methanol synthesis reactor, choosing any
combination of temperature and pressure from Fig. 2.12 would be the maximum composition of
methanol obtainable by passing through the catalyst bed. The separation of the unreacted gases
(CO2 and CO) through in-situ condensation of methanol and water will vary the feed composition
inside the reactor over time, shifting the product equilibrium in favor of methanol. This is the
principle that lead the system by Bos and Brilman to have a “carbon conversion to methanol above
99.0%”[7].

Experimental equilibrium composition

In the work reported by Basarkar, the operational values for temperature and pressure of the SMBR
are of 501.15 K and 50 bar. The equilibrium product composition from the feed used is presented
in Tab. 2.4. The process of obtaining the dew point temperature for the gas mixture is reported in
Sec. 2.2.2.

Tab. 2.4. Equilibrium composition for products at MBR working conditions from a feed of 0.75/0.25 of H2 /CO2 at 501.15
K and 50 bar.

Value Unit
H2 0.6338 mol/mol
CO 0.0133 mol/mol
CO2 0.2024 mol/mol
H2O 0.0819 mol/mol

CH3OH 0.0686 mol/mol
Tdew 415.74 K

It should be noted that this gas composition is never reached in the SMBR operation, it only serves
as a reference for dew temperature.
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2.2 Condensation

One of the most innovative components of the methanol synthesis reactor from Bos and Brilman is
the inclusion of an in-situ separation component that also serves the function of driving the flow. To
properly set the reactor working conditions, it is important to understand the temperature difference
due to the reaction temperature (from to chemical equilibrium) and the condensation temperature
(from phase equilibrium).

The gases inside the SMBR are a mixture of five unique species: H2, CO2, CO, H2O and CH3OH.
In the current section, the condensation of a multicomponent mixture is studied as a single stage
flash. A brief overview of the dew point temperature for reactant products at multiple equilibrium
conditions is presented afterwards. The goal is to present the nuances of selecting an operating
pressure and temperature for a convective loop reactor.

The mechanisms for droplet formation in the condenser portion of the reactor are not discussed in
the present research. These are multiphase heat and mass transfer studies beyond the scope of this
project.

2.2.1 Single stage flash

The single-stage flash is the simplest vapor-liquid equilibrium model available for any calculation of
a multicomponent mixture. Consider the schematic drawing of Fig. 2.13. If all information of the
feed is known (composition zi , molar flow-rate F and enthalpy H), it is possible to find the rest of
the values by (iteratively) solving the balance equations 2.28-2.32 and the equations of state.

x, L, T, P, S, U

y, V, T, P, S, U

z, F, H
Q

Fig. 2.13. Schematic diagram of single-stage flash

� Phase equilibrium:

yi =

�

fi
pi

�L

�

fi
pi

�V x i (2.28)

� Species mass balance:
x iφ

L + yiφ
V = ziφ (2.29)

� Total mass balance:
φL +φV = φ (2.30)

� Constitutive:
N
∑

i

x i =
N
∑

i

yi = 1 (2.31)

� Enthalpy balance
HLφ

L +HVφ
V +HFφ =Q (2.32)
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Where:

x i , yi are the liquid and vapor fractions of each species, respectively.
fi is the fugacity of each species in the specific phase.
pi is the partial pressure each species in the specific phase.

L, V, F are the liquid, vapor and feed molar rates.
N is the number of species
H is the enthalpy of the stream.

The most important values to determine from a flash are the vapor and liquid composition x i and
yi . That leaves T, p, Q, U , S and φL (or φV , as they’re interdependent) unknown. By setting at
least two of these to specified values the rest can be obtained. Chemical engineering practices have
established typical pairings of independent variables which can be used to determine the state of
the system. These are known as flashes and the most common ones are defined as follows:

1. Pressure-enthalpy (p-H)
2. Pressure-temperature (p-T)
3. Pressure-vapor fraction (p- V

F )
4. Temperature-vapor fraction (T - V

F )
5. Pressure-entropy (S-H)
6. Pressure-internal energy (p-U)

Throughout history, computational methods have been developed to solve for the equilibrium
composition of a multicomponent mixture. The most optimized algorithms use a combination of
constituitive relations, equations of state and thermophysical property models to determine the
equilibrium composition in the least amount of iterations possible.

The flash algorithm deployed in the COCO™simulator was developed by Parekh and Mathias(1998)
as an improvement to the approach by Boston and Britt (1978). The original method by Boston
and Britt only permitted a flash to arrive into a two-phase. If the composition was to remain as
single-phase it would converge into the phase boundary (dew or bubble point) with significant
error in the energy balance [23]. The work from Parekh and Mathias was aimed at fixing this issue
by simply adding a complementary flash to any method, ie. if perfroming a p-H flash, execute a
secondary p-T flash to ensure energy balance is achieved.

The analysis of multiple component mixture condensation in this current research will be limited to
the implementation of the aforementioned algorithms in the COCO™simulator [25], as it provides
an efficient solver for relating both chemical and phase equilibrium.

2.2.2 Condensation of reaction products

Knowing the temperature at which the mixture becomes a two-phase fluid is an operational set
point for the condenser in the MBR. To achieve the condensation of reactant products, its working
temperature should be below the dew point temperature of the gas mixture.

The dew point temperature is defined in terms of fugacity as the highest temperature for which the
phase equilibrium Eq. 2.28 is valid for a fixed composition and pressure.

Using COCO™simulator’s implementation of phase equilibrium and extending the analysis of
reaction products at chemical equilibrium done in Sec. 2.1.3.4, a set of dew point temperatures
is obtained for a range of temperatures and pressures from the H2 /CO2 feed at 0.75/0.25 ratio.
The information is presented in Fig. 2.14 and compared with the data reported by Bos and
Brilman(2015)vii.

viiBos and Brilman used a modified SRK EOS from Bennekom et al.(2012), but the differences to the normal SRK EOS
are not present for the reported values in the pressure range of 10-100 bar
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Fig. 2.14. Dew temperature for reaction product at chemical equilibrium for select temperatures and a pressure range.
Comparison of values obtained in current research with those reported by Bos and Brilman(2015).

As it was mentioned in Sec. 2.1.3, a temperature difference between the hot reactor temperature
(chemical equilibrium temperature Teq) and the cold condenser temperature (<Tdew) is required
to create a buoyant force that will drive the fluid through the circulation loop. The size of
this temperature difference for the previously selected temperature and pressures is presented in
Fig. 2.15.
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Fig. 2.15. Temperature difference for product equilibrium and dew point temperature.

In summary, higher pressures and lower reactor temperatures will shift the equilibrium in favor of
methanol (as seen in Fig. 2.12), but the product will have a higher condensation temperature, thus
a smaller temperature difference between reactor and condenser (as seen in Fig. 2.15).

A greater temperature difference between the hot and cold section will increase the available driving
force, but is not the only defining term for the buoyant force. Density ρ and the positioning of
the heating and cooling elements in the vertical axis also influence the buoyant force. A discussion
of the forces driving the flow is done in Sec. 2.3, though it is limited to the positioning of the heating
/ cooling elements. An analysis of the influence of pressure as a means to maximize buoyant forces
through increasing density is out of the scope of the current research.
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2.3 Flow in natural circulation loops

Natural circulation loops (NCL) are flow systems that use buoyancy forces to drive a fluid inside a
closed loop. The fluid circulates due to a thermally induced density difference in a body-force field
(gravity).

These systems are traditionally used in applications to remove heat from processes that require
the least amount of equipment possible, either for lack of space (electronic cooling), low energy
availability (solar thermo-siphons) or high reliability for continuous operation (cooling of nuclear
reactor core).

z
x

g

cooler

cold leg hot leg

heater

s

stream direction 

φ = 0°

Fig. 2.16. Diagram of UDL in a horizontal heater and cooler configuration. Tilting angle ϕ = 0.

In its most basic form, a NCL can be represented by Fig. 2.16; note that the loop is of
uniform diameter (UDL). The equations for continuity, momentum and energy are presented in
Eqs. 2.33-2.35 for a one-dimensional incompressible flow with negligible viscous dissipation and
axial conduction effects. Boundary conditions set the heater with a uniform heat flux qh, the cooler
with a fixed temperature Tc and heat transfer coefficient U . Both vertical legs have no heat losses.

� Continuity:
∂W
∂ s
= 0 (2.33)

� Momentum:
Lt

A
dW
dt
= gρoβ

∮

T dz −
W 2

ρoA2

�

f Lt

D

�

(2.34)

� Energy:

∂ T
∂ t
+

W
ρoA

∂ T
∂ s
=











qhP
ρocP A heater

0 vertical legs

−U P(T−Tc)
ρocP A cooler

(2.35)

Where:

A is the cross-section area of the loop in m2.
W is mass flow in kg/s.
LT is the total length of the loop in m.
β is the thermal expansion coefficient in K−1. Following Boussinesq approximation
[26]:

ρ(T ) = ρo(1− (T − To)β); β = −
1
ρ

�

∂ ρ

∂ T

�

p

f is a friction term for the loop.
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P is the perimeter of the loop in m.

From these equations, a correlation that links the flow-rate to the heat input into a NCL has been
derived by Vijayan (2002) for both laminar and turbulent regimes. It was further improved by
Swapnalee and Vijayan(2011) for the transient regime and also for non-uniform diamter loops.

The current research uses these values as a first suggestion of the behavior for the flow-rate in the
MBR, and then proceeds to create their own correlations for the particular orientation of the reactor
(0> ϕ ≥ 90); see Sec. 4.1.

There are some notable studies for NCLs with different configurations than of a horizontally
positioned heater and cooler (tilting angle ϕ = 0), though these have a heavier focus on the
instabilities inside the fluid, rather than the resulting mass flow [29–32]. While the current research
does not focus on flow stability, some of these works do provide a suggestion of how the flow-rate
will be affected by tilting the loop.

2.3.1 Generalized correlation for single-phase flow

Consider the following changes to Eqs. 2.33-2.35 for a loop of length s = 1 at steady-state:

� All transient parameters tend to zero.

∂

∂ t
= 0

� Integrating the energy equation from the boundary condition that at s = 0, T =
Tcold leg to obtain the steady-state temperature of the heater as it passes through
the heater:

T =
qhP
W cP

s+ Tcold leg

� The energy equation can also be integrated at the cooler location, considering
that at s = 0.5 (at the hot leg), T = Thot leg

T = Tc +
�

Thot leg − Tc

�

exp
�

U P(0.5− s)
WsscP

�

� Knowing these temperatures, the closed integral with the temperature term in
Eq. 2.35 is solved for steady-state:

∮

T dz = (Thot leg − Tcold leg)H =
�

Qh

WsscP

�

H

Thot legQh

QcTcold leg

H

z
s

Fig. 2.17. Visual representation of
∮

T dZ . For steady-state Qh = −Qc =WsscP(Thot leg − Tcold leg)

� Darcy friction factor f for the fluid inside a tube [33] follows a general form of:

f = p Re−b
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� The momentum equation 2.34 for steady-state now becomes:

gρoβ

�

QhH
WsscP

�

=
Wss

2

2DoρoAo
2

�

pLt

Ress
b

�

(2.36)

� Remaining terms of the momentum equation are replaced for dimensionless
parameters, as:

Grm =
Do

3ρo
2β g

Aoµ3

�

QhH
cP

�

(2.37)

Ress =
DoWss

Aoµ
(2.38)

Ng =
Lt

Do
(2.39)

From the steady-state momentum equation Eq. 2.36, a relation between the steady-state Reynolds
number and the modified Grashoff number can be established. The general form is presented in
Eq. 2.40, where r = 1/(3− b) and C = (2/p)r viii.

Ress = C

�

Grm

Ng

�r

(2.40)

Three sets of values for C and r constants have been evaluated experimentally by Vijayan for
rectangular loops with a fully laminar, turbulent regime. A correlation was later made for a fully
transient regime loop by Swapnalee and Vijayan. These values are presented in Tab. 2.5. Notice
the transition from laminar to turbulent occurs at much lower Re values than for fluid traveling
inside straight pipes.

Tab. 2.5. Experimental values for coefficients of Eq. 2.40 [28].

Condition C r p b
Laminar ( Re< 898) 0.1768 0.5 64 1
Transition (898< Re< 3196) 1.2160 0.3870 1.2063 0.416
Turbulent ( Re> 3196) 1.9560 0.3640 0.316 0.25

The dimensionless numbers of Re and Grm are used to describe the behavior of a loop, as these
scale with flow-rate and power input, respectively. The geometric parameter Ng represents the
geometry of the loop. Plotting the correlations in Fig. 2.18 act as a visual representation of the
relation between these dimensionless numbers.

viiiRecall Darcy-Weisbach’s friction factors for fully developed regimes are b = 1, p = 64 for laminar flows and b =
0.25, p = 0.316 for turbulent flows following blasius correlation [28].
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a) b)

Fig. 2.18. Re vs Grm/Ng plots for a horizontal single-phase NCL [28]. a) Log-log plot. b) Cartesian plot.

It is possible for Eq. 2.40 to describe a non-uniform natural circulation loop by adjusting the
geometric parameter to account for the ratio of each fluid regime present in the loop [28].

Ng =
Lt

D

�

p1

p3
L1

Reb3
3

Reb1
1

+
p2

p3
L2

Reb3
3

Reb2
2

+ L3

�

(2.41)

2.3.1.1 Limitations on generalized correlation

The correlations by Vijayan are not directly applicable to the MBR configuration. There are still two
major differences:

� The orientation of the heating and cooling sections are vertical.
� Fluid properties have larger changes that make Boussinesq approximation invalid.

Changes in orientation

Other authors have generated their own correlations based on experimental data for differently
configured NCLs [34, 35]; none of these are directly applicable to the MBR configuration either.

There have been limited reports of the flow-rate for a vertical orientation NCL. The work of both
Basu et al.(2013) and Krishnani and Basu(2017), have been based on numerical simulations with
a focus on flow stability, not on establishing a relation between flow-rate and heat input.
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Fig. 2.19. Effect of tilt angle ϕ to Ress. Plots cut off at the point of maximum stable power dissipation [32].
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In Fig. 2.23, Krishnani and Basu make the comparison between tilting of 15°, 30° and 45°. It
shows that flow-rate is compromised in favor of stability. Similar observations are seen in Fig. 2.19,
where Basu et al. reports that with the increasing of ϕ, the maximum stable flow-rate reduces. A
logarithmic behavior is visible for all lines between Re for ϕ = 0 and ϕ = 90, which suggests that
new values of C and r can be obtained for Eq. 2.40 for different tilting angles.

Variation of fluid properties

In the work by Swapnalee and Vijayan, experiments have been conducted using liquid water at
30 bar with temperature differences no higher than 30°C. In the reactor operation the gas feed is
exposed to a temperature difference between the cold and hot walls 340 and 501K, respectivly. The
relative variation of the fluid properties on the temperature ranges is much larger, as evidenced in
he plots presented in Fig. 2.20.
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Fig. 2.20. Variation of fluid properties between the water NCL experiments by Swapnalee and Vijayan (2011) and the
experimental conditions of the gas feed into the MBR. Values obtained from COCO™simulator using SRK EOS [25].

The Boussinesq approximation is not accurate for the description of large temperature differences
in NCLs, as reported by Krishnani and Basu (2016). It was found that the estimated mass flow is
reduced, as presented in Fig. 2.21. The fluid properties in this thesis are calculated at run-time; the
specifics of each implementation are explained in Sec. 2.4.1.
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Fig. 2.21. Difference between varying fluid properties (IAPWS standard for simulations of water/steam), and using
Boussinesq approximation for ρ with constant cP , µ, λ [30]. Flow rate is overestimated by a factor of 2 higher [32].

2.3.2 Stability of the flow

A NCL is said to be stable when the flow-rate has minimal fluctuations over-time. Perturbations arise
when the rate at which the fluid gains heat is larger than the convective flow can remove said heat.
These perturbations can take the form of transient spikes in the flow-rate, or in the most extreme
cases, full reversal of the direction of the flow. This predominantly affects horizontally heated and
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cooled NCLs (ϕ = 0).

A first comprehensive study for instabilities in NCLs was made by Vijayan et al.(2007) with different
locations for the heating and cooling elements. They established a set of stability maps presented
in Fig. 2.22. These use a Grm to Stm to correlate the power that goes into the NCL vs the heat that
can be carried by its mass flow. In the areas of the map where the configuration is deemed unstable,
a chaotic flow with reversals occurs inside the loop. Similar zones with chaotic reversals have been
reported by Louisos et al. (2013) in circular NCLs.
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Fig. 2.22. Stability maps for NCL with different heating / cooling locations. Stm = 4U Lt/ResscPµ. a) Map for fully
laminar flow. b) Map for fully turbulent flow. c) Schematic of experimental setup by Vijayan et al..

Bacuase of the overestimation of Re caused by using the Boussinesq approximation [30], the stability
maps from Fig. 2.22 would be over-sized by a factor of 2 in the X axis. Nevertheless, they provide
some first estimate to possible behavior that may arise in the MBR. So far, neither the computer
simulations presented in the current work, nor the experimental characterization of the reactor by
Basarkar have shown signs of unstable flow-rates for the MBR geometries.

The work by Krishnani and Basu is essential to summarize the effects of tilting a NCL. This study
found that for boundary conditions that would lead to a chaotic flow in a horizontally heated and
cooled NCL, a stable convective flow is achieved by tilting the loop only 15°, and further tilting will
reduce the steady-state flow rate by a factor approximate to cosϕ. This is presented in Fig. 2.23.
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Fig. 2.23. Temporal development of flow rate for a NCL. Though it has chaotic behavior for ϕ = 0, by tilting it, a stable
convective flow is achieved. Positive values for flow rate mean circulation in CW direction, negative for CCW direction.

It can be concluded that having a vertically heated and cooled NCL will limit the maximum flow
rate achieved by the MBR. This was not known before the design process of the reactor, and
because initial experiments showed that the reactor produced methanol in its vertical orientation,
the objective of the current work is to characterize it as is and suggest possible improvements to its
design.
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2.4 CFD modeling

To describe the behavior of the MBR it is necessary to solve a system of PDEs. Following the work
of Pilkhwal et al. (2007) and Krishnani and Basu (2016), the CFD package Fluent™18.2 was used
to solve the governing equations for continuity, momentum and energy presented in Eqs. 2.42-2.44.
A RNG κ-ε turbulence model with standard model coefficients are used and presented in Tab. 2.6.

� Continuity
∂ ρ

∂ t
+
∂

∂ x j

�

ρu j

�

= 0 (2.42)

� Momentum

∂

∂ t
(ρui) +

∂

∂ x j

�

ρu jui

�

= −
∂ p
∂ x i

+
∂ τ ji

∂ x j
+ρgi + Sm (2.43)

� Energy
∂

∂ t
(ρh) +

∂

∂ x j

�

ρhu j

�

=
∂

∂ x j

�

λ∗
∂ T
∂ x j

+ u jτ ji

�

+ Sh (2.44)

Where:

τ is the stress tensor given by:

τ ji = (µ+µt)
∂ u j

∂ x i
=

�

µ+ρCµ
k2

ε

�

∂ u j

∂ x i

h is sensible enthalpy defined as:

h=

∫ T

Tref

cP dT

λ∗ is the thermal conductivity at the boundary layer, defined as:

λ∗ = λ+
cPµt

Prt

Sm are volumetric momentum sources/sinks, such as a homogeneously packed bed.
Sh are volumetric heat sources/sinks, such as reaction energy.

The equations 2.42-2.44 are solved iteratively using second order upwind schemes for spacial
discretization. The pressure-velocity coupling is solved with the SIMPLE algorithm with a PRESTO
scheme for the pressure discretization [38]. Default relaxation factors have been observed to be
suitable to reach the convergence criteria described in Chapter 3.

Tab. 2.6. Constants for standard κ-ε turbulence model [38]

Constant Value
Cµ 0.0845
Cε1 1.42
Cε2 1.68
Prt 0.85
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By considering the fluid as a multicomponent mixture, it is necessary to solve the transport equation
for every specie, as presented in Eq. 2.45.

∂

∂ t
(ρωi) +∇ · (ρuωi) = −∇ · ji + Si (2.45)

Where:

i represents each species. MBR solves for 5 species: H2, CO2, CO, CH3OH, H2O.
ωi is each species’ mass fraction
ji is each species’ diffusion flux, as:

ji = −ρDi,m∇ωi

Di,m is the specie’s diffusion coefficient into mixture.
Si are species sources/sinks, which may come from reactions.

The chemical reactions described in Eqs. 2.1 and 2.2 are implemented within Fluent™as user-defined
functions. These will have effects in the volumetric sources/sinks of energy Sh and species Si . To
account for the changes due to the reactions, the chemistry solver package Chemkin™is used to solve
the species transport equations and determine new fluid properties at run-time based on the fluid
mixture composition.

2.4.1 Fluid properties

Fluid properties are crucial to achieve physical accuracy of simulations. For single component fluids,
most data can be fitted into tables and interpolated for each condition. With multi-component
mixtures, it can become more complex. Depending on the application, determining properties can
be achieved through different methods, including but not limited to: look-up tables, linear fitting,
polynomial fitting or calculation from thermodynamic laws. The method chosen usually comes down
to a trade-off between the physical accuracy, computation time and code stability.

Fluent™and Chemkin provide tools to implement fast and stable fluid properties for the molecules
used in the current simulations. For the current research, two sets of approaches are established, as
presented in Tab. 2.7.

Tab. 2.7. Methods used for calculating fluid properties. Basic used for simulations with a uniform mixture. Detailed used
for simulations with multicomponent mixture. Data for basic FP model obtained from COCO™simulator [25]. Values from
Detailed FP model calculated by Chemkin™at runtime from thermodynamic and transport properties databases [39].

Basic FP Detailed FP
Density 3rd order polynomial fit to T Real gas SRK EOS
Specific heat 2nd order polynomial fit to T Ideal gas mixing
Thermal conductivity Linear fit to T Ideal gas mixing
Viscosity Linear fit to T Ideal gas mixing
Species diffusivity - Chapman-Enskog formula

Each of the formulas used for the models are described in Appendix A.

Basic model

This model was used for simulations involving flow and heat exchange, such as the ones presented
in section 4.2. Its assumptions are the following:

� The fluid composition is homogeneous (no species diffusion).
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� The changes in pressure due to hydrostatic pressure no larger than 10 Pa.
� Highest Mach number calculated was 10E-4, thus flow could be assumed as

incompressible.
� Specific heat, thermal conductivity and viscosity values obtained from the

CapeOpen database for the working temperature range and fitted to functions
of temperature [25].

Detailed model

This model was used for all simulations that had chemical reactions present, such as the ones
presented in Sec. C.1 and onwards. The thermodynamic and transport properties of each species
was obtained from the latest San Diego University’s Chemical-Kinetic Mechanisms for Combustion
Applications (2016) [39].

Its assumptions are the following:

� Fluid is a single phase mixture of 5 molecules: H2, CO2, CO, CH3OH,H2O.
� Density can be determined from Soave-Redlich-Kwong equation of state for

mixtures. Pressure and temperature dependent.
� Specific heat, thermal conductivity and viscosity for mixture are mass-averaged

values for each of the species’ properties. Temperature dependent.
� Species transport diffusivity is set as a matrix of specie-to-specie binary

diffusivities Di j , using Chapman-Enskog formula.

A note on the Chapman-Enskog formula is that it only holds true for ideal gases. A higher accuracy
could be achieved using Di j coefficients following the work by Fuller et al. (1966), however it has
been reported by Lommerts et al. (2000) that “for the modeling of methanol synthesis at current
working pressure, they account for only slight improvements in the accuracy”.

2.4.2 Heat transfer coefficients

2.4.2.1 At walls

At the boundary between the fluid and solid domains, the heat transfer coefficient would be
calculated by Fluent™through standard wall functions following law of the wall correlations [38].
These set the exchange of heat between two cell volumes as a function of physical properties of the
materials at a dimensionless boundary layer.

The values calculated and stored by Fluent™for near-wall heat transfer does not represent overall
heat transfer coefficient U . To find the equivalent values, these have to be back-calculated from
the simulation results using the wall temperature, inlet and outlet stream temperatures, mass flow,
area and surface heat flux.

Twall

Tout

Tin

Inlet

W

Wall

Outleta) b)

Q = q Awall

Fig. 2.24. Diagram for calculating U for a fixed temperature wall.

Using Fig. 2.24 for reference, the overall heat transfer determined by Fluent™is calculated through
Eq. 2.46
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U =
q

∆TLM
(2.46)

Where:

q is the surface heat flux in units of W/m2. A directly reportable value from Fluent.
∆TLM is the logarithmic mean temperature difference in K. Determined by sampling

area average inlet and outlet temperatures of each zone from Fluent.

∆TLM =
(Tin − Thot)− (Tout − Thot)

ln
�

Tin−Thot
Tin−Thot

�

2.4.2.2 Inside a packed bed

As the gas enters the catalyst bed, the fluid will exchange heat with the external surface of the
pellets. The simplest model to implement would setting both catalyst pellets and the gas at the
same temperature. This is called a bed in thermal equilibrium.

In reality, both gas and solid will be exchanging heat, creating a temperature gradient. This is a bed
in non-thermal equilibrium. For a catalytic reactor with a short bed length, this approach is needed
to find the ineffective length of reactor bed. This is the length of the bed that is at a temperature
lower than required to trigger the reactions. Both cases are visualized in Fig. 2.25.

Tin

Tout

Tbed

x

Packed bed in 
thermal equilibrium

Tin

Tout

Tbed

x

Packed bed in non-thermal 
equilibrium

Wgas

Fig. 2.25. Diagram comparing gas temperature profiles for packed bed in thermal equilibrium vs non-thermal equilibrium.

The work of Li and Finlayson (1977) reviews correlations between the packing of a solid particle
bed and the gas flow moving through it. A generalized relation is described between an overall heat
transfer coefficient Up for a cylindrical packed bed with cylindrical solid particles. This is presented
in Eq. 2.47.

Updt

λ
exp

�

6dp

dt

�

= 1.26 Rep
0.95 (2.47)

Where:

dt is the empty bed diameter in m.
dp is the catalyst particle diameter in m.
λ is the fluid thermal conductivity in W/mK.

Rep is the Reynolds number of the gas flow around the particle, as:
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Rep =
4W dp

πD2
oµ

(2.48)

The correlation from Eq. 2.47 holds true for the conditions of:

20≤ Rep ≤ 800

0.003≤ dp/dt ≤ 0.3

In this research, the flow-rate W is not known before the calculation. Its value is approximated
from the flow-rate on a similar packed bed in thermal equilibrium. This approximate W is used to
determine the value of Up used to solve the case for the bed in non-thermal equilibrium.

The area for the heat exchange of the gases and the packed bed is set as the ratio of pellet surface
to volume of the packed bed, known as specific surface. Traditionally, this value is either measured
or provided by the manufacturer. Neither of these methods were available for the research, instead
the value used for this research was assumed to be 300 m−1, based on similarly reported catalyst
sized specific surfaces from Sinnott and Towler(2013).

2.4.3 Chemical reactions

Chemkin™, a chemistry and kinetics package to solve for species’ transport and reactions can be
implemented into Fluent™18.2. By default, Fluent’s interface allows for the implementation of
chemical reactions with form of an Arrhenius equation: κ= Aexp(B/RT ).

This work uses a GKM with rates in the form of a Langmuir-Hinshelwood model. These are not
compatible with the user interface which requires a different approach to implement.

Describing reaction rates through UDFs

Chemkin™as a stand-alone software can be used for solving GKMs such as the one proposed in this
research. Documentation for the software is scattered, and debugging tools are not available; this
makes any software implementation process problematic. The approach taken was to use Fluent’s
back-end in the form of UDFs to pass reaction rate values to Chemkin™, so that the transport
equation and fluid properties could be solved for the methanol synthesis.

Initialization

Solved 
iteration

Begin loop

Solve:

Momenutm
Continuity
Energy
Species
Turbulence

Update fluid 
properties

Detailed FP: Chemkin
Basic FP: Polynomial �tting

Sources from 
reactions

Check convergence

UDF reactions

Transient?

Converged?

Fig. 2.26. Fluent™solver diagram. Implementation of UDF reaction rates in the solver algorithm [38].

The calculation procedure taken in the present work is as follows:
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1. Describe the components, reaction directions and arbitrary Arrhenius rates for
Chemkin™as .inp input files.

2. Import the San Diego thermodynamic and transport properties databases [39].
3. Create a user-defined function (UDF) for Fluent, so that the arbitrary rates are

overwritten at every iteration for every cell volume by the lumped reaction
rates (Eqs. 2.1 and 2.2). The UDF used is a DEFINE_VR_RATE, which does the
following calculations:

- Set the catalyst presence density in the cell volume.
- Calculate adsorption Kai , equilibrium Kei and rate constants ki .
- Find partial pressures pi from mass fractions ωi .
- Determine surface activity θ and reaction rates ri from

Eq. 2.10 and 2.11.
4. The reactions are defined to occur in a single volumetric zone of the simulations.
5. Chemkin™is used to provide fluid properties ρ, λ, cP , µ, species sources Si ,

transport ji and energy sources Sh.

The process of overwriting rates forces Fluent™and Chemkin™to solve the chemistry explicitly,
meaning that at every cell, only the current composition of the cell will be used to determine the next
composition at the following iteration. This is not an optimal solution, as it can lead to overshooting
in the calculation of the reaction rates. This can only be compensated by having smaller time-steps
which also mean higher computation time.

Catalytic packed bed

A catalyst bed also creates a disturbance to the fluid, which needs to be accounted for, preferably
without having to create complex meshing structures, as these demand additional computational
time.

The reactions are defined to be occurring in a fixed volume zone, with no accountable changes to
the catalyst activity or morphology. One parameter that has not been defined from Eq. 2.43 is the
momentum source Sm, which takes the form of:

Sm = −
�

µD · u +
1
2
ρ|u|C · u

�

Fluent™can account for such a momentum sink by implementing viscous D and inertial C resistance
matrices. For a homogeneous packed bed, which could be described through Ergun’s equation, only
the values of the principal axes are needed to be set, in accordance to Eqs. 2.49 and 2.50 [38].

Dii =

�

D2
p

150
ε3

(1− ε)2

�−1

(2.49)

Cii =
3.5
Dp

(1− ε)
ε3

(2.50)

Where:

Dp is the mean particle diameter in m.ix

ε is the void fraction.

ixFrom Eq. 2.6, it is determined that the cylindrical pellets used have an sphericity of 1.0, meaning that their packing
effect is equal to that of spherical pellets.
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2.4.4 Interpreting results from simulations

No single standard method to evaluate the certainty of numerical results exists in the academic CFD
communities. There are various standards imposed by academic journals regarding the control of
the reporting quality of CFD results.

The editorial policy of the Journal of Fluids Engineering establish a set of minimal criteria that any
report should contain to address the numerical certainty of the simulation results [44]. The criteria
considered in this research are the following:

1. Methods should be at least second order accurate in space.
2. Iterative convergence conditions have to be explicitly described.
3. Grid independence should be described.
4. Results should be compared to benchmark solutions reported in published

literature or reliable experimental results.

From the previous list, first and second conditions are simulation settings used in every simulation
performed in Fluent™. The third condition is addressed in Sec. 3.2 using the Richardson’s
extrapolation method to obtain a grid convergence index [44]. The source of data for the fourth
condition is from the experimental characterization done by Basarkar on the reactor.
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Chapter 3

Model setup

The goal of computer aided numerical simulations is to approximate natural systems through
mathematical models based on the same system. The validity of results obtained from such
calculations can represent real phenomena with satisfiable degree of accuracy. If direct experimental
measurements verify the results of the simulations, then it can be said that the model is correct. If
experimental measurements disprove the simulations (as is often the case) then it must mean that
the model is incomplete and should be improved.

The SMBR is a small disassembleable pressurized vessel. Its size limits the space available to safely
install measurement sensors. This leads to some parameters inside the reactor going unmeasured
during operation, which reduces the certainty of accurately describing its performance. The most
important values which are not directly measured are:

� Gas flow-rate
� Internal fluid temperature
� Condenser duty
� Pressure drop across the packed bed.

Multiple models were developed to account for all of these effects. The combination of all of the
results provide insight of the combination of all effects in the reactor.

3.1 Model overview

a) The first model of the current research aimed at bridging the literature gap
regarding the flow-rate of a NCL with heating and cooling elements in vertical
position at the same vertical centerline. This represents a loop with a tilt angle of
ϕ = 90° in the anti-clockwise direction, as this is the configuration of the SMBR.
This was set up using a 3D CFD calculation for Fluent™18.2 [38].

b) The second model represents the SMBR geometry with the effects of a packed
bed as a porous medium and heat recovery by the aluminum blocks. Boundary
conditions are set from the experimental working conditions gathered by
Basarkar, using the initial gas composition of the reactor. This calculation is
performed as a 3D CFD case using Fluent™18.2 [38].

c) The third model is a 1D chemical process model developed in COCO™simulator
[25]. It is a mass and energy balance that accounts for the effects of condensation
and feed replenishing within in the SMBR. Values of inlet, outlet streams, as well
as working conditions from experimental work are fed into the process model.
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3.1. MODEL OVERVIEW

d) A fourth model is the replication of the second case, with a gas composition that
differs from the feed-gas. This is performed to account for the change of the
average composition from the initial feed gas.

e) A final model implements the Bussche and Froment GKM into Fluent™18.2.
The operating conditions of the simulation deviate from the experimental case.
Without a multicomponent condensation model to separate the methanol and
water from the system, the calculation represents a batch process reactor, and
not a semi-continuous process. As no experiments were performed for the batch
operation of the SMBR, no validation of the simulation results can be presented.
The process of validating the CFD reaction model and the case developed for a
natural circulation geometry are presented in Appendix C.

The cases presented in this report follow the sequence from Tab. 3.1. These will be addressed by their
respective letters. The individual models implemented into each case are summarized in Tab. 3.2.

Tab. 3.1. Chart for cases presented in current report

Diagram Simulation Boundary conditions Results Limitations

φ°

a) Tilting uniform diameter Nitrogen at 50 bar Impact of ϕ No experimental validation
NCL (3D CFD) Wall temperature Mass flow Limited literature

Gravity direction Heat input

0.75 / 0.25
H2   /  CO2

b) SMBR with feed gas Feed gas at 50 bar Mass flow No condensation
(3D CFD) Wall temperature Heat input No heat of reaction

Solid-fluid interface Heat recovery No direct measurement of
Packed bed flow-rate for validation

c) Chemical process model Mass inlet Condensed outlet No effect of buoyancy
(1D) Equipment Temperature Mass flow required No effect of packed bed

Heat recovered

0.80/0.03/0.10/0.03/0.04
H2 /CO/CO2/H2O/CH3OH

d) SMBR with mixed gas Mixed gas at 50 bar Mass flow No condensation
(3D CFD) Wall temperature Energy No heat of reaction

Solid-fluid interface Heat recovery No direct measurement of
Packed bed flow-rate for validation

e) SMBR with reactions Initial feed gas at 50 bar Mass flow No condensation
(Transient 3D CFD) Wall temperature Energy No experimental validation

Solid-fluid interface Heat recovery
Packed bed Change of species

Heat of reaction
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CHAPTER 3. MODEL SETUP

Tab. 3.2. Models used for each case

a) b) c) d) e)
Simulation 3D CFD 3D CFD 1D 3D CFD 3D CFD + UDFs
Solution Steady state Steady state Steady state Steady state Transient
Momentum Buoyancy Buoyancy - Buoyancy Buoyancy

- Ergun - Ergun Ergun
Turbulence RNG κ-ε RNG κ-ε - RNG κ-ε RNG κ-ε
Energy Std. wall functions Std. wall functions - Std. wall functions Std. wall functions

- Li and Finlayson [42] - - -
Fluid properties Poly-fit to T Poly-fit to T CapeOpen [25] San Diego U. [39] San Diego U. [39]
Species transport Homogeneous Homogeneous Homogeneous Chapman-Enskog Chapman-Enskog
Reaction - - Bussche & Froment - Bussche & Froment
Multiphase - - Single-stage flash - -
EOS - - Peng-Robinson - SRK

3.2 Sources of uncertainty

From information presented in Sec. 2.4.4, there are uncertainties associated to the usage of
numerical simulations to represent a specific case. In the current section, an overview of the sources
of error that may arise from the usage of the models presented is discussed.

Any of the aforementioned cases may contain any of the following sources of error:

� Meshing and grid convergence index.
� Boundary conditions and their methods for obtaining them.
� Special considerations, such as initialization methods or fluid properties.

3.2.1 Case a)

Meshing

For case (a), a large number of simulations were executed in a limited period of time. A compromise
between grid refinement and accuracy was made, keeping in mind the errors that could arise from
grid definition. Following the guidelines of Murphy et al. (2003), a procedure for estimation of
discretization error was performed on a sample case with 3 different levels of grid refinement. Mesh
information is presented in Fig. 3.1 and the results from testing the discretization error of a sample
simulation error of heat input and flow-rate is summarized in Tab. 3.3.

Tab. 3.3. Data for sample simulation on NCL to obtain value for errors due to grid refinement. Data presented in
Appendix B.1.2

Number of cells 133000 245000 432000
Solution iterations 1716 2445 2272

Mesh Orthogonal Quality 0.977 0.983 0.986
Representative cell size 2.71E-7 1.47E-7 8.36E-8
Skewness 0.110 0.0969 0.097

Report Heat input [W] 5.3387 5.2750 5.2471
Flow-rate [kg/s] 1.400E-4 1.394E-4 1.388E-4

Tab. 3.4. Error and grid Independence for heat input and flow-rate from using a 245k mesh over the 432k

Heat input Flow-rate
Relative error 0.53% 0.42%
Approximation order 1.55 1.41
Grid Convergence Index 1.13% 0.96%
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3.2. SOURCES OF UNCERTAINTY

a) b) c)

Fig. 3.1. Meshes of different refinement used for sample simulation to determine grid independence.

This error estimate reported in Tab. 3.4 is representative of the simulations reported in Sec. 4.1. This
case study performs 30 simulations using the same geometry and temperature boundary conditions.
Only this example is used for reference to establish the grid error, as all simulations are preformed
for a similar grid convergence index as in Sec. 4.1.
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CHAPTER 3. MODEL SETUP

3.2.2 Case b), c) and d)

Boundary conditions

The temperatures used as boundary conditions in the hot and cold walls of the CFD models are based
on the average temperature measured on by the thermocouples installed in the SMBR. In Fig. 3.2 a
schematic drawing of the positioning of the thermocouples embedded into the aluminum blocks
of the experimental setup.

Temperature
sensors

130

100
16 30

150

75

20
20

Thot1

Thot2

Tcold

T11

T12T32

T21

T22

T31

Reactor block
Heat recovery blocks (3)
Condenser block

Hot leg

Cold leg

Fig. 3.2. Location of thermocouples in SMBR experimental setup. Units: mm.

The boundary conditions used for the hot and cold wall are determined as follows:

Thot =
Thot1 + Thot2

2
(3.1)

Tcold = Tcold (3.2)

The measured heat recovery from the aluminum blocks is determined from the thermal conduction
between the top and temperatures of the blocks, as follows:

Qblocks =
3
∑

i=1

230 W/mK (0.016× 0.30) m2 (Ti1 − Ti2)
0.09 m

(3.3)

No measurement tool for flow-rate was installed in the experimental setup; the value was estimated
from the heat recovered. The temperature difference of the fluid along the length of the cold
leg is assumed to be equal to the temperature difference between the bottom of the blocks. This
major assumption makes the experimental value for flow-rate a reference value, and not used as
a boundary condition.

W ≈
Qblocks

cP(T32 − T12)
(3.4)
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3.2. SOURCES OF UNCERTAINTY

3.2.3 Case b) and d)

Boundary conditions

The issues with establishing the temperature boundary conditions for the equipment presented in
Sec. 3.2.2 apply to the 3D CFD simulations.

Additionally, the numerical simulations ignore all heat losses to the environment. In the
experimental characterization of the SMBR, heat losses have been estimated to be 50.27 W. These
were calculated by measuring the temperatures of select elements of the reactor. The summary of
the values is presented in Fig. 3.3.

64.84 W

31.73 W

8.33 W

1.94 W

8.27 W

Heat input on 
thermal resistance

Convective losses
wool insulation

Conduction losses
Metal bolts

Conduction losses
Paper separators

Conduction, convection
& radiation losses
Air gap

Fig. 3.3. Approximate estimation of heat losses in system, as reported by Basarkar(2018).

Meshing

Just like in Sec. 3.2.1, a grid independence analysis was made for a sample case from Sec. 4.2. The
desired values to analyze are heat input, heat recovered and mass flow inside the loop. In Fig. 3.5
a comparison between a mesh of three levels of refinement is presented for the casses reported in
Sec. 4.2.

a) b) c)

Fig. 3.4. Meshes of different refinement used for sample simulation to determine grid independence. a)133k cells b)
343k cells c) 422k cells
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Tab. 3.5. Data for sample simulation on SMBR to obtain value for errors due to grid refinement.

Mesh Number of fluid cells 113901 291400 358700
Representative cell size 3.41E-7 1.34E-7 1.09E-7
Orthogonal Quality 0.9357 0.9371 0.9418
Skewness 0.1635 0.1591 0.1452

Report Heat input [W] 13.080 13.192 13.296
Heat recovered [W] 9.927 9.875 9.798
Flow-rate [kg/s] 5.388E-5 5.405E-5 5.411E-5

Tab. 3.6. Error and grid Independence for heat input and flow-rate from using a 245k mesh over the 432k

Heat input Heat recovered Flow-rate
Relative error 0.78% 0.78% 0.10%
Approximation order 6.96 2.73 7.36
Grid Convergence Index 1.28% 2.25% 0.16%

Special considerations

The SMBR mesh utilized uses a mixture of structured hexahedral volumes with unstructured
tetrahedral volumes and inflation layers along the walls. The combination of cell structures is done
on the channel expansions and contractions found on the corners of the loop. By applying a local
mesh refining the effects of eddies occurring the loop are contained to reach a converged solution.
Fig. 3.5 displays the mixed meshing on corners of the mesh.

a) b) c)

Fig. 3.5. Unstructured meshing used for mesh refinement on corner expansion. Velocity vectors displaying two eddies on
the corner. Obtained from simulation in Sec. 4.2

Approximating an initial solution reduces computation time. Good initialization is specially
important for reaching convergence on natural convection systems, as they require low residuals
in the energy equation (<1E-10).

Two approaches were performed to generate an initial solution to aid calculation:

� Adding a small vertical initial velocity at the hot wall boundary no larger than
10% of steady-state velocity.

� Solving the flow for a reduced gravity field, and progressively increase it until
reaching the desired g =9.81 m/s2. This is an approach suggested in the
Fluent™manual [38] for solving convective flows with a Rayleigh number above
1010, as is the case in the MBR.
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Manual
Initialization

g=0.0981 g=0.981 g=9.81uinit

a) b)

κ
ε

momentum

energy

Fig. 3.6. Diagram of initialization conditions and process of reaching convergence for a steady-state natural circulation
flow simulation with heat exchange. a) Manual initialization from the heating wall boundary condition; initial vertical
velocity. b) Plotted residuals of momentum, energy and turbulence for reduced gravity fields to reach a converged solution.

In Sec. 4.2 an uncommon visual representation of results for temperature profiles is used.
T -x plots are employed to represent the temperature of the fluid inside the reactor at different
locations. This depiction allows to convey the following information in a single image:

� Temperature of the fluid cells.
� Temperature of the first layer between the fluid and the solid cells.
� Temperature gradient in the x direction of the fluid cells in different locations of

the loop.
� Inlet and outlet temperature of cooling and heating sections (hot and cold legs)

An example of this visualization is presented in Fig. 3.7. It compares colored temperature contours
with a T -x plot to show the information that can be packed within this data representation method.

a) b)

500
480
460
440
420
400
380
360
340
320

T [K]

x  [mm]0.0 100.0

Thot= 502 K

Cell temperatures:

Cold wall
Hot wall
Fluid domainTcold = 323 K

Thot leg= 480 K

Tcold leg = 360 K

Fig. 3.7. Comparison of data representation for temperature of fluid inside of SMBR with feed gas at 50 bar; Thot = 502K,
Tcold = 493K. a) Temperature contours. b) T -x plot.
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3.2.4 Case e)

The Bussche and Froment GKM for methanol synthesis was implemented into Fluent™. It was
validated by comparing with other single pass reactor models reported in literature [9, 12]. It was
implemented for the SMBR geometry with the goal of accounting for the effects of heat of reaction
and change in gas composition in a transient behavior of the natural circulation reactor.

Without a condensation or separation model in the numerical model, the gas composition
only changes according to the gas composition profile that reaches the equilibrium composition
mentioned in Sec. 2.1.3.4. This is not representative of the SMBR operation, as the fresh feed
that replenishes the reactor changes the conversion profile.

This simulation serves as a showcase of an incomplete model that could be expanded to describe
the SMBR performance by implementing a condensation / species separation model.

Boundary conditions

The values selected for boundary conditions were based on a combination of data sources which
were thought at the time to be representative of the SMBR.

Temperatures were selected based on the experimental conditions that were being tested by Basarkar
during the characterization of the reactor. These are not the optimal operation values. The values
for catalyst packing and void fraction were based on the values from the model by Bussche and
Froment,

Special considerations

To analyze the results from this transient simulation, an average flow-rate of the circulating flow-rate
was considered and input into a 1D plug flow reactor with a length equivalent Leq to the residence
time of gases inside the loop t loop. A simple diagram of this concept is presented in Fig. 3.8.

tloop

0.1

0.
15

0.13

0.262 tloop

L equivalent

Fig. 3.8. Conceptual drawing. Equivalent length plug flow reactor for a residence time twice that of the time the gases
take to flow around the circulation loop.

For example, if the mass of the gases in the loop reactor were 1.02 g, and the flow-rate 0.118 g/s,
t loop would be equal to 8.47 s. A transient simulation that lasts 17 seconds would represent a plug
flow reactor of equivalent length to twice the reactor length of the SMBR, not the length of the
loop.
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Chapter 4

Modeling results and discussion

Each section of this chapter presents the simulation cases summarized in Tab. 3.1. At the beginning
of each section, a list of general configurations for each case is presented.

From Section 4.1 to 4.5, a set of cases are presented. Their general format is as follows:

� Geometry and Mesh: A 3D CAD drawing and a showcase of the mesh used to
simulate each case.

� Boundary conditions: A set of values imposed on the simulation(s) for each case.
� Results: Summaries of the outcome of the calculations.
� Observations: A highlight of notable details observed from results.

In Sec. 4.6, a summary of the most descriptive results from every model is presented to represent
the measurements from the experimental characterization of the SMBR.

In Sec. 4.7 an analysis that summarizes the combination of the effects of each phenomena in
the SMBR is presented. A path to improving the operation of the natural circulation reactor is
highlighted.

4.1 Tilting of uniform diameter loop

The CFD simulation presented in this section uses a geometry that represents the length, height
and average hydraulic diameter of the fluid domain of the original MBR (See Fig. 2.4). It uses
Nitrogen at 50 bar as a working fluid, as this inert gas was used for other flow experiments during
the characterization of the reactor [3].

4.1.1 Geometry and Mesh

The circulation loop is of uniform diameter (UDL). A structured mesh with inflation layers along the
walls is used to represent the geometry of the UDL. This is presented in Fig. 4.1.

4.1.2 Boundary conditions

In Fig. 4.2, a visual representation of the boundary conditions used in this case is presented. A range
of six values for ∆T between the hot and cold wall boundaries are set, for five angles of inclination
ϕ in the anti-clockwise direction.
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a)

b)

c)

Fig. 4.1. UDL used for first case. a) 3D CAD diagram. Units:mm b) Cross-section of 230k cell structured mesh around the
corner. c) Cross-section of mesh on straight circular portion. Average mesh skewness: 0.0969 . Average mesh orthogonal
quality: 0.983

y

x

Tcold

Thot

90°

0° 1°

45° 75°

85°

q =0

φ :

g(φ)

Fig. 4.2. Boundary conditions diagram for tilting of UDL

� Fluid domain: Nitrogen at 50 bar
Basic FP

� No heat flux through legs.
� Temperature boundary conditions:

∆T Thot Tcold

5 415 K 410 K
10 420 K 410 K
20 425 K 405 K
50 450 K 400 K
100 465 K 365 K
200 515 K 315 K

� Gravity vector components:
ϕ gx g y

1° 9.8085059 -0.1712081
45° 6.936718 -6.936718
75° 2.5390148 -9.4757324
85° 0.8549998 -9.77267
90° 0.0 -9.81

4.1.3 Results

A comparison is made between selected cases in Tab. 4.1. From two ∆T and five tilting angles,
results are presented for the steady-state flow-rate, Reynolds number, energy input and average
fluid temperature along the legs of the loop. Data for these simulations is reported in Appendix B.1.
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Tab. 4.1. Values for flow-rate, heat input and average temperature of hot and cold legs of NCL for selected tilting angles.
Two temperature difference ranges are presented: ∆T = 10 and 100.

Case Value 1° 45° 75° 85° 90° Unit
Thot=420 K Flow-rate 2.07 1.83 1.31 1.01 0.68 ×10-4 kg/s
Tcold=410 K Reynolds N. 1614 1427 1022 790 529

Energy input 0.418 0.358 0.259 0.208 0.171 W
Hot leg temperature 416 416 416 416 416 K
Cold leg temperature 414 414 414 414 414 K

Thot=465 K Flow-rate 6.47 5.44 3.29 2.10 1.39 ×10-4 kg/s
Tcold=365 K Reynolds N. 5031 4326 2563 1635 1455

Energy input 11.8 9.7 6.8 5.7 5.27 W
Hot leg temperature 422 422 423 426 431 K
Cold leg temperature 406 405 404 401 397 K

For both ∆T cases, flow-rate and energy input reduce by increasing of the tilting angle. Both
of these values reduce at a similar rate, as ϕ increases. For the case of ∆T = 100 K, the
temperature difference between the hot and cold legs increases, as ϕ increases. If heat were to be
recovered between gas traveling in the legs, a larger temperature difference between them favors
heat conduction [45].

Another notable result, is that all the Reynolds number on the case of ∆T = 10 lie in the laminar
to transition regime for NCL reported by Swapnalee and Vijayan(2011)i. This does not apply to the
cases of ∆T = 100, as the values range between the transition and turbulent regime. This behavior
can be observed in the temperature contours presented in Fig. 4.3.
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Fig. 4.3. Temperature contours for selected tilting angles, and∆T between wall temperature boundary conditions. Flow
direction in counter-clockwise direction.

iThe flow regimes for natural circulation loops: Laminar (ReD < 898), transition (898 < ReD < 3196), turbulent
(ReD > 3196)
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In Fig. 4.3, the temperature contours of the gas are presented for three tilting angles. In the case
for ϕ = 1°, a stratification of fluid is visible in along the heating and cooling portions of the loop. As
the fluid reaches the corners, a sharper temperature gradient is visible for the case of the larger∆T .
This is representative of the fluid regime difference based on Reynolds number presented in Tab. 4.1.
These cases vary between a transition and turbulent regime for the ∆T = 10 and ∆T = 100,
respectively.

For the cases ofϕ = 90°, the temperature contours in Fig. 4.3 show a parabolic temperature gradient
along the length of the heating and cooling portions of the loop. No sharp temperature gradients
are visible in this angled configuration, representative of the lower Reynolds numbers presented in
Tab. 4.1. These cases vary between a laminar and transition regime for the∆T = 10 and∆T = 100,
respectively.

Furthermore, the results are summarized in both log-log and Cartesian plots correlating the Reynolds
number and the modified Grashoff number, following the work from Vijayan. This is presented in
Fig. 4.4.

a)

b)

Fig. 4.4. Comparison between numerical simulations and correlations by Swapnalee and Vijayan. a) Log-log plot,
b) Linear plot.

The log-log plot is used to compare with the original reported values by Swapnalee and Vijayan
(Fig. 2.18a), while the Cartesian representation is comparable with the only study available that
links flow-rate and energy input into a tilted NCL, reported by Basu et al. (2013) (Fig. 2.19). Note
that for a fixed loop geometry and fluid composition, the X axis scales with energy input, and the Y
axis with flow-rate.

4.1.4 Observations

� Regressions were performed to fit the data into an equation with the form of
Eq. 2.40 for each tilting angle. The values obtained for C and r coefficients for
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each angle are presented in Tab. 4.2. These are an extension to the correlation
by Vijayan for a rectangular uniform diameter loop, following the methodology
of other simulation work [30, 35].

Tab. 4.2. Fitted coefficients of C and r for Eq. 2.40 for different tilting angles.

ϕ C r
1° 2.71715 0.34556

45° 2.85379 0.33884
75° 5.35937 0.29101
85° 12.2804 0.23167
90° 14.3814 0.20556

� The results qualitatively resemble the information reported by Basu et al.(2013).
The observation made from Fig. 2.19 that a logarithmic behavior would be
observed by tilting into a vertical position has been confirmed in the results
presented in Fig. 4.4b.

� The observations reported by Krishnani and Basu (2017) stated that for their
tilting angles between 15-45° the flow-rate reduced by a factor approximate to
cosϕ, this is attributed to a reduction of the buoyant force. An increase in the
temperature difference between the legs was also reported as ϕ increased.

� Based on the temperatures of the legs presented in Tab. 4.1 a vertical orientation
of the loop is more suitable for recovering heat between the legs, as opposed
to the horizontal heater and cooler configuration.

� In practical terms, Fig. 4.4 shows that flow-rate and energy transferred through
the loop are correlated for vertical natural circulation loops; this was only
established for horizontal natural circulation loops. The reduction of the slope
of Re vs Grm observed indicates that the the ratio at which these values scale is
affected by the tilting angle of the circulation loop.

� Experimental studies are required to confirm the information presented from this
case. The SMBR is unable to make comparable experiments, as the cold and hot
leg channels are integrated into the heat recovery blocks, and no flow-rate
measuring tool was installed in the system.
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4.2 Simulations of gas flow and temperature in SMBR

CFD simulations for a single-phase gas composition are performed using the information provided
from experiments as boundary conditions, namely the wall temperatures of heating and cooling
blocks and the solid catalyst packing information.

This case combines the effects of heat recovery blocks and a packed bed inside the SMBR. The feed
gas composition of H2 and CO2 at a 0.75/0.25 mole ratio is used.

4.2.1 Geometry and Mesh

The geometry utilized to model the SMBR is limited to represent the fluid domain and the heat
recovery aluminum blocks of the experimental setup (See dimensions in Fig. 2.5). Removing the
metal blocks of the reactor and condenser blocks was done to reduce computation time and to set the
temperatures measured in the experimental setup as boundary conditions on the external surface
of the fluid.

The mesh utilized is a combination of structured cells on the cylindrical portions of the fluid domain,
and unstructured cells for the corner portions of the loop. Inflation layers along all external wall
boundaries are placed for the fluid cells in contact to a stationary boundary, ie. along the external
surface of the fluid domain, and the internal contact area of the solid blocks.

 100 

 150 

 16 

 202 

 130 

 130 
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a) b)

c)

Fig. 4.5. Geometry and 343k cell mesh of SMBR reactor. a) Diagram with dimensions. b) Cross-section of mesh at the
heater outlet. c) View of mesh on bottom portion. Average mesh skewness: 0.1635. Average mesh orthogonality: 0.9357
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4.2.2 Boundary conditions

The boundary conditions selected were based on the information provided from the temperature
sensors of the SMBR (see Fig. 3.2). As the cold block is exposed to the ambient temperature, it
was assumed that the entire external cylindrical surface will be at the same temperature as the
temperature measured in the center of the condenser block.

The porous media representing the catalyst packed bed is assumed to have the physical properties
of thermal conductivity and specific heat as copper (ρ = 8978 kg/m3, cP =381 J/kgK,
λ= 387.6 W/mK). This was selected, as the exact composition of the copper-zinc oxide-alumina
catalyst is undisclosed by the manufacturer. The outermost layer of the pellets is primarily composed
of copper, hence the physical properties of copper were selected.
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Tcold Thot

q =0

g

Fig. 4.6. Diagram of boundary conditions for rector.

� Temperature boundary conditions:
Thot = 501.15 K
Tcold = 338.15 K

� Fluid: Feed gas at 50 bar
H2 /CO2 as 0.75/0.25 ratio
Basic FP

� Solid domain: Aluminum
� Porous media: Copper

Particle diameter Dp = 0.005 m
ε = [0.288, 0.3, 0.4, 0.5].
Dii from Eq. 2.49
Cii from Eq. 2.50
Rep from Eq. 2.48 ii.
Up from Eq. 2.47.
Specific area of 300 m−1.

A range of different void fractions ε were selected to represent the catalyst packed bed. The range of
0.5 to 0.288 is selected, as this value is the reported range between the experimental measurements
by Bussche and Froment (1996) and Chen et al. (2011). Both of which also used the Bussche and
Froment GKM to describe a catalytic methanol synthesis reactor. Coincidentally, the reported value
for the void fraction of the experimental setup was also 0.288.

The specific area for heat exchange of the catalyst packed was assumed to be 300 m−1 based on
similarly reported catalyst sized specific surfaces from Sinnott and Towler(2013). The influence of
the catalyst on the SMBR is summarized in Tab. 4.3.

Tab. 4.3. Influence of catalyst as a porous medium on momentum and energy equations for different void fraction values
for particle diameter of 5 mm.

ε Dii Cii Rep Uint
[m−2] [m−1] [-] [W m−2K]

0.5 1.2E7 2.8E3 132.86 182.81
0.4 3.375E7 6.562E3 97.23 135.89
0.3 1.089E8 1.815E4 57.76 82.85

0.288 1.273E8 2.086E4 55.44 79.69

iiCalculated from a first approximation of flow-rate for a packed bed in thermal equilibrium
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4.2.3 Results

In Tab. 4.4, a comparison of the values for steady-state mass flow, heat input and heat recovered by
the aluminum blocks is presented. It is observed that with the reduction of the catalyst packing (ie.
the increment of ε) the flow-rate in the loop increases.

Tab. 4.4. Comparing results of void fraction, flow-rate, energy input and energy recovered in heat recovery blocks.

Void fraction ε 0.288 0.3 0.4 0.5 Unit
Flow-rate 5.17E-5 5.39E-5 9.07E-5 1.24E-4 kg/s
Heat input 11.78 13.08 24.74 35.07 W
Heat recovered 10.49 10.93 13.30 15.64 W

The observation from Sec. 4.1 that heat input and flow-rate are correlated still holds true for a
natural circulation loop with flow blockage. In Fig. 4.7, these relations are plotted against each-other,
displaying a quasi-linear behavior.
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Fig. 4.7. Relation between void fraction and mass flow for the information presented in Tab. 4.4.

To explain the increase of the heat recovered with the reduction in catalyst packing, Fig. 4.8 displays
a comparison of the temperature contours between the void fraction of 0.288 and 0.5. It is visible
that the fluid temperature at the hot legs (horizontal channels at the top of the loop) is higher for
the case of ε = 0.5, than for ε = 0.288. In the cold legs, a lower temperature is distinguished for the
case of ε = 0.5 compared with the case of ε = 0.288. This larger temperature difference between
the legs is attributed to the higher heat recovered through the aluminum blocks.

Fig. 4.8. Temperature contours for simulations. a) ε = 0.288 b) ε = 0.5.
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The relation of catalyst packing and heat recovery does increase, but relation is not directly linked.
The ratio of heat recovered to heat input decreases with the reduction of catalyst packing, based on
the values presented in Tab. 4.4.

For the experimental operation conditions of the SMBR (ε = 0.288), Fig. 4.9 provides crucial
information for the reactor performance. In Fig. 4.9a it is observed that a portion of the bed
near the inlet is at a temperature lower than 470 K, the minimal temperature observed to trigger
reactions [7]. This represents 15% of the volume of the catalytic bed that is ineffective for
methanol synthesis (2 centimeters of the packed bed). Fig. 4.9b displays the estimated temperature
inlets and of the gases into the condenser and reactor blocks; for the feed gas composition, these
are determined to be 417 and 420 K, respectively.
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Fig. 4.9. Heat transfer with packing surface for operating conditions of SMBR. a) Internal temperature contours in packed
bed. b) T -x plot for SMBR reactor. Comparison between numerical simulation and experimental measurements in heat
recovery blocks.

Fig. 4.9b also provides a comparison between the temperature measurements of the heat recovery
blocks (dark green) and the values for temperature calculated of the aluminum cells (light green)
is displayed in a T -X plot. The deviation between these values is attributed to the no heat-flux
boundary condition set between the metal blocks (See Fig. 4.10)

4.2.4 Observations

� The ineffective bed length observed in Fig. 4.9a lead the experimental setup from
Basarkar to move the location of the heating pads (observed in Fig. 2.6b) to
a location closer to the inlet of the catalyst bed. The measured temperature
difference between the top and bottom sensor reduced from 9 K before the change
to 3 K [3].

� All external surfaces of the solid volumes were set to have no heat flux; this
represents a perfect insulation between each block. This neglects any heat transfer
that can occur from radiation and convection in the air gap formed between
each metal block. The deviation caused by this idealization is addressed in
Figs. 3.3 and 4.10.
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Fig. 4.10. Approximate heat exchange in the air gap for the measured temperatures of the metal blocks. Compared with
the 3D CFD simulations with perfect insulation between each block; a less uniform temperature gradient on the axial
direction is observed.

� Flow-rate appears to scale linearly with the void fraction. This can be explained
by scaling the steady-state momentum equation from Eq. 2.34 adding Ergun’s
equation as a function of friction factors from Eq. 2.7, as Eq. 4.1.

gρβ

∮

T dz =
W 2

ρA2

�

floop Lloop

D
+

fbed Lbed(1− ε)
Dpε3

�

(4.1)

floop =
64Aµ
W D

; fbed =
150Aµ(1− ε)

W Dp
+ 1.75

As the geometric configuration and temperatures of the loop remains the
same, the buoyant forces should stay equal for all cases (left hand term). This
can be used to scale flow-rate W from Eq. 4.1.

ρA2

W 2
∼

�

64AµLloop

W D2
+

150AµLbed(1− ε)2

W D2
pε

3
+

1.75Lbed(1− ε)
Dpε3

�

(4.2)

With the values of the highest void fraction:

D = 0.011 m
Dp = 0.005 m
ε = 0.5 m

W = 1.24E-4 kg/s

A = 9.50E-5 m2

µ = 1.8E-5 m2

Lloop = 0.50 m
Lbed = 0.14 m

The significance of each term can be evaluated, as:

ρA2

W 2
∼











64AµLloop

W D2
loop

︸ ︷︷ ︸

3.6

+
150AµLbed(1− ε)2

W D2
pε

3

︸ ︷︷ ︸

23.1

+
1.75Lbed(1− ε)

Dpε3

︸ ︷︷ ︸

196.7











Considering only the third term of the right hand side of Eq. 4.2, we find that
flow-rate should scale as Eq. 4.3.
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W ∼

√

√

√
Dpε3

Lbed(1− ε)
(4.3)

For smaller values of void fraction ε, the second term from Eq. 4.2 becomes
more significant. By only considering it, flow-rate should scale as Eq. 4.4.

W ∼
Dpε

3

Lbed(1− ε)2
(4.4)

� The scaling of flow-rate with void fraction should follow a trend of y = x3

(1−x)2

for low values of ε and y =
Ç

x3

1−x for values close to ε = 0.5. These functions
are plotted in Fig. 4.11; A combination of both behaviors is observed for the void
fraction range of 0.25 to 0.5
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Fig. 4.11. Function representing the scaling of W to ε

� In practice, void fraction is not a value commonly modified from the packed bed.
This makes reducing the length of the bed or increasing the particle diameter
the options to increase the flow-rate inside the loop, proportional to Eq. 4.5,
maintaining the same geometry and temperature boundary conditions.

W ∼
Dp

Lbed
︸ ︷︷ ︸

low ε

; W ∼

√

√

√

Dp

Lbed
︸ ︷︷ ︸

high ε

(4.5)
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4.3 SMBR chemical process model

Using the COCO™simulator, a 1D steady-state chemical process model was developed, that would
integrate every element of the SMBR as operation units. The developed chemical process model and
a color coded diagram for each unit is presented in Fig. 4.12.
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Fig. 4.12. Steady state chemical process model for SMBR. COCO™process units display each equivalent element of the
SMBR system. The influence of compressor and splitter units is negligible.

4.3.1 Boundary conditions

The functionality of each stream and operational unit is as follows:

� Fresh feed: Is the feed gas composition (H2 /CO2 at 0.75/0.25 mol%) required to
maintain the reactor pressure at 50 bar. Value set from experimental mass balance
from Basarkar.

� Mixer: An adiabatic mixing unit that combines the unreacted gas and fresh feed.
� Compressor: This unit ensures that a pressure of 50 bar is maintained in the

system. Its power consumption is five orders of magnitude lower than any other
energy stream in the system, making its effect negligible.

� Heat recovery: These are the heat recovery blocks from SMBR. Value of the heat
recovered from experimental measurements [3].

� Heater: A unit that adds heat to the gas stream. Boundary condition set to reach
the reactor inlet temperature of 501.15 K (228°C) from experimental set point.

� Reactor: An isothermal packed bed reactor with the Bussche and Froment GKM
validated in Appendix C.1.1.1. Temperature set from experimental conditions.
Length of 0.12 miii, diameter of 0.018 m, working temperature of 501.15 K,
catalyst loading: 1263.775 kg/m3.

� Cooler: A unit that removes heat from the gas stream. Outlet is a two-phase

iiiBased on the ineffective length of the reactor bed observed in Sec. 4.2
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stream. Boundary condition set to gas stream temperature outlet from Sec. 4.2.
of 340 K.

� Single stage flash: An isobaric flash unit that separates the two-phase stream
stream into gas and liquid streams.

� Methanol + water: The liquid stream outlet of the single stage flash. Contains
the methanol extracted from the SMBR.

� Recycled gas: The gas stream outlet from the single stage flash. Contains the
unreacted components that will circulate back into the catalytic reactor.

� Splitter and Purge: A unit and stream added to reach a converged solution on a
closed loop chemical process. Effects are negligible, as purged gas stream is three
orders of magnitude lower than recycled gas.

There are eight values of interest in this chemical process model. By setting the first four with
values reported from experimental measurements, with the only exception being the cooler
outlet temperature, obtained from numerical simulations of Sec. 4.2. The final four (e-h) are
determined from the chemical process model.

a) Fresh feed mass flow in kg/s (1)
b) Heat recovered from blocks in W (2)
c) Heater outlet / inlet temperature in K (3).
d) Cooler outlet / inlet temperature in K (5).
e) Heater energy demand in W (3).
f) Cooler energy demand in W (5).
g) Production rate of (liquid) methanol in gCH3OH/hr (7).
h) Flow-rate passing through system in kg/s (1+6, 2, 3, 4, 5).

4.3.2 Results

The values obtained from the 1D COCO™model are compared with the result from the 3D CFD
model presented in Sec. 4.2 for the case of ε = 0.288 (single phase, no reactions) and with the
information provided from experimental measurements in Tab. 4.5.

Tab. 4.5. Comparison of values from COCO™process model, experimental measurements from Basarkar and the single
phase gas flow simulations from Sec. 4.2. ∗:Estimation from indirect measurement; not used for fitting.

Value Experiment COCO™ Fluent™ Unit
(1D two-phase) (3D single-phase)

Set points a) Fresh feed flow 4.34E-06 4.34E-06 kg/s
b) Heat recovered 11.1 11.1 10.49 W
c) Heater outlet temperature 501 501 501 K
d) Cooler outlet temperature 335iv 340.0 341 K

Results c) Heater inlet temperature 428 420 K
d) Cooler inlet temperature 409 417 K
e) Heater input heat 9.06 11.78 W
f) Cooler heat released 14.57 14.66 11.78 W
g) Methanol production 9.74 9.74 g/hr
h) Flow-rate through loop 4.61E-5v 3.06E-05 5.17E-05 kg/s

From the resulting values presented in Tab. 4.5, flow-rate has the highest amount of uncertainty
between all reported values. By looking at the gas composition inside the loop, presented in Tab. 4.6,

ivIndirect measurement
vEstimation based on indirect measurements
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the mixture observed has a higher molar fraction of H2 and smaller of CO2 than the feed gas used in
Sec. 4.2. The fluid properties from these gas compositions vary drastically, as presented in Tab. 4.7.

Tab. 4.6. Gas composition on the hot and cold legs of SMBR. compared to equilibrium composition from current reactor
inlet at p=50 bar and Teq=501.15 K.

Reactor inlet Reactor outlet Unit
H2 0.83414 0.80457 mol/mol
CO 0.02416 0.02528 mol/mol
CO2 0.11585 0.09877 mol/mol
H2O 0.00544 0.02789 mol/mol

CH3OH 0.02041 0.04347 mol/mol
Tdew 346.69 383.95 K

Tab. 4.7. Fluid properties for diverse gas compositions at 50 bar and 415 K. Data obtained from COCO™simulator [25]

Reactor inlet Reactor outlet Feed gas Unit
MW 7.91 8.26 12.5 g/mol
ρ 11.36 11.95 18.12 kg/m3

cP 3995 3900 2652 J/kgK
λ 0.201 0.195 0.181 W/mK
µ 1.63E-5 1.64E-5 1.81E-5 Pa·s

From Tab. 4.7, it is observed that the simulations reported from Sec. 4.2 do not represent a gas
composition that is going to be circling the SMBR during steady-state operation. Due to the higher
H2 concentration in these mixed gas compositions, its density is 1.5 times smaller and its specific
heat 1.4 times higher than the feed gas composition previously considered in Sec. 4.2.

4.3.3 Observations

� The 1D two-phase chemical process model has much closer resemblance to the
experimental setup from Basarkar than the 3D CFD single-phase flow model.

� Biggest discrepancies between experimental and COCO™model are mass flow
and cooler outlet temperature. These are values which are not directly
measured.

� According to the gas composition from Tab. 4.6:
− Based on the inlet composition, and following the calculation process

described in Sec. 2.1.3.4, the equilibrium composition from the ‘Reactor inlet’
gas composition at the pressure of 50 bar and 501.15 K is presented in Tab. 4.8.
It is clear that the ‘Reactor outlet’ gas composition has not reached equilibrium.

Tab. 4.8. Gas composition on the hot and cold legs of SMBR. compared to equilibrium composition from current reactor
inlet at p=50 bar and Teq=501.15 K.

Equilibrium from inlet Unit
H2 0.77075 mol/mol
CO 0.01112 mol/mol
CO2 0.08601 mol/mol
H2O 0.04972 mol/mol

CH3OH 0.08239 mol/mol
Tdew 403.63 K
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− Water and methanol are present in the recirculation stream that goes into
the reactor bed. This means that the condenser has not removed them completely
from the stream.
− Inlet CO mole fraction is within the range where the Bussche and Froment

GKM is experimentally valid. Deviations occur in the CO range of 4-15% [19].
− The steady-state operation gas composition in the SMBR from Tab. 4.6, and

their fluid properties differs greatly from the feed gas used in Sec. 4.2.
� Cooler outlet is a two-phase stream. Heat removed can be estimated from a

combination of sensible and latent heat of the condensed products, as mentioned
in Eq. 4.6-4.8.

Qsens(5) =W(5)cP(Tin − Tout) (4.6)

= 3.27E-5 kg/s (3784.26 J/kgK )(411.9− 349.15) = 7.76W

Q latH2O(7) =W(7)ωH2O∆HlatH2O (4.7)

= 4.286E-6 kg/s (0.356)(2.257E6 J/kg ) = 3.43W

Q latCH3OH(7) =W(7)ωCH3OH∆HlatCH3OH (4.8)

= 4.286E-6 kg/s (0.631)(1.085E6 J/kg ) = 2.92W

� The heat of reaction from the steady-state opearation of the SMBR can be obtained
from the change of CO and CH3OH at inlet and outlet of the catalytic reactor.
Using the heat of reaction from Eq. 2.1 and 2.2, the energy generated inside the
SMBR is calculated as given in Eqs. 4.9 and 4.10.

Qr(MEOH) =W(4)
(ωinCH3OH −ωoutCH3OH)

MWCH3OH
(−49200 J/mol) (4.9)

= (3.27E-5 kg/s)
(0.0796− 0.1625)

0.032 kg/mol
(−49200) = −4.16 W

Qr(RWGS) =W(4)
(ωinCO −ωoutCO)

MWCO
(41600 J/mol) (4.10)

= (3.27E-5 kg/s)
(0.0824− 0.0826)

0.028 kg/mol
(41600) = 9.72E-3 W
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4.4 Simulation of SMBR with mixed gas composition

Using the same mesh from Sec. 4.2, a 3D CFD simulation is performed using the mixed gas
compositions obtained from the steady-state chemical process model from COCO™, presented in
Tab. 4.6. The goal is to determine if the uncertainty of the value of flow-rate reported in Tab. 4.5
is due to the difference in gas composition between the feed gas (presented in Sec. 4.2), and the
mixed gas composition.

The geometry and mesh are equal to the model presented in Fig. 4.5.

4.4.1 Boundary conditions

Similarly to the model presented in Sec. 4.2, the boundary conditions are set with fixed temperatures
on the hot and cold fluid walls from Fig. 4.13, with no heat losses between blocks or the legs of the
circulation loop.

The gas compositions used are defined based on their multicomponent mixture, using the detailed FP
model based on San Diego University’s thermodynamic and transport database [39]. A limitation
of using such model is that the porous zone representing the catalyst packed bed is in thermal
equilibrium, meaning that the solid-gas heat exchange on the catalyst bed is not going to be
determined in this simulation.
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Fig. 4.13. Diagram of boundary conditions for rector.

� Temperature boundary conditions:
Thot = 501.15 K
Tcold = 338.15 K

� Fluid domain: Mixed gas at 50 bar
Detailed FP
Mole fractions:

Reactor compositions
Inlet Outlet

H2 0.83414 0.80457
CO 0.02416 0.02528
CO2 0.11585 0.09877
H2O 0.00544 0.02789

CH3OH 0.02041 0.04347

� Solid domain: Aluminum
� Porous media in thermal equilibrium

Particle diameter Dp = 0.005 m
Void fraction ε of 0.288 vi

Dii = 1.273E8 m−2 vii

Cii = 2.086E4 m−1 viii

4.4.2 Results

In Tab. 4.9, the results obtained from this section are compared with the chemical process model
and the experimental measurements. It is observed that the flow-rate determined for the mixed gas
composition in the SMBR based on the calculation of buoyancy forces and momentum loss due to

viFrom experimental conditions
viiSee Tab. 4.3

viiiSee Tab. 4.3

60



CHAPTER 4. MODELING RESULTS AND DISCUSSION

the packed bed is in close agreement with the flow-rate that would be required from an energy and
mass balance from the chemical process model which matches the experimental measurements.

Tab. 4.9. Comparison of values from corrected Fluent™single-phase flow model with heat recovery and isothermal packed
bed with COCO™process model and experimental measurements from Basarkar.

Value Fluent™(3D single-phase) COCO™ Experiment Unit
Inlet composition Outlet composition (1D two-phase)

Fresh feed flow 4.34E-6 4.34E-06 kg/s
Heat recovered 8.73 8.91 11.1 11.1 W
Heater inlet temperature 425 422 427.7 K
Heater outlet temperature 501 501 501 501 K
Cooler outlet temperature 340 340 340 335ix K
Cooler inlet temperature 419 417 409 K
Heater input heat 9.18 9.80 8.79 W
Cooler heat released 9.18 9.80 14.66 14.57 W
Methanol production 9.74 9.74 g/hr
Flow-rate through loop 2.86E-5 3.06E-5 3.06E-5 4.61E-5x kg/s

The largest deviations between the models and the experimental measurements are the values which
are not directly measured, but approximated (See Sec. 3.2.2), namely mass flow and gas temperature
outlet from the condenser block.

Other smaller deviations between the CFD results and the chemical process model are attributed to
unaccounted energies in the single-phase CFD model, namely the exothermic heat of reaction at the
reactor block and the latent heat of condensation for water and methanol at the cooling block.

In Fig. 4.14, temperature contours for the SMBR with the mixed gas composition are presented;
note that the porous zone representing the catalytic reactor is in thermal equilibrium with the gases,
creating a sharp temperature jump, as it was mentioned in Fig. 2.25.

Comparing Fig. 4.14a from the current section to Fig. 4.8a from a previous section, minimal changes
on the gas temperature contours are observed in the gas temperature of the legs or cooling portion
of the loop. This means that the change of composition has a small impact on the temperature
profile of the gases, but it affects the mass flow and the energy required to drive it.

Fig. 4.14b displays the volume of the condenser block that is at a temperature lower than 384 K.
This is the dew point temperature for the reactor outlet composition reported in Tab. 4.6. Though no
study has been done on the heat and mass transfer limitations of the SMBR, with 92% of the volume
of the gases in the condenser block being at a temperature lower than the dew point temperature of
the mixture, it suggests that internally, the condenser block should not be limited at separating the
methanol and water from the mixed gas.

ixIndirect measurement
xEstimation based on indirect measurements
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Fig. 4.14. Temperature contours of 3D CFD simulation. Isothermal packed bed.

4.5 Implementation of Bussche and Froment GKM into Fluent

The Bussche and Froment kinetic model was implemented as a means to account for the effects of
the change in gas composition of the reactor and the energy of reaction released inside the loop.

The reaction rate model was included in the CFD simulations to describe the SMBR as a single-phase
batch process natural circulation reactor. The case presented is an idealization with no experimental
validation, but could be used as a starting point for future modeling research of the MBR.

This is a transient simulation, meaning that the gas composition inside of the reactor changes over
time. The results reported are with sampling done every second for a duration of 116 seconds.

The code used and the cases used to validate its implementation are presented in Appendix C

The geometry and mesh are equal to the model presented in Fig. 4.5.

4.5.1 Boundary conditions

Similarly to the model presented in Sec. 4.2, the boundary conditions are set with fixed temperatures
on the hot and cold fluid walls from Fig. 4.13, with no heat losses between blocks or the legs of the
circulation loop.

The detailed fluid properties model is used to account for the change in values due to the change of
gas composition during the transient simulation. The usage of this model limits the catalyst zone to
be in thermal equilibrium.

The reactor boundary conditions were based on values given during the process of experimental
characterization of the SMBR. These are not representative of the optimal operation conditions
reported by Basarkar.

The packed bed catalyst density given in kg of catalyst per volume of reactor bed. It is taken from
the model by Bussche and Froment.
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Fig. 4.15. Diagram of boundary conditions for rector.

� Temperature boundary conditions:
Thot = 500 K
Tcold = 320 K

� Initial fluid: Feed gas at 50 bar
H2 /CO2 as 0.75/0.25 ratio
Detailed FP

� Solid domain: Aluminum
� Porous media in thermal equilibrium

Void fraction ε of 0.5.
Dii = 1.2E7 m−2

Cii = 2.8E3 m−1

� Packed bed catalyst density:
ρcat = 887.5 kg/m3

4.5.2 Results

Results of Fig. 4.16a, present the volume average mole fraction of reaction products inside the SMBR
geometry over time. These are overlapped by the mole fraction profiles of a 1D plug flow reactor of
similar dimensions and average flow-rate, with an equivalent length to the time of 116 seconds of
simulation time.

The specific values for the equivalent length is determined in Eq. 4.11

mgas = 1.02 gr

Lpacked bed = 0.130 m

Wavg = 1.178E-4 kg/s

tloop =
mgas

Wavg
= 8.66 s

Leq = Lpacked bed
tsimulation

tloop
= 1.74 m (4.11)
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Fig. 4.16. Comparing profiles of species concentration between a transient CFD reaction simulation with 1D PFR model
for average mass flow and equivalent length.
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4.5.3 Observations

� The case reported in this section does not represent the operation of the MBR.
� From Fig. 4.16 it is visible that the rate of methanol production reduces over time.

This makes batch operation less effective the longer it runs.
� At the 116 seconds, 0.086 grams of CH3OH have been produced inside the

reactor. At the reported rate, reaching equilibrium would take 48 minutes and
only produce a total of 0.153 g of CH3OH. See Fig. 4.17.
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Fig. 4.17. Extending reactor length until equilibrium composition is achieved. Overlapping the reported values from
Fluent™with a plug flow reactor in COCO™.

� The implementation of the Bussche and Froment GKM been successful when
comparing to cases from literature in Appendix C.1.1.2 and C.1.2.

� The solution of chemical composition is done explicitly, making the calculation
sensitive to time-step size. To maintain a stable simulation, a maximum stable
Courant number of 0.6 has been observed to be the limit of simulation stability.

� Mesh refining at the reactor inlet was necessary to account for the sharp species
concentration and reaction rate gradients that occur in the catalytic reactors, as
evidenced in Figs. C.2, C.6, C.9. This increases computation demand.
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4.6 Summary of results

Based on a combination of the experimental measurements presented in Tab. 4.5, and the models
presented in Tab. 4.9, the behavior of the SMBR at steady-state is presented in Fig. 4.18. The
composition of each stream is summarized in Tab. 4.10, with an uncertainty interval determined
from standard deviation of each value reported from each model or experimental measurement.
Details of each energy term is reported in Tab. 4.11 with their respective uncertainty interval from
standard deviation.

T = 501 K

T = 338 K

Qc

p = 50 bar

Qh

Vapor

Vapor-liquid

Liquid

Phase transition

Molar fraction

H2
CO2
CO
CH3OH
H2O

Qblocks
1

2

3

4

5

6
7

Qloss

Catalyst

Qreaction

Dp = 0.005 m
ε = 0.288
ρcat = 1264 kg/m3
Lbed = 0.14 m

Leffective= 0.12 m

Fig. 4.18. Overall system overview

Tab. 4.10. Streams in SMBR at steady-state operation

1 2 3 4 5 6 7 Unit
Mass flow 0.434 3.40 ±0.81 0.429 3.40 ±0.81 3.40 ±0.81 3.40 ±0.81 3.40 ±0.81 1×10-5 kg/s
Temperature 303.15 338.75 ±2.5 340.00 338.98 ±1.7 424.90 ±2.42 501.15 414.97 ±5.25 K
H2 0.750 0.814 0.002 0.844 0.844 0.814 0.814 mol/mol
CO 0.000 0.026 0.000 0.025 0.025 0.026 0.026 mol/mol
CO2 0.250 0.095 0.007 0.113 0.113 0.095 0.095 mol/mol
H2O 0.000 0.027 0.496 0.004 0.004 0.027 0.027 mol/mol
CH3OH 0.000 0.038 0.495 0.015 0.015 0.038 0.038 mol/mol

Tab. 4.11. Energies in SMBR at steady-state operation. Units: W. Considering results from experimental characterization,
and the reported cases (c) and (d) from Sec. 4.3 and 4.4

Value Uncertainty Cases
Qloss 50.27 Experimental
Qh 9.26 ± 0.51 W Experimental, (c) and (d)
Qreaction 4.16 ± 0.01 W Experimental and (c)
Qblocks 9.96 ± 1.32 W Experimental and (d)
Qc 14.62 ± 0.06 W Experimental and (c)
Qc,sens 8.63 ± 1.03 W Experimental, (c) and (d)
Qc,lat 6.34 ± 0.02 W Experimental and (c)
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The sources of uncertainty are reported in the list below:

� Flow-rate in loop has an absolute uncertainty of 25% due to accounting of indirect
experimental measurements. Using only the chemical process and CFD models,
the value for the flow-rate becomes 3.0± 0.06×10-5 kg/s. Its absolute uncertainty
is 2%.

� Gas temperature at corners (2, 5, 6 and 7) have a maximum uncertainty of 5.25 K.
The cooler inlet and outlet temperatures are the most uncertain due to the CFD
models not accounting for effects of condensation.

The most uncertainty comes from the values which are not directly measured.

4.7 Improving reactor operation

Improving the SMBR means increasing the efficiency of its operation. As it was stated in Chapter 2,
the two efficiencies to weigh the natural circulation reactor (according Bos and Brilman) are based
on catalyst conversion efficiency (higher is better) and by specific energy consumption (lower is
better). At the current stage of technological development of the chemical plant, ZEF BV prioritizes
reducing on the former. Reducing the energy consumption of the reactor allows for the (limited)
solar energy supply to be used into other subsystems, as presented in Fig. 1.1.

Reducing the specific energy consumption means that the energy used to operate the reactor should
decrease in comparison to the methanol that is being generated. Based on the results gathered from
the present research, improving the MBR operation should target reducing the energy losses and
increasing the rate of methanol production.

4.7.1 Reducing energy losses

It is observed from Tab. 4.11 that 5 times the energy that goes into the flow at the heater is
being dissipated into the environment. Based on the information presented in Fig. 3.3, reducing
the losses from the external insulation should be the priority.

An alternative approach could be to increase the heat recovery between the hot and cold legs of
the reactor. In Tab. 4.11, the energy recovered by the blocks is 1.07 times to the heat input
that enters the fluid. Increasing the heat recovery has a practical limitation: it was reported from
the experimental characterization that the original MBR, which used 6 heat recovery blocks with
multi-channel legs (See Fig. 2.4), had premature condensation in the heat recovery blocks,
clogging the flow in the reactor [3].

4.7.2 Increasing methanol production rate

When the SMBR reaches steady-state operation, the gas composition entering the catalyst bed is in
balance between how much methanol and water the reactor produces in one pass, and how much
the condenser can separate it. The volume of the condensed liquid is replaced by fresh feed to
maintain the operation pressure of 50 bar.

Consider an idealized methanol conversion profile presented in Fig. 4.19. There is a maximum
amount of methanol concentration achievable when the composition reaches equilibrium. This
composition is reached when residence time t is equal to the time it takes to reach equilibrium teq.
For a straight pipe reactor, the residence time scales with the length of the reactor bed and the
flow-rate, as Eq. 4.12.
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t ∼
Lbed

W
; teq ∼

Lbed

Weq
(4.12)

ωCH3OH

0.50

0.5

ωeq 

teq
Residence time

Fig. 4.19. Idealized methanol conversion profile in a plug flow reactor. Based on inlet reactor composition from Tab. 4.6

For a fixed reactor bed length, if the flow-rate in the reactor doubles, the residence time is reduced by
half. The methanol composition of the stream does not reduce by the same factor, as the conversion
is profile is not linear (See Fig. 4.17).

If the goal of a higher production rate of methanol is desired, it is theorized that for a fixed reactor
bed length, a maximum point of production rate as a function of flow-rate (point A in Fig. 4.20)
could be determined through an optimization process (beyond the scope of this research). However,
because the thermal energy input to the reactor scales with the flow-rate (see Figs 4.4 and 4.7),
the point of smallest specific energy consumption will differ from the point of highest production
rate (point B in Fig. 4.20).

Flow-rateWeq
∞

B
A

ωCH3OH
t

1
Q

Fig. 4.20. Conceptual relation between methanol production rate and flow-rate (green) for a plug flow reactor against
the inverse of thermal energy consumption which occurs on a natural circulation loop (pink). Point A provides highest
production based on flow-rate. Point B represents a theoretical point of smallest specific energy consumption.

Additionally, a higher production rate of methanol requires a higher cooling duty for the cooling
block to condense the methanol / water mixture from the SMBR. From Tab. 4.11, the latent heat
of condensation for the water/methanol product represents 40% of the heat released by the
cooling block. Attention should be given to study the limits of the passive cooling in the condenser
block.

Based on the present research, two options are available to increase the flow-rate: Reduce the flow
restriction from the catalyst bed and increase the buoyant driving forces in the reactor by tilting the
reactor. Each approach has their own problems:

� In Eqs. 4.4 and 4.3, an observation of the scaling for flow-rate is presented. What
this analysis overlooks is that by increasing the catalyst diameter or reducing
the bed length the catalyst surface will also reduce, increasing the required
residence time to achieve the same conversion to methanol. Reducing the catalyst
surface also limits the heat transfer between the packed bed and the gases, further
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decreasing the effective length of the bed with temperatures that can trigger the
methanol synthesis reaction (see Fig. 4.9b).

� From Tab. 4.1 it is observed that tilting a natural circulation loop reduces the
temperature difference between the hot and cold legs, reducing the effectivity
of the heat recovery blocks.
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Chapter 5

Conclusions and recommendations

In the current work, the steady-state modeling of a novel natural circulation catalytic reactor for
methanol synthesis has been performed combining two models: A 1D chemical process model for
describing the energy and mass balance of a multicomponent multiphase mixture, and a 3D CFD
model for solving the energy and momentum balance for a single-phase multicomponent mixture.

Values obtained have been compared to the experimental characterization of the reactor performed
by Basarkar(2018), with reasonable certainty.

5.1 Concluding remarks

� The flow-rate of a natural circulation loop is dependent on the positioning of the
heating and cooling elements in respect to the vertical axis (gravity direction).
A larger height difference between the heating and cooling elements leads to a
larger buoyancy force to drive the flow. The SMBR with vertically placed heating
and cooling elements can achieve this by tilting its position in the clock-wise
direction.

� For a natural circulation loop, the vertical configuration of the heating and
cooling elements is most optimal for heat recovery. This is attributed to a
larger temperature difference between the channels that connect the hot and
cold portions of the loop, in comparison to a horizontally placed heating and
cooling elements. The energy recovered through the heat recovery blocks is
approximately the same energy used as an input on the heating element.

� The catalyst packed bed limits the flow-rate in the natural circulation reactor
by adding an additional restriction to the stream. Reducing the blockage will
increase the mass flow, at a cost of a higher energy demand.

� A small temperature gradient is observed in the gas as it enters the catalytic zone.
A temperature lower than required to trigger the methanol synthesis reactions is
observed near the inlet. This represents a reduction to the effective length of the
reactor bed.

� A 1D steady-state chemical process model can sufficiently describe the behavior of
the continuous operation of the SMBR, based on the experimental measurements
reported by Basarkar.

� The Bussche and Froment GKM in CFD simulations has been implemented and
validated for 3D plug flow reactors. The implementation is not sufficient to
describe the SMBR, as it does not account for condensation. Without it, the
simulation operation conditions diverge from the prototype.
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5.2 Recommendations

� Data collected from the SMBR is limited to temperature of solid blocks, and mass
flow in and out of the system. Installing more sensors in the prototype is required
for a complete validation of the model. The most needed values are: temperature
profile inside the reactor, gas flow-rate inside the loop and energy dissipated by
the condenser.

� A reduction of the pressure drop in the packed bed or a tilt of the reactor in
the clock-wise direction can be implemented in the prototype to obtain a higher
methanol production rate at the cost of a higher energy demand.

� Although the COCO™model accounts for most of the phenomena in the MBR,
it does not calculate the flow-rate inside the loop. Suitable changes need to be
implemented in the 1D model to account for these effects.

� The SMBR operates within the validity range of the Bussche and Froment GKM.
If fractions of CO within 4-15 mole% are detected at the reactor inlet, the Seidel
et al. GKM model should be used instead.
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Appendix A

Fluid properties

A.1 Basic model

Temperature fitting feed gas mixture at 50 bar
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Fig. A.1. Polyfit properties for mixture of H2, CO2 (0.75,0.25) at 50 bar, for working temperature range in the MBR

ρ(T ) = −3.3921E-7x3 + 5.4088E-4x2 − 0.31750x + 80.7437 kg/m3

cP(T ) = −1.7498E-4x2 + 0.72525x + 2373.4622 J/kgK

λ(T ) = 3.38711E-4x + 0.040331 kg/m3

µ(T ) = 3.46753E-8x + 3.6259E-6 Pa·s
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Temperature fitting nitrogen at 50 bar
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Fig. A.2. Polyfit properties for nitrogen at 50 bar, for working temperature range in the MBR

ρ(T ) = −9.40725E-7x3 + 0.00143602x2 − 0.803021x + 192.885 kg/m3

cP(T ) = −5.20857E-6x3 + 7.8862E-3x2 +−3.99228x + 1757.4787 J/kgK

λ(T ) = 6.13637E-5x + 0.0097305 W/mK

µ(T ) = 3.8268E-8x + 6.60735E-6 Pa·s

A.2 Detailed model

Density

Using Soave-Redlich-Kwong EOS, Fluent™determines the specific molar volume v, as is the simplest
of the cubic equations of state. Critical pressure and temperature are provided by San Diego
University’s Thermodynamic database [39].

P =
RT

v − b
−

α

v2 + bv

α(T ) =
0.42747R2T2

c

Pc
p

T/Tc

; b =
0.08664RTc

Pc

Where:

v is specific molar volume
Pc is critical pressure
Tc is critical volume

78



APPENDIX A. FLUID PROPERTIES

Specific heat

Using the San Diego University compendium of thermodynamic and transport properties [39], which
provide a large set of temperature dependent approximations for the following values:

cP

R
= a1 + a2T + a3T2 + a4T3 + a5T4

∆H
RT
= a1 +

a2T
2
+

a3T2

3
+

a4T3

4
+

a5T4

5
+

a6

T
∆S
R
= a1 ln(T ) + a2T +

a3T2

2
+

a4T3

3
+

a5T4

4
+ a7

The values for ∆H
RT and ∆S

R are be used for determining heat of formation from the reactions.

For multicomponent mixtures, enthalpy of mixture is determined by a mass fraction mixing.

h(T ) =
N
∑

i=1

ωi

T
∫

Tref

cPi
dT

Species transport diffusion

The key parameter is the diffusion coefficients Di j . These have to be calculated for each binary
interaction between the species. For a full multi-component diffusion in gases, the model (currently)
uses the Chapman-Enskog formula. This is formula is only true for ideal gases.

Di j = 0.00188
T3
�

MWi
−1 + MW j

−1
�0.5

pσ2
i jΩd

Where:

σi j is the average collision rate.
Ωd is obtained through temperature fitting, though the approach used is

undisclosed by Chemkin.

The values of the diffusion coefficients determined at runtime are not stored or visible to the user.
This scientific uncertanty could be overcomed by using an alternative model where all the values are
set by the user. The recommended approach would be to use UDFs to determine the binary diffusion
coefficients following the work of Fuller et al.(1966). It has been reported by Lommerts et al.(2000)
that for the modeling of methanol synthesis under the working pressures of the MBR, would provide
only slight improvements in the accuracy compared to the Chapman-Enskog formula.

Di j =
10−4T1.75

p
p

Mi

�

∑

vi
1/3 +

∑

v j
1/3
�2

Where:
∑

vi is the summation of atomic diffusion volumes. Values for all species reported
by Fuller et al. (1966), except for methanol; this value is obtained from Reid
et al. (1987) as 29.9 cm3mol−1.

79



A.2. DETAILED MODEL

80



Appendix B

Data

B.1 Tilting UDL

B.1.1 Simulation settings

Reporting values

1

2 3

4

5

Fig. B.1. Location of surface and volume reports. Blue: Volume zone. Green: Surface zone

y
x

Tcold
Thot

q’’= 0

q’’= 0

g(φ) ΔT = Thot-Tcold 

Boundary conditions:

gx = 9.81 cos(φ)
gy = - 9.81 sin(φ)

Fig. B.2. Boundary conditions used for the simulations
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Tab. B.1. Reporting values and respective zones

Name Value Report type Zone Units
from Fig. B.1

a_flow Area Area 3 m2
beta Eq. B.1 Calculation 3,4 -
cp_o Specific heat Volume average 5 J/kg/K
delta-t_r Eq. B.2 Calculation -
gr_m Eq. B.3 Calculation -
mu_o Viscosity Volume average 5 Pa s
q_hot Heat flux Integral 1 W
q_cold Heat flux Integral 2 W
rho_bottom Density Area weighted avg. 4 kg/m3
rho_o Density Volume average 5 kg/m3
rho_top Density Area weighted avg. 3 kg/m3
t_bottom Temperature Area weighted avg. 4 K
t_top Temperature Area weighted avg. 3 K
w_ss Mass flow Mass flow 3,4 kg/s
gr_m-n_g Eq. B.4 Calculation -
re_ss Eq. B.5 Calculation -

Where:

beta= −
1
ρ

�

∂ ρ

∂ T

�

p
≈

1
rho_o

�

rho_bottom− rho_top
t_top− t_bottom

�

(B.1)

re_ss=
w_ss · Do

a_flow ·mu_o
(B.2)

delta-t_r=
q_hot ·H

a_flow · cp_o ·mu_o
(B.3)

gr_m=
D3

o · rho_o2 · beta · g · delta-t_r

mu_o2
(B.4)

gr_m-n_g=
gr_m
Lt/Do

(B.5)

For the UDL, these values are:

Do = 0.010 m
H = 0.15 m
Lt = 0.6 m

Meshing

� 230k nodes
� CFD
� Assembly method: Manual structured cell
� Inflation:

Layers: 5
Growth rate: 1.2

Fluent™setup

� Steady, pressure based solver, gravity
� Models:
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– Energy: On
– Viscosity: k-ε

RNG
Standard wall functions
Full buoyancy

� Materials:
– Solid: Aluminium
– Fluid: Nitrogen using basic FP model.

Density: Temperature polynomial fit
Cp: Temperature polynomial fit
λ: Temperature polynomial fit
µ: Temperature polynomial fit

� Boundary Conditions:
– adiabatic: no heat flux, no slip
– hot: fixed temperature
– cold: fixed temperature

� Initialization: Manual
From hot boundary condition.

� Residuals:
– Continuity: 1e-5
– Energy: 1e-10
– k: 1e-5
– ε: 1e-5

� Methods:
– Pressure: PRESTO
– Density: Second order upwind
– Momentum: Second order upwind
– Turbulent kinetic: Second order upwind
– Turbulent dissipation: Second order upwind
– Energy: QUICK

� URF: Default

B.1.2 Results

B.1.2.1 ϕ = 90

Report name ∆T Unit
5 10 20 50 100 200 K

a-flow 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 m2
beta 0.002491128 0.002467867 0.002465028 0.002398427 0.002466445 0.0024776
cp-o 1088.514 1088.1595 1088.1688 1086.9524 1088.5576 1089.9877 j/kg-k
delta-t-r 7662.8281 18376.994 50800.867 193780.91 565478.25 1580940.9
gr-m 1.08E+09 2.54E+09 7.01E+09 2.48E+10 7.87E+10 2.27E+11
mu-o 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 kg/m-s
q 0.071479836 0.17136712 0.47372668 1.8050197 5.2750647 14.767184 w
rho-bottom 40.014518 39.831303 40.004684 39.561291 41.559763 43.953902 kg/m3
rho-o 39.963524 39.718038 39.721769 38.795886 39.874336 40.432718 kg/m3
rho-top 39.912448 39.604443 39.437432 38.021086 38.14376 36.701618 kg/m3
t-bottom 411.98177 413.83432 412.08075 416.59763 397.04586 376.10845 k
t-top 413.00706 416.14878 417.87407 433.15021 431.77974 448.50172 k
w-ss 6.40E-05 6.80E-05 7.51E-05 0.000100301 0.000139464 0.000187118 kg/s
gr-m-n-g 18023784 42296572 1.17E+08 4.14E+08 1.31E+09 3.79E+09
re-ss 498.25687 529.32831 584.55017 780.28894 1084.9569 1455.6749
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B.1.2.2 ϕ = 1

Values for the horizontal and vertical components of the gravity vector as gx = 9.8085059; g y =
−0.1712081

Report Name ∆T Unit
2 5 10 20 50 100 K

a_flow 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 m2
beta 0.002490086 0.002479895 0.002462962 0.002463193 0.002398743 0.002470594
cp_o 1088.7335 1088.5134 1088.1592 1088.1663 1086.9258 1088.4201 j/kg-k
delta-t_r 4670.2896 16779.52 44920.844 123123.77 448920.63 1264768
gr_m 6.64E+08 2.36E+09 6.19E+09 1.70E+10 5.75E+10 1.76E+11
mu_o 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 kg/m-s
q 0.043573841 0.15652141 0.41889074 1.1481472 4.1814783 11.796899 w
rho_bottom 40.133344 40.011254 39.80865 39.897214 39.191369 40.657577 kg/m3
rho_o 40.111986 39.96305 39.717898 39.72175 38.794628 39.862223 kg/m3
rho_top 40.09061 39.914782 39.626931 39.545437 38.392496 39.04023 kg/m3
t_bottom 4.11E+02 412.01019 414.06022 413.16159 420.44616 405.62666 k
t_top 411.21326 4.13E+02 4.16E+02 416.75693 429.03083 422.04918 k
w_ss 9.36E-05 0.000147945 0.000207516 0.000292906 0.000443411 0.000646739 kg/s
gr_m-n_g 1.11E+07 3.93E+07 1.03E+08 2.83E+08 9.58E+08 2.94E+09
re_ss 728.08655 1150.9312 1614.3613 2278.6428 3449.4885 5031.2676

B.1.2.3 ϕ=45°

Values for the horizontal and vertical components of the gravity vector as gx = −g y = 6.936718

Report Name ∆T Unit
2 5 10 20 50 100 K

a_flow 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 m2
beta 0.002509026 0.002488405 0.002467369 0.002465489 0.002400001 0.002472193
cp_o 1088.7336 1088.5135 1088.1593 1088.1665 1086.9298 1088.4365 j/kg-k
delta-t_r 4143.5391 14608.253 38430.879 104289.64 368815.78 1038700.1
gr_m 5.93E+08 2.06E+09 5.31E+09 1.44E+10 4.73E+10 1.45E+11
mu_o 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 kg/m-s
q 0.038659257 0.13626758 0.35837132 0.97251647 3.4353539 9.688436 w
rho_bottom 40.133267 40.010207 39.805955 39.891687 39.181708 40.665268 kg/m3
rho_o 40.112052 39.963122 39.718 39.722058 38.799048 39.87735 kg/m3
rho_top 40.09082 39.915979 39.629856 39.551717 38.411867 39.069119 kg/m3
t_bottom 410.78842 412.02295 414.08985 413.21962 420.54863 405.54721 k
t_top 4.11E+02 4.13E+02 415.88678 416.69103 428.81605 421.7379 k
w_ss 8.42E-05 0.000132203 0.000183446 0.000257434 0.000379847 0.000544579 kg/s
gr_m-n_g 9.89E+06 3.43E+07 8.84E+07 2.40E+08 7.88E+08 2.41E+09
re_ss 655.07825 1028.4684 1427.1033 2002.6888 2954.9944 4236.5151

B.1.2.4 ϕ=75°

Values for the horizontal and vertical components of the gravity vector as gx = 2.5390148; g y =
−9.4757324
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Report Name ∆T Unit
5 10 20 50 100 K

a_flow 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 m2
beta 0.002491196 0.002469002 0.002466281 0.002399712 0.002470313
cp_o 1.09E+03 1.09E+03 1.09E+03 1.09E+03 1.09E+03 j/kg-k
delta-t_r 10817.008 27739.318 72534.305 256689.41 733030.13
gr_m 1.53E+09 3.83E+09 1.00E+10 3.29E+10 1.02E+11
mu_o 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 kg/m-s
q 1.01E-01 2.59E-01 6.76E-01 2.39E+00 6.84E+00 w
rho_bottom 40.01183 39.806923 39.894089 39.219354 40.7819 kg/m3
rho_o 39.963383 39.718271 39.721916 38.792367 39.852333 kg/m3
rho_top 39.914866 39.629417 39.549029 38.361471 38.90508 kg/m3
t_bottom 4.12E+02 414.08156 413.1968 420.1543 404.41391 k
t_top 412.98212 4.16E+02 4.17E+02 429.36984 423.47803 k
w_ss 9.52E-05 1.31E-04 0.000176508 0.000238646 0.00032949 kg/s
gr_m-n_g 25443262 63875036 1.67E+08 5.48E+08 1.70E+09
re_ss 740.4563 1021.7712 1373.1343 1856.532 2563.2449

B.1.2.5 ϕ=85°

Values for the horizontal and vertical components of the gravity vector as gx = 0.8549998; g y =
−9.77267

Report Name ∆T Unit
5 10 20 50 100 K

a_flow 7.73E-05 7.73E-05 7.73E-05 7.73E-05 7.73E-05 m2
beta 0.00249119 0.002468966 0.002465817 0.002399073 0.002468097
cp_o 1088.514 1088.1597 1088.1657 1086.9265 1088.4356 j/kg-k
delta-t_r 8895.4023 22331.469 57741.574 214107.25 618507.25
gr_m 1.26E+09 3.09E+09 7.97E+09 2.74E+10 8.60E+10
mu_o 1.66E-05 1.66E-05 1.66E-05 1.66E-05 1.66E-05 kg/m-s
q 0.082977443 0.20824298 0.53844848 1.9943067 5.7690994 w
rho_bottom 40.013372 39.810568 39.923295 39.332442 41.072965 kg/m3
rho_o 39.963472 39.718305 39.721246 38.790466 39.846958 kg/m3
rho_top 39.913497 39.62581 39.518252 38.242827 38.59346 kg/m3
t_bottom 411.99311 414.04492 412.90171 418.97094 401.62208 k
t_top 412.99628 415.92899 417.03706 430.67954 426.83408 k
w_ss 7.60E-05 0.000101565 0.00011965 0.000156693 0.000210242 kg/s
gr_m-n_g 20923396 51421784 1.33E+08 4.57E+08 1.43E+09
re_ss 591.15369 790.12085 930.81152 1218.9866 1635.5676

B.1.3 Heat transfer coefficients

Comparison of heat transfer coefficients determined through CFD calculations with Nusselt number
correlations for heat transfer in straight pipe.

Case Ress Wss Qhot Twall Tin Tout UC F D Ulam Ut rans Utur b
[-] [g/s] [W] [K] [K] [K] [W/m2K] [W/m2K] [W/m2K] [W/m2K]

N2 1° 5031 0.646 11.79 465 405.6 422 56.05 24.03 35.13 57.3
N2 45° 4236 0.544 9.68 465 405.5 421.7 45.84 22.67 30.32 51.2
N2 75° 2563 0.329 6.84 465 404.4 423.4 32.48 32.67 35.01 57.6
N2 85° 1635 0.210 5.76 465 401.6 426.8 27.97 16.59 28.2
N2 90° 1084 0.139 14.76 465 397.0 431.7 26.19 14.73 22.7
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Appendix C

Fluent™implementation of reactions

This chapter presents the code used to implement the Bussche and Froment GKM for methanol
synthesis as a volumetric reaction. The procedure to implement it, is as follows:

1. In Models, enable Species transport.
2. Enable Volumetric reactions with no chemistry solver, i.e. Explicit source.
3. Select Import chemkin mechanism to add the gas species and reactions.

For Kinetic input file use the file presented as chem_reactions.inp
below.

For Thermodynamic and Transport data use the databases from San Diego
University’s chemical kinetic models [39].

4. In Cell zone conditions, select the volume that will be representative of the
reactions.

Enable porus zone and fill the equivalent inertial and viscous loss matrices
Enable reaction and ensure that the reaction mechanism is selected. By

default is named mechanism-1.
5. Now go to User defined functions and compile and hook the UDF presented

as buscche_froment_udf.c to the volumetric reaction rate.
Compiling and hooking UDFs in Windows is more problematic than in Linux.

For a tutorial on how to compile UDFs in Windows, follow this link: https:
//www.youtube.com/watch?v=xt2hnE9_LdM

chem_reactions.inp

! -----------------------------------------------------------------------------
!
! Mechanism based on Brussche and Froment for Methanol synthesis from a CuZnAl
! catalyst.
!
! Values from Chen2011
!
! Creates ARBITRARY Arreneius reactions , to be overwritten by UDFs in Fluent
!
! -----------------------------------------------------------------------------
ELEMENTS

H O C N
END
! -----------------------------------------------------------------------------
SPECIES

H2 CO2 CO CH3OH H2O N2
END
! -----------------------------------------------------------------------------
REACTIONS KJOULES/MOLE
CO2+3H2 <=>CH3OH+H2O 1.07e+9 0.0 36.696 ! MeOH
CO2+H2 <=>CO+H2O 1.22e+16 0.0 -94.765 ! RWGS
END
! -----------------------------------------------------------------------------
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buscche_froment_udf.c

/* ********************************************************************

Reaction UDF that specifies different reaction rates
for volumetric chemical reactions

!! The function must be executed as a COMPILED UDF !!

ORDER OF MOLECULES:
H2 CO2 CO CH3OH H2O N2* *: Inert gas

********************************************************************* */

#include "udf.h"

static real rho_catalyst = 887.5 ; /* Catalyst density [kg/m3] */

DEFINE_VR_RATE(busschefroment_rate , c, t, r, mw_ , y_ , rr , rr_t)
{

/* DECLARING VARIABLES -----------------------------------------------------*/
int i;
real P_ref , MW;
real A1 , A2, A3, A4, A5, B1 , B2 , B3, B4, B5;
real K_1 , K_2 , K_3 , k_1 , k_2 , K_e1 , K_e2 , theta;
real p_[6], x_[6];
real a[7], b[7];
MW = 0.0;

/* Indices used for higher code readability */
int H2 = 0;
int CO2 = 1;
int CO = 2;
int CH3OH = 3;
int H2O = 4;
int N2 = 5; /* Inert gas */

/* ------------------------------------------------------------------------- */
/* Bussche1996 parameters */
A1 = 0.499;
A2 = 6.62e-11;
A3 = 3453.38;
A4 = 1.07;
A5 = 1.22 e10;

B1 = 17197e3;
B2 = 124119 e3;
B3 = 0.0e3;
B4 = 36696e3;
B5 = -94765e3;

/* Adsorption constants */
K_2 = (A2 * exp(B2 / (UNIVERSAL_GAS_CONSTANT * C_T(c,t))));
K_1 = (A1 * exp(B1 / (UNIVERSAL_GAS_CONSTANT * C_T(c,t))));
K_3 = (A3 * exp(B3 / (UNIVERSAL_GAS_CONSTANT * C_T(c,t))));
/* Reaction constants */
k_1 = (A4 * exp(B4 / (UNIVERSAL_GAS_CONSTANT * C_T(c,t))));
k_2 = (A5 * exp(B5 / (UNIVERSAL_GAS_CONSTANT * C_T(c,t))));

/* ----------------------------------------------------------------------------- */
/* Equilibrium constants from Graaf1986 */
K_e1 = pow(10, (3066 / C_T(c,t) - 10.592));
K_e2 = pow(10, (-2073 / C_T(c,t) + 2.029));

/* ---------------------------------------------------------------------------- */

/* PARTIAL PRESSURES -------------------------------------------------------*/
P_ref = RP_Get_Real ("operating -pressure");

/*Molar mass of cell */
for(i = 0; i < 6; i++){

MW += C_YI(c,t,i) / mw_[i];
/* printf ("%i\t\t%f\t/\t%f\n", i, C_YI(c,t,i), mw_[i]); // debug */

}
MW = 1 / MW;

/* Molar fraction of cell and partial pressure in bar */
for(i = 0; i < 6; i++){

x_[i] = C_YI(c,t,i) * MW / mw_[i];
p_[i] = x_[i] * ( P_ref + C_P(c,t)) * 1e-5;
/* printf ("%i\t%f\n",i, p_[i]); // debug */

}

/* ASSIGNING RATES --------------------------------------------------------
When multiple reactions are specified , a volume reaction rate UDF is
called several times in each cell. Different values are assigned to the
pointer [ r ], depending on which reaction the UDF is being called for.
Therefore , you will need to determine which reaction is being called , and
return the correct rates for that reaction. Reactions can be identified
by their name through the [ r->name ] statement. [ strcmp ] returns false
when strings are equal , hence: [ (! strcmp(X,X)) ] is true ---------------*/

/* Concentration of active surface centers for Hydrogen */
theta = (1/(1 + (K_1 * sqrt(p_[H2])) + (K_2 * p_[H2O]) + (K_3 * p_[H2O] / p_[H2])));

if (! strcmp(r->name , "reaction -1")){
/* REACTION 1: METHANOL SYNTHESIS (Hydrogenation of CO2) [kmol/m3/s]*/
*rr = (k_1 * p_[CO2] * p_[H2]) * (1 - (1/ K_e1) * (p_[H2O] * p_[CH3OH] / (pow(p_[H2], 3) * p_[CO2])));
*rr = *rr * 2 * pow(theta , 3) * rho_catalyst * 1e-3; /* 1e-3 for mol -> kmol */

88



APPENDIX C. FLUENT™IMPLEMENTATION OF REACTIONS

}
else if (! strcmp(r->name , "reaction -2")){

/* REACTION 2: REVERSE WATER GAS SHIFT [kmol/m3/s]*/
*rr = (k_2 * p_[CO2]) * (1 - (1/ K_e2) * (p_[H2O] * p_[CO] / (p_[H2] * p_[CO2])));
*rr = *rr * 2 * theta * rho_catalyst * 1e-3; /* 1e-3 for mol -> kmol */

}
else{

printf("Unknown Reaction\n");
}
*rr_t = *rr; /* turbulent reaction rate = laminar reaction rate */

}
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C.1. METHANOL SYNTHESIS REACTOR

C.1 Methanol synthesis reactor

The goal is to create a 3D CFD implementation of the Bussche and Froment GKM for methanol
synthesis into Fluent. A 1D plug flow reactor was developed in COCO™simulator to use as reference
for debugging the 3D CFD reactor model.

General configurations

The COCO™simulator model for the Bussche and Froment GKM is implemented to a plug flow
reactor. The reaction rate equations from Eq. 2.1 and 2.2 are defined with its respective grouped
parameters γ and the equilibrium constants Ke from Graaf et al.. These reactions are written
explicitly into a single equation in the COCO™simulator interface, as shown in Fig. C.1

Fig. C.1. Implementation method for Bussche and Froment GKM for methanol synthesis in the COCO™simulator interface.

The 3D CFD reaction model has to be solved as a transient simulation. Because of the chemistry is
solved explicitly, the timestep for the simulation has to be selected to achieve a stable solution. For
the calculation of the first 5 seconds of the simulation, a timestep of 0.0001 seconds was determined
to be suitable. Afterwards, the timestep was slowly increased until reaching 0.01 seconds.

The catalytic packed bed is set to be in thermal equilibrium with the gases. Temperature boundary
conditions and heat of reaction are the only energy sources that increase the temperature for gases
along the reactor.

Special considereations

This section compares transient simulations with reports for steady-state chemical reactor models
form literature. To ensure that a steady-state has been achieved on a transient simulation, the criteria
chosen was to compare the gas composition at the outlet. It must remain equal to 4 significant digits
for a period of simulation time of 1 reactor lengthscale.
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Expected results

The ultimate goal is to debug the GKM into Fluent, comparing the results with other known models
from literature. Once this is achieved, the GKM can be added to CFD models for the natural
circulation reactor. This would allow the simulation to account for:

� Reaction energy. The reactions are for the most part exothermic, which adds
additional energy to the flow.

� Changes in gas composition over time. The composition becomes more dense,
which impacts the buoyant forces over time.

C.1.1 Replicating Bussche and Froment model

C.1.1.1 1D plug flow reactor

The first goal was to create a plug flow reactor model that can quickly calculate different conditions
for the methanol synthesis reaction inside a straight pipe. The COCO™simulatior software [25] was
used to create a PFR with the Bussche and Froment GKM. In Fig. C.2 a comparison between the
conversion and temperature profiles for an adiabatic reactor is presented.
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Fig. C.2. Comparing a 1D PFR developed in COCO™simulator with the GKM from Bussche and Froment.

The operating conditions for the PFR simulation are set with values equal to those reported by
Bussche and Froment, as follows:

� Length: 0.15 m
� Diameter: 0.016 m
� ρcat

i : 1153.87 kg m−3

� Particle diameter: 5E-4 m
� Mass flow: 2.8E-5 kg s−1

� Pressure: 50 bar
� Tempearture inlet: 493.2 K

Feed Composition in mole fraction

� H2: 0.82
� H2O: 0.00
� CH3OH: 0.00
� CO: 0.04
� CO2: 0.03
� Inert: 0.11 (Using N2)

Fig. C.3. Visual representation of PFR component in process flowsheet enviroment of COCO™simulator v3.2.0. Single
phase PFR

iCalculated from reported mass of catalyst in the volume of reactor pipe[12].
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C.1.1.2 3D CFD reactor

As it was mentioned in Sec. 2.4.3, the GKM was implemented in a way that the composition is solved
explicitly. This limits Fluent™to only using a transient solver with small timesteps to obtain a stable
result until it reaches steady-state.

Geometry and mesh

 150 16 
 

a)

b)

c)

Fig. C.4. Reactor section of S/MBR geometry. a) 3D CAD diagram. Units:mm b) Excerpt of 32k cell mesh. Structured
mesh with refinement at inlet. c) Excerpt of 32k cell mesh. Crossection. Average mesh skewness: 0.1657. Average mesh
orthogonaly: 0.9831

Boundary conditions

T = 550 K

Feed inlet

y
x

Dp = 0.5 mm
  ε = 0.5

Fig. C.5. Boundary conditions diagram for replication of Bussche and Froment model.
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Fig. C.6. Plots over reduced length of reactor. a) Molar fraction, b) Reaction rates.
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Tab. C.1. Comparing outlets of 1D PFR model (CapeOpen) with a 3D CFD transient simulation reaching steady-state
(Fluent). p = 50bar, W = 2.8E-4kg s−1

Inlet COCO™outlet Fluent™outlet Unit
Hydrogen 0.81 0.7998 0.7998 mol/mol
Carbon monoxide 0.04 0.0278 0.0270 mol/mol
Carbon dioxide 0.03 0.0204 0.0207 mol/mol
Methanol 0.005 0.0253 0.0259 mol/mol
Water 0.005 0.0111 0.0109 mol/mol
Nitrogen 0.11 0.1156 0.1157 mol/mol

Observations

� The concentration profiles for the desired species are in close accordance to the
1D plug flow model.

� The rates of reaction calculated are higher for the 3D CFD reaction model than
for the 1D plug flow model. This is attributed to an overshoot in the explicit
calculation of the reaction rates.

� The end result confirms the accuracy of the implementation of the GKM from
Bussche and Froment into Fluent™for 3D CFD for an isothermal reactor.

93



C.1. METHANOL SYNTHESIS REACTOR

C.1.2 Replicating industrial reactor

Chen et al. used ASPEN to replicate the behavior of an industrial (boiling) water cooled methanol
synthesis reactor. Assuming that the behavior is uniform across all pipes of the 1620 bundle, all inlet
conditions can be determined from the aforementioned publication. This model uses a temperature
and heat transfer boundary condition for the external wall of the reactor. A comparison is made
between the results reported by Chen et al. with the models developed in the present work for both
3D CFD (Fluent) and 1D PFR (COCO).

Geometry and mesh
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 40 

a)

b)

c)

Fig. C.7. Reactor section of a single Lurgi reactor pipe. a) 3D CAD diagram. Units:mm b) Excerpt of 424k cell mesh.
Structured mesh with refinement at inlet. c) Excerpt of mesh at outlet. Average mesh skewness: 0.1769. Average mesh
orthogonaly: 0.9798

Boundary conditions

T = 503 K
U = 118.4 W/m2K

Feed inlet

Dp = 5.4 mm
ε = 0.285

g
y

x

Fig. C.8. Boundary conditions for simulation of single pipe of isothermal Lurgi reactor for methanol synthesis [9]

� Inlet:
p = 69.7 bar
T = 500 K
W = 1.5E-4 kg/s

� Feed composition (mol/mol):
H2 = 0.7732992
CO = 0.0622807
CO2 = 0.0875113

H2O = 0.0009820
CH3OH = 0.0038402
Inert (N2) = 0.0720863

� Reactor packing:
ρcat = 887.5 kg/m3

ε = 0.285
Dp = 5.4 mm
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Results

In Fig. C.2, a comparison over the length of the reactor for mass flow (obtained from mass fraction),
temperature and rate of reaction to reported values from Chen et al. and the 1D PFR model. Outlet
values are reported in Tab. C.2.
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Fig. C.9. Over the length of the reactor, comparing mass flow, temperature and rates to values from literature and a 1D
PFR model.

Tab. C.2. Comparison between literature, 1D PFR reaction model and 3D CFD transient model approaching steady-state.

Experimental [9] 1D PFR (CapeOpen) 3D CFD (Fluent) Unit
Pressure 66.7 66.78 66.64 bar
Temperature 528.15 531.78 529.34 K
Hydrogen 0.13989 0.13800 0.13851 kg/kg
Carbon monoxide 0.08590 0.08220 0.07967 kg/kg
Carbon dioxide 0.31975 0.30992 0.31631 kg/kg
Water 0.04031 0.04428 0.04166 kg/kg
Methanol 0.19697 0.20878 0.20703 kg/kg
Non-reactive (N2) 0.21671 0.21679 0.21679 kg/kg

Observations

� When comparing the 1D model to the 3D model, an overestimation of the reaction
rates is observed near the inlet. This is attributed to the explicit calculation of
reaction rates that was also observed in the previous case study.

� The overestimation of the rates is much larger, which leads the gas temperature
profile to peak at a length closer to the inlet than the reported profile from Chen
et al..

� It can be said that the CFD implementation of the GKM is not equally reliable for
a non-isothermal methanol synthesis reactor.
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C.2 Natural circulation methanol synthesis reactor

C.2.1 Simulation of SMBR as a batch process reactor

Geometry and Mesh

Using the same mesh presented in Fig. 4.5

Boundary conditions

y

x

Tcold Thot

q =0

g

Fig. C.10. Diagram of boundary conditions applied to SMBR CFD simulations with the Bussche and Froment GKM.

� Fluid starting with a composition equal to feed mixture at 50 bar.
� Transient simulation ran for 116 seconds (tsimulation = 116)

Timestep of 0.01 seconds.
� Temperatures boundary conditions.

Thot = 503
Tcold = 323 K

� Influence of catalyst on momentum equation (Eq. 2.43) through viscous and
inertial resistance matrices following Eqs. 2.49, 2.50.

Particle diameter Dp = 0.005 m
Void fraction ε of 0.5.

� Packed bed in thermal equilibrium.

Tab. C.3. Values set for different void fraction values for a particle diameter of 5 mm. Using Eqs. 2.49 and 2.50.

ε Dii Cii
[m−2] [m−1]

0.5 1.2E7 2.8E3

Results

The specific values for the equivalent length are determined from the information reported in
Fig. C.11 are calculated in the following equations:
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mgas = 1.02 gr

Lpacked bed = 0.130 m

Lloop = 0.130 m

Wavg = 1.178E-4 kg/s

τloop =
mgas

Wavg
= 8.66 s

The equivalent length of the plug flow reactor is obtained from Eq. C.1

Leq = Lpacked bed
tsimulation

Lloop
= 1.74 m (C.1)
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Fig. C.11. Comparing transient SMBR CFD reaction simulation with 1D PFR model for average mass flow and equivalent
length. a) Profiles of species concentration. b) Flow-rate over time. a) Heat sources in the reactor: Input heat Qh and
heat of reaction Q r

Tab. C.4. Comparing methanol synthesis reactor. 1D plug flow reactor vs 3D NCL reactor.

COCO™(1D) Fluent™(3D) Unit
at 1.74 m at 116 s

H2O 0.0588 0.0562 mol/mol
CH3OH 0.0385 0.0355 mol/mol
CO 0.0202 0.0207 mol/mol

To find the time the natural circulation reactor would take to reach equilibrium, the length of
the 1D PFR model was increased until reaching equilibrium (composition presented in Tab. C.5).
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Considering the average flow-rate, an equilibrium composition would be reached at a length of 44
m. For the SMBR it would be equivalent to 48.7 minutes. For the current simulation settings, that’s
a 12 day calculation.

Tab. C.5. Equilibrium composition from a feed gas composition of H2 /CO2 at a

Value Unit
T 503 K
P 50 bar
H2 0.63615 mol/mol
CO2 0.20272 mol/mol
CO 0.01398 mol/mol
H2O 0.08056 mol/mol
CH3OH 0.06657 mol/mol

Considering the change of methanol concentration in the SMBR over time, the specific energy
demand will increase, as it is reported in Fig. C.12.
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Fig. C.12. Semi-log plots of methanol production in reactor. a) Mass of methanol inside the SMBR fluid volume over
time. b) Specific energy required to produce methanol over time.

Specific energy demand is calculated from the reported data of energy input Qh and the mass fraction
of methanol ωCH3OH following Eq. C.2 in units of MJ/kg of methanol.

Specific energy=
1E-6 (Qh t)

mgasωCH3OH
(C.2)

Where:

Qh is the thermal energy input at the hot side in unit of W.
t is the timestep in unit of s.

mgas is the mass of gas inside of the SMBR in unit of g.
ωCH3OH is the mass fraction of methanol in the SMBR.

Observations

� From Fig. C.11a and the values of Tab. C.4, it can be seen that approach taken
to compare composition over time is in close accordance between the 3D CFD
reaction model and the 1D isothermal plug flow reactor model with average
flow-rate. Deviations near the inlet can be attributed to a rapidly changing mass
flow that occurs in the transient simulation.

� From Fig. C.11b, flow-rate is observed to increase over time. This is attributed to
the increase in density of the fluid.
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� From Fig. C.11c, a negative spike can be observed in the energy of reaction Qr
during the initial 2 seconds of the simulation time. This is attributed to the
reverse water gas-shift (Eq. 2.2) which is endothermic (Qr is negative). This
reaction rappidly creates CO. As CO concentration peaks, the exothermic CO2
hydrogenation reaction (Eq. 2.1) takes over and releases energy into the flow (Qr
is positive).

� The rate of methanol production over time observable in Fig. C.12 shows that the
natural circulation reactor as a batch process it becomes less energy efficient
the longer it runs. This is because the gas composition is not being separated
or refreshed. The maximum concentration of methanol achievable would be the
equilibrium composition presented in Tab. C.5.
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Appendix D

Steady state nitrogen flow-rate for MBR
with heat recovery

This was a flow experiment performed on the MBR with Nitrogen at 50 bar [3].

Geometry and Mesh

a)
 150 

 150 

 16 

 30 

 1 

 202 

b)

c)

Fig. D.1. Geometry of the fluid and mesh. 503k cell mesh. Average cell orthogonality: 0.9324, Average cell skewness:
0.17069.
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Boundary conditions

Fig. D.2. Boundary conditions for simulation

� Temperature boundary conditions:
Tcold : 315 K
Tcold : 480 K

� Solid domain: Aluminium.
� Fluid domain: Nitrogen at 50 bar.

Basic FP, see Sec. A.1.

Results

Fig. D.3. Temperature contours of simulation
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Fig. D.4. T-x plot for simulation with nitrogen at 50 bar. Experimental measurements of temperatures overlaped

Tab. D.1. Comparing results

Report 3D CFD Experimental Unit
Qh 10.66 51.78 W
Qblocks 26.07 45.96 W
Wss 2.090E-4 4.12E-4 kg/s

Observations

� Heat losses have been rated to 40 - 35 W based on the insulation.
� Flowrate is smaller than what’s estimated from experimental measurements. But

still same order of magnitude.
� An error in calculating the recovered heat Qblocks will influence the estimation of

flowrate.
� The slope of the temperature on the blocks is higher than with simulations. This

can be attributed to axial heat transfer between each block. It has been stated in
Fig. 4.10
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