<]
TUDelft

Delft University of Technology

Can't LLMs do that? Supporting Third-Party Audits under the DSA: Exploring Large
Language Models for Systemic Risk Evaluation of the Digital Services Act in an
Interdisciplinary Setting

Sekwenz, Marie-Therese; Gsenger, Rita; Stocker, Volker; Gornemann, Esther; Talypova, Dinara; Parkin,
Simon; Greminger, Lea; Smaragdakis, Georgios

DOI
10.1145/3707640.3731929

Publication date
2025

Document Version
Final published version

Published in
CHIWORK '25 Adjunct: Adjunct Proceedings of the 4th Annual Symposium on Human-Computer Interaction
for Work

Citation (APA)

Sekwenz, M.-T., Gsenger, R., Stocker, V., Gérnemann, E., Talypova, D., Parkin, S., Greminger, L., &
Smaragdakis, G. (2025). Can't LLMs do that? Supporting Third-Party Audits under the DSA: Exploring
Large Language Models for Systemic Risk Evaluation of the Digital Services Act in an Interdisciplinary
Setting. In CHIWORK 25 Adjunct: Adjunct Proceedings of the 4th Annual Symposium on Human-Computer
Interaction for Work https://doi.org/10.1145/3707640.3731929

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.


https://doi.org/10.1145/3707640.3731929
https://doi.org/10.1145/3707640.3731929

Check for
Updates

Can’t LLMs do that? Supporting Third-Party Audits under the
DSA: Exploring Large Language Models for Systemic Risk
Evaluation of the Digital Services Act in an Interdisciplinary
Setting

Marie-Therese Sekwenz
Multi-Actor Systems/ Organisation
and Governance / Al Futures Lab
TU Delft
Delft, Netherlands
M.T.Sekwenz@tudelft.nl

Esther Gornemann
Weizenbaum Institut
Berlin, Germany
esther.goernemann@weizenbaum-
institut.de

Lea Greminger
Weizenbaum Institut
Berlin, Germany
lea.greminger@weizenbaum-
institut.de

Abstract

This paper investigates the feasibility and potential role of using
Large Language Models (LLMs) to support systemic risk audits un-
der the European Union’s Digital Services Act (DSA). It examines
how automated tools can enhance the work of DSA auditors and
other ecosystem actors by enabling scalable, explainable, and legally
grounded content analysis. An interdisciplinary expert workshop
with twelve participants from legal, technical, and social science
backgrounds explored prompting strategies for LLM-assisted au-
diting. Thematic analysis of the sessions identified key challenges
and design considerations, including prompt engineering, model
interpretability, legal alignment, and user empowerment. Findings
highlight the potential of LLMs to improve annotation workflows
and expand audit scale, while underscoring the continued impor-
tance of human oversight, iterative testing, and cross-disciplinary
collaboration. This study offers practical insights for integrating Al
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tools into auditing processes and contributes to emerging method-
ologies for operationalizing systemic risk evaluations under the
DSA.
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1 Introduction

Recent regulatory frameworks, such as the European Union’s Digi-
tal Services Act (DSA) [13], highlight the increasing importance of
managing the work process of auditing digital platforms at scale.
Specifically, Article 34 of the DSA identifies four systemic risk
categories and the obligation to assess online content through inde-
pendent audits which are conducted by third-party auditing firms
like KPMG or E&Y. Furthermore, the work to audit digital plat-
forms under the DSA also concerns regulators in enforcement and
researchers or NGOs as providers of evidence in the compliance
process. Traditional audit and content moderation evaluation meth-
ods often rely heavily on human review processes, which can be
labor-intensive and challenging to scale effectively. [10].

Advances in Large Language Models (LLMs) offer novel and
expanded possibilities to address these challenges by automat-
ing the auditing process [1, 9, 17] and make it more scalable and
cost-effective [8]. Yet, humans remain crucial in auditing content
moderation quality and DSA compliance, particularly for complex
[8, 11, 17] and interpretative tasks where LLMs may require signifi-
cant fine-tuning and validation [5, 16]. This paper investigates the
potential application of LLMs for auditing online content through
automated classification and annotation techniques. To better un-
derstand the potential of these technologies in supporting the work
of third-party auditors, researchers, and regulators, an interdis-
ciplinary expert workshop with participants from law, social sci-
ences/economics, and computer science was held at TU Delft in
2025.

Through collaborative discussions and interactive group work,
participants drew on their diverse disciplinary perspectives to ex-
plore and critically assess model choices, parameter settings, and
prompting techniques—highlighting how cross-domain expertise is
essential for successfully navigating the technical, legal, economic,
and societal complexities of auditing online platforms. This paper
synthesizes the interdisciplinary discussions and evaluations, con-
tributing to the ongoing debate about the potential and responsible
integration of Al-based approaches into regulatory auditing prac-
tices to enable effective platform governance and meaningfully
support the work of auditors.

Our results offer novel insights into the potential for LLM-supported

DSA audits through structured workflows and iterative prompt
design strategies in interdisciplinary teams to enhance accuracy,
increase the audit scope and offer explanation and transparency of
annotation decisions.

2 Related work

Recent studies recognize LLMs’ utility in automating basic annota-
tions [26, 29] and content moderation [14, 20], yet their limits in
legal interpretation, historical content biases, cultural nuance, and
hallucination resistance persist [3, 12, 19, 28, 34].

To address the inherent limitations of LLMs, structured work-
flows that combine human reviews and LLM-driven annotations
have been proposed to improve reliability [24, 27, 33, 35]. Several
authors suggest rigorous methodologies for annotation of content,
proposing systematic prompt optimization, and fine-tuning to en-
hance annotation accuracy and reliability [8, 31, 32]. LLMs’ ability

to perform structured deductive coding methods using codebooks
for streamlined annotation can differ in efficiency, and it depends on
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the content type (e.g., image or video) and structure of the material
(e.g., comment to posts) to be analyzed [9, 11].

Certain LLM application scenarios demand precise alignment
with legal standards — for example, auditing approaches under the
DSA [4, 17, 25].

While LLMs can effectively assist human annotators, their stan-
dalone annotation capabilities for complex tasks remain inadequate.
Therefore, cautious integration and validation strategies are war-
ranted [5, 15, 16]. Our study expands this research by integrating
interdisciplinary expert perspectives to evaluate the potential and
feasibility of using LLMs for auditing political advertisements under
the DSA’s systemic risk framework.

3 Methodology

An expert workshop (N = 12) involving participants with inter-
disciplinary backgrounds and experience in collaborative, cross-
disciplinary work was conducted at TU Delft in February 2025 (see
Table 1 in the Appendix for an overview of participants’ expertise).

The workshop comprised four main elements: (i) an introduction
to the DSA and a methodology of LLM-supported content anno-
tation for DSA audits; (ii) interdisciplinary breakout sessions for
each team; (iii) a hands-on session refining LLM-supported audits
in three teams (details below); and (iv) discussion and feedback.

Experts were divided into three interdisciplinary groups based on
their primary and secondary topic preferences, expressed through
the collaborative tool Menti [21]. Each group focused on a distinct
key aspect: 1) The Legal Team: Examined how LLM annotations
could support DSA compliance, evidence collection, and enforce-
ment, emphasizing annotation’s potential for systemic risk evalu-
ation. 2) The Social Science Team: Focused on user perspective
challenges, emphasizing accountability and transparency necessary
for user trust in automated audits. 3) The Tech Team: Discussed the
general potential of LLMs based on inherent weaknesses and iden-
tified strategies for improving LLM accuracy, emphasizing prompt
engineering techniques to enhance overall reliability and measure-
ment.

The results of the breakout and the hands-on sessions were
documented on a Miro board [23] and subsequently analyzed qual-
itatively (see Fig. 1 in the Appendix for the documentation of the
boards).

The workshop findings were analyzed using a structured quali-
tative content analysis [6, 7] to systematically derive insights from
visual collaborative outputs.

First, we identified key themes of prominent textual elements
(headings, bullet points, post-its, and highlighted texts), using color
codes to distinguish the teams: Legal (white), Social Science (green),
Tech (yellow) (see Fig. 3 in the Appendix). The thematic analy-
sis of the Miro board outputs was conducted by the lead author,
drawing on Braun & Clarke’s reflexive thematic analysis frame-
work [6]. The process began with a close reading of the visual
data—including post-its, bullet points, and headings from the break-
out and hands-on sessions. Initial codes were inductively derived
from these visual elements, guided by the workshop structure (Le-
gal, Social Science, Tech teams) and their respective color-coding
(Legal — white, Social Science - green, Tech - yellow). The lead
author and workshop organizer, whose background is in platform
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governance and regulation, discussed iteratively the coding process
with a co-author and co-organizer of the workshop, specializing in
platform governance with a communication science background.
These discussions helped to challenge assumptions, refine thematic
categories, and ensure broader interdisciplinary validity.

In the next step, the extracted insights were systematically or-
ganized into thematic categories, reflecting regulatory compliance,
annotation strategies, methodological challenges, and recommen-
dations [7]. The visual clustering on the Miro board supported the
transparency of this process, allowing for traceability from raw
data to final themes. This process resulted in a set of higher-order
themes reflecting shared concerns and recommendations across
the interdisciplinary teams. An example coding trace is provided
in the Appendix B to illustrate the development from raw data to
thematic categories. In the 4 Results section, we synthesize and in-
terpret the identified themes and insights into a coherent narrative
across teams, contextualizing them within the existing literature on
qualitative methods and annotation processes for legal compliance
auditing.

4 Results
4.1 Breakout Sessions

The breakout sessions produced six thematic clusters: Technological
Aspects, Organizational Aspects, Methodology and Quality Control,
User Aspects, Platform-Related Aspects, and Regulation (see Fig. 3
in the Appendix ).

Technological Aspects. Participants emphasized the value of
structured prompts and efforts in explainability and control. Open-
source models like LLaMA [22] and DeepSeek [18] were preferred
“to ensure reproducibility” Setting the temperature parameter to
zero was seen as key to reduce randomness and ensure consis-
tency. Accessing LLMs via Application Programming Interfaces
(APIs) allows to specify parameters and managing training/test
data splits, contributing to greater methodological stability. Auto-
matic prompt optimization using auxiliary models (e.g., Claude [2])
was considered helpful for improving prompt quality. Addition-
ally, standardized formats (e.g. JSON) were suggested to facilitate
processing and structure output.

Organizational Aspects. LLMs were seen as useful for updating
codebooks and detecting rare categories. They can support the audit
process as dialogic counterparts during the coding process, foster-
ing reflection and documentation. One group proposed to “use the
LLM to update the codebook itself,” while another highlighted the
potential to “annotate rare codes with a human to verify.” However,
assumptions about LLM neutrality were questioned—“no filtering
in LLMs, or is there?”—underscoring the need for continued expert
oversight.

Methodology and Quality Control. Participants called for
repetitive testing and mandatory explanations in outputs. Con-
cerns about automation and platform opacity were raised requiring
outputs in automated processes to be reviewed by humans. Partici-
pants highlighted the need for model explanations to indicate how
specific formulations or examples have impacted the output and
enable effective prompt refinement. Further, making use of mod-
els’ reasoning capacities may effectively reduce hallucinations [30].
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Prompts should be tested repeatedly with varied phrasings to as-
sess consistency. 'Few-shot prompting’ and the use of an 'NA’ op-
tion were debated due to potential downsides: the former can lead
to overfitting on examples, while the latter may cause models to
overuse 'NA’ when facing even slight uncertainty.

User Aspects. Participants debated the limits of platform user
empowerment through DSA-introduced rights—both as content cre-
ators and as voluntary contributors to audits via content reporting.
They cautioned against excessive responsibilization, questioning,
for example, “Why would a user have to explain that?” They em-
phasized that “being a skilled auditor is something separate,” high-
lighting the distinction between professional auditors and everyday
users. As such, they stressed that user-facing tools must include
clear explanations and set appropriate expectations, to avoid losing
valuable insights that users can offer within the audit scope.

Platform-Related Aspects. Discussions focused on inconsis-
tent enforcement and lack of transparency. One participant asked
whether platforms are “even enforcing” their own rules. Partic-
ipants agreed that LLMs could help reveal enforcement gaps, if
embedded in accountable processes.

Regulations. Finally, participants discussed the challenge of
translating DSA requirements into LLM prompts. Structured legal
definitions were seen as helpful, but overly technical language
risked confusing the model. The consensus favored simplified legal
guidance co-developed with domain experts.

4.2 Hands-On sessions: Evaluating prompt
structures across teams

In the hands-on sessions, interdisciplinary teams collaboratively
designed and tested prompt structures using multiple LLMs across
diverse content formats documented in the Miro board (see Fig. 4 in
the Appendix). Contributions clustered around: Structure, Prompts,
Testing, Legal Input, and Limitation of Scope.

Structure. Participants emphasized the value of hierarchical
prompts, where contextual framing, role-setting, and constrained
output logic were clearly layered. JSON formatting and codebook
references helped clarify classification schemes. As one team noted,
inserting the image “as a comparison with text” helped validate
shared context and reduce ambiguity in multimodal classification.
However, others noted that model performance generally improved
when images and especially videos were translated into descriptive
text.

Prompts. Prompt construction varied across teams but typically
included a mix of structuring the classification process for LLM use
and setting a concrete context for categories. Common examples
included: “Please extract the Codenames and Definitions of the (XXX)
Categories from the Codebook.” Others preferred multi-step prompts,
beginning with legal or domain-specific framing and ending with
specific instructions (e.g., “Given the Codebook, identify a category
from the image.”). Participants warned against overfitting to specific
examples, emphasizing the need to generalize without reducing
clarity.

Testing. Testing strategies involved small-scale experiments on
representative instances. Incremental steps such as “test e.g., D1
first, then D2” were used to control for failure modes and isolate con-
founds. Testing across instances was seen as key, as missing factors
may distort results. Prompts that explicitly asked for explanations
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(“demand explanations”) were found to improve transparency and
help identify weak reasoning.

Legal Input. Legal grounding was widely seen as essential for
improving annotation relevance. Participants found that “legal def-
initions from the law work well,” but flagged risks when using rare
or overly complex legal terms. A preference emerged for using
legal commentaries as contextual examples and allowing for “open
definitions of a legal concept or several” Teams proposed that legal
clarity in prompts supported both model accuracy and downstream
audit explainability.

Limitation of Scope. Across all teams, prompt scoping was
treated as a design strategy. Limiting prompt complexity by split-
ting up codebooks or restricting the prompt to a few categories
increased classification precision. One participant noted that the
“limitation of the knowledge base works well,” supporting the idea
that reduced scope leads to fewer hallucinations and better align-
ment. Participants advised against combining multiple tasks in a
single prompt, favoring instead modularization and multi-prompt
strategies.

5 Discussion: Contributions to Professional
Practice and Platform Oversight

This study explored how LLMs can support systematic risk audits
under the DSA through an interdisciplinary expert workshop. This
approach emphasizes that the task is not merely a technical chal-
lenge, but a multidisciplinary design problem that requires coordi-
nation across legal interpretation, model behavior, and user-facing
transparency.

The use of the visual Miro board supported rapid iteration,
interdisciplinary comparison, and collective reflection. The ses-
sion revealed that prompt engineering is a cross-cutting design
task—spanning technical, legal, and methodological concerns es-
sential for responsible LLM use in audits. This study offers a multi-
dimensional contribution to the operationalization of systemic risk
audits under the DSA by exploring how prompt engineering and
LLM-supported annotation workflows can support auditors and
other practitioners in their auditing work. Prompt design presents
a multidisciplinary challenge that requires balancing legal clarity,
model stability, and user transparency. The iterative experimenta-
tion across teams demonstrated that carefully constructed, focused,
and legally grounded prompts produce more reliable and auditable
outputs to support the work of DSA auditors —an essential require-
ment for applying LLMs to systemic risk audits under the DSA.

The findings demonstrate how structured prompts—especially
those using hierarchical formats, legal references, and scope-limited
inputs—can have scaling-up potential of audit scope. Participants
emphasized the importance of rationale generation (“Let the LLM
explain why it made a particular decision”) as quality control mech-
anisms. These approaches increase reliability and interpretability—
two main challenges for LLM use in auditing and crucial for sys-
temic risk assessments.

The hands-on sessions provided meaningful insights for future
work developing replicable frameworks for using LLMs in annota-
tion contexts. The use of iterative testing, modular prompt decom-
position, and multimodal scaffolding reveals how prompt design

choices affect both model performance and human-AlI collaboration.
Importantly, participants highlighted the need for interdisciplinary
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co-design across social, economic, policy, legal, and technical do-
mains to avoid misalignment between regulatory intent and model
interpretation. This suggests new avenues for empirical studies on
measurements such as intercoder reliability in hybrid (i.e., human
+ LLM) annotation designs and setups.

The study demonstrates how LLM-supported workflows can be
designed to scale content analysis for enforcement and evidence
collection while also creating documentation for other stakeholders
at scale.

Structured prompts—with embedded legal logic, scoped queries,
and demand for justifications—may enable regulators in testing
audits to automate large-scale parts of the work process.

Participants highlighted how prompt chains and modular code-
book design help manage complexity, allowing for targeted testing
across diverse content formats and DSA risk categories. These meth-
ods allow practitioners not only to scale but also to systematically
identify edge cases and iterate on category definitions. The findings
suggest that Al-assisted auditing can support ongoing oversight
and comparison across platforms, and support practitioner’s work
on the empirical evaluation of platform compliance over time.

Overall, this study highlights that employing LLMs to augment
auditing is a design challenge at the intersection of domains that
opens novel opportunities to audit at scale in the age of Al-based
content generation. Therefore, designing human and LLM-based
auditing approaches for the DSA requires methodological rigor,
legal clarity, and context specific technical finetuning to ensure that
audits remain interpretable, enforceable, and meeting regulatory
demands.

6 Conclusion

This paper explored and assessed the feasibility and potential of
employing LLMs for supporting the work process of auditing con-
tent, specifically targeting systemic risk evaluation under the DSA.
Through an interdisciplinary expert workshop and hands-on prompt
engineering sessions, we offered novel insights into both the poten-
tial and limitations of integrating LLMs into regulatory auditing
practices. Our findings highlight that while LLMs provide signifi-
cant opportunities for scalable and efficient annotation, their prac-
tical application requires careful calibration, structured prompting,
and rigorous legal and methodological validation. The interdisci-
plinary approach underscored critical dimensions including legal
precision, user-centric transparency, and technological robustness
necessary for responsible deployment. This research represents
an essential first step toward operationalizing Al-driven auditing
within regulatory frameworks, emphasizing the value of and need
for collaborative, multidisciplinary and multi-stakeholder expertise
and exchange. Future work should focus on building end exploring
a broader range of datasets, refining annotation design and method-
ologies, and developing iterative co-design processes that involve
experts from multiple domains to facilitate that LLM-supported
audits reliably enhance the enforceability of regulations.
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A Information About Workshop Participants

Table 1: Participant Expertise and Years of Experience.

# | Area of Expertise Experience
1 | HCI <2 years
2 | Law, Information Systems, Journalism 2-5 years
3 | Security, Privacy, Measurements >8 years
4 | Consumer IoT behaviours, Security Awareness, Secu- >8 years
rity Economics
5 | Computational Social Science, Hate Speech, Shitposting 5-8 years
6 | Transformers, Machine Learning 5-8 years
7 | Data Access, Research Engineering 2-5 years
8 | HCI, ML 2-5 years
9 | HCIL UX, Qualitative Coding >8 years
10 | Digital Infrastructures, Platforms, and Services; Com- >8 years
petition, Regulation, Innovation
11 | Platform Governance, Disinformation, DSA 2-5 years
12 | Platform Regulation, Blogging >8 years

B Thematic Analysis Process and Coding Trace

B.1 Thematic Analysis Process

The thematic analysis followed Braun & Clarke’s reflexive frame-
work [6, 7], using an inductive approach to derive themes from the
Miro board outputs.

Sekwenz et al.

The analysis comprised the following steps:

(1) Familiarization with Data: The lead author reviewed the
Miro board content, focusing on the color-coded outputs
from the three interdisciplinary teams: Legal (white), Social
Science (green), and Tech (yellow).

(2) Generating Initial Codes: Codes were created inductively,
capturing key concepts and recurring patterns within each
team’s contributions.

(3) Collating Codes into Themes: Codes were clustered into
higher-order themes that spanned across teams, reflecting
shared or divergent insights.

(4) Reviewing Themes: The initial themes were iteratively
refined through discussions with a co-author specializing
in platform governance and data regulation. These discus-
sions challenged assumptions and ensured alignment with
interdisciplinary perspectives.

(5) Defining and Naming Themes: Final themes were labeled
to reflect key concerns and actionable insights relevant to
LLM-supported auditing under the DSA.

(6) Producing the Report: Themes were integrated into the
Results section and contextualized with relevant literature.
Traceability from raw data to final themes is demonstrated
in Table 2.
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B.2 Detailed Coding Trace

Table 2: Sample of Coding Traces from Miro Board to Final

Themes
Raw Miro Data | Initial Code Final Theme | Team
(Post-it / Note)
Use the LLM to up- | Codebook Adap- | Organizational | Tech
date the codebook | tation Aspects
itself
Annotate rare | Human-in-the- Organizational | Legal
codes with a hu- | loop Verification | Aspects
man to verify
Demand explana- | Explanation Methodology | Social Sci.
tions in outputs Requirement & Quality
Control
Prompts should be | Prompt Testing | Methodology | Tech
tested repeatedly | Strategies & Quality
with varied phras- Control
ings
Users shouldn’t be | User Accountabil- | User Aspects | Social Sci.
responsible for ex- | ity
plaining everything
Being a skilled au- | Professionalization| User Aspects | Social Sci.
ditor is something | of Auditing
separate
Are platforms even | Enforcement Platform- Legal
enforcing theirown | Gaps Related
rules? Aspects
Simplified  legal | Legal Simplifica- | Regulations Legal
guidance co- | tion
developed  with
experts
Open-source mod- | Model ~ Repro- | Technological | Tech
els preferred to en- | ducibility Aspects
sure reproducibility
Set temperature to | Parameter Tun- | Technological | Tech
zero to reduce ran- | ing Aspects
domness
Legal definitions | Legal Framing of | Legal Input Legal
from law work well | Prompts
but too complex
terms can fail
Prompt  scoping | Scope Limitation | Limitation of | Tech

helps reduce hallu-
cinations

Scope
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Zoomed-in visual documentation of the Breakout and Hands-On Sessions via Miro board, showing the structure

of tasks and layout from which thematic analysis was conducted. The board aggregates key ideas and discussion points on

leveraging LLMs for systemic risk evaluation under the DSA.

Figure 1
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| Time Session Details

10:00-10:30 Introduction (30 min) - Welcome & Opening Remarks
- Overview of
project goals, methodology, and significance
for DSA compliance. - Participant
Introductions (focus on expertise areas:
law, social sciences, and computer science).

110:30-11:15 Presentation of - Methodology Summary: Overview of human &
|| Findings (45 min) LLM coding process, codebook, and sampling
| strategies. - Results Presentation: -

i Comparison of intercoder reliability between

humans and LLMs. - LLM performance:
accuracy, consistency, and limitations.
- Challenges: Reliability issues, prompt
design effectiveness, and LLM
interpretability
11:15-12:00 Breakout Sessions for Participants divided into groups by
Interdisciplinary expertise: Group 1: Legal Implications &
Perspectives (45 min) Compliance - Discuss DSA requirements for
political advertising, content moderation
and systemic risk evaluation. - Explore
LLM-based content moderation in real
scenarios. Group 2: Social Science & User
Perspective - Impact of automation on user
trust & platform accountability
Demographics and perception of
classification in surveys. Group ;
3: Technical & Methodological Advancements
- Evaluate prompt engineering and LLM

accuracy. - Suggest modifications to
improve intercoder reliability. R
:00-13:39 Lunch Break (99 min)
e X ~
N r \
. < “

i

Session Details

13:30-14:30  Hands-On Session: - Interactive
; Refining LLM-Supported Exercise: Design and
Audits (1 hour) test alternative
prompt structures for
LLM audits. - Live
Analysis: Test on
sample ads to analyze
responses in real
time. - Feedback
Collection: Document
effective prompts and
identify shortcomings.
Coffee Break (20 min) Refreshments provided.

Presentation of Hands- Each group presents
On Session Results (40 results, focusing on

min) opportunities and
challenges identified.

Policy & Practical - Brainstorm

Inplications integration of LLM-

Discussion (60 min)  based audits into DSA
compliance
mechanisms. -
Actionable

recommendations for
tools and policies for
empirical compliance

testing.

Conclusion & Next - Summary of insights

Steps (40 min) from sessions and
discussions. - Future
directions: further
research,
collaboration, and
publications. -

Closing Remarks.

I Travel time.

Figure 5: Program for Expert Workshop.
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