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Abstract

With a rapid increase in computational resources two dimensional full-waveform inversion
is evolving into a promising tool for near-surface geophysics. However, near-surface appli-
cations suffer from local minima due to amplitude errors associated with two dimensional
full-waveform inversion. By clever definition of the misfit function, the influence of the am-
plitude errors can be mitigated. Here, I use a recently proposed misfit function based on
the instantaneous-phase coherency. The instantaneous-phase coherency misfit function uses
complex trace analysis to create an amplitude unbiased misfit function. First, I compare the
new misfit function to a traditional least-squares misfit function by inverting synthetic models
where noise is added, a field dataset containing Rayleigh waves and a field dataset containing
Love waves. Next, I perform inversions on layer cake models to investigate the accuracy of
the full-waveform inversion using the new misfit function and finally, I test the robustness of
the inversion by using a complex subsurface model. The inversions performed on the syn-
thetic models show that the instantaneous-phase coherency misfit is more robust when noise
is introduced to the data compared to the least-squares misfit. Furthermore the two field
datasets, demonstrate the ability of the instantaneous-phase to deliver accurate near-surface
results when used on field data. The results from the layer cake inversions where inconclusive,
however I did demonstrate that a better selection of the bandwidth did improve the result.
Finally, the results from the complex subsurface model show that the instantaneous-phase
coherency is able to resolve parts of the complex subsurface model.
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Chapter 1

Introduction

The use of surface-wave methods (SWMs) is growing in popularity as they present a non-
invasive method for near-surface characterisation. Therefore, SWMs are used by various dis-
ciplines to perform near-surface characterisation. Conventional SWMs such as multichannel
analysis of surface-waves (MASW) however rely on the extraction and inversion of dispersion
curves to obtain a 1D S-wave velocity (V;) profile of the near-surface (Park et al., 1999; Xia
et al., 1999). The 1D Vj profile is then interpolated to deliver a 2D profile of the near-surface.
This means that methods like MASW are not able deal with strong lateral heterogeneity (Pan
et al., 2019).

With the rapid increase in computational power, full-waveform inversion (FWI) is evolving
into a promising tool for near-surface geophysical applications. For example, Groos et al.
(2017), invert Rayleigh waves to reconstruct small scale structures in the shallow subsurface.
Whereas, Kohn et al. (2019) successfully invert Love waves to characterise a medieval canal
structure. FWI is a data fitting procedure that aims to find the best possible set of model
parameters by using the full-waveform contained in the seismic data (Virieux and Operto,
2009). By using the full-waveform, FWI is able to deal with lateral heterogeneities unlike
conventional SWMs such as MASW. Furthermore, since the entire waveform is used in the
inversion process, images of the near-surface can be obtained at sub-wavelength resolution
(Ko6hn, 2011; Virieux and Operto, 2009).

However, near-surface application of FWI is still somewhat limited due to the sensitivity of
the misfit functions to amplitude errors. If the recorded waveforms are contaminated with
amplitude errors, cycle skipping could occur and the ill-posedness of the inverse problem is
increased. These amplitude errors are associated with 2D FWI of field data and are caused
by non-uniform source amplitudes, variable coupling of receiver positions and insufficient 3D
to 2D correction of geometrical spreading (Maurer et al., 2012; Heider, 2014; Forbriger et al.,
2014; Schiéfer et al., 2014). To reduce the ill-posedness of the FWI, multiple researchers have
proposed alternative methods to define the misfit function. For example, the decomposition
of the wavefield by application of a sequential approach where the bandwidth is increased per
inversion sequence, called multiscale-FWI (Bunks et al., 1995; Fichtner et al., 2013; Groos
et al., 2017). Another possibility is to define a misfit function that separates the phase and
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2 Introduction

amplitude of the data (Bozdag et al., 2011) or by defining a misfit function that is fully
unbiased by the amplitude of the data (Liu et al., 2022).

Here, the misfit function based on the instantaneous-phase coherency recently proposed by Liu
et al. (2022) is used. The instantaneous-phase coherency makes use of complex trace analysis
to implicitly define the instantaneous-phase of the data (Liu et al., 2022). By incorporating the
instantaneous-phase cohency misfit into FWI an amplitude unbiased measure of the misfit
is created. The instantaneous-phase coherency FWI should therefore provide more robust
results, when compared to a least-squares norm FWI in near-surface applications.

1-1 Thesis objective

The primary objective of this thesis is to test the performance of the instantaneous-phase
coherency misfit function designed by Liu et al. (2022). To test the performance of the
instantaneous-phase coherency FWI, multiple inversions where performed on synthetic test
cases and field datasets.

First, the performance of instantaneous-phase coherency FWI is compared to a traditional
least-squares norm FWI. To do so a synthetic test case was used, where the signal-to-noise
ratio (SNR) was reduced by adding random noise to the synthetic seismograms resembling
the previously described amplitude errors. Next, the two misfit functions where applied to a
field dataset dominated by Rayleigh waves and finally a field dataset containing Love waves.

Afterwards, the instantaneous-phase coherency was tested on synthetic models based on re-
sults of a geo-technical and geophysical survey performed by Fugro at an undisclosed location
in the Middle East. To test the accuracy of the instantaneous-phase coherency FWI, layer
cake models where drawn from one of the PS-logs of which the depth and thickness of the
layers were randomly varied slightly, while using the PS-log as initial model. Finally, the
result of the geophysical survey was used to create a near-surface model to test how well the
instantaneous-phase coherency FWI is able to resolve complex near-surface features.
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Chapter 2

Theory

This chapter provides an overview of the theory used in this thesis. First, the forward-
modelling approach is reviewed and second the theory of FWI is reviewed.

2-1 The forward-modelling approach

Y

Figure 2-1: Coordinate system used in the DENISE modelling code.

Forward-modelling is a key part of the inversion process, since being able to extract infor-
mation about the subsurface structure and composition from a seismic dataset requires the
knowledge of wavefield propagation and how these wavefields are influenced by the subsurface.
Unfortunately, an exact solution to the wave equation is generally not possible for most sub-
surface configurations. Hence, solutions of the wave equation are obtained through numerical
methods, which in the case of seismic modelling are used to generate synthetic seismograms.
Here the finite difference (FD) method, originally proposed by Virieux (1986), is used.

Throughout this thesis, it is assumed that all media are isotropic elastic, allowing 3D seismic
wave propagation to be simplified to 2D seismic wave propagation, by assuming all motion
takes place in the x-y plane. Therefore, 3D wave propagation is divided into two categories
during the thesis: P/SV-wave propagation, where particle displacement only takes place in
the x and y directions and SH/Love-wave propagation, where the particle displacement is
along the z-axis in the x-y plane (Fig. 2-1).

In the following sections, first the formulation of the equation of motion used in the modelling
code is given for both P/SV-waves and SH-waves. Next, the FD method is explained and
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4 Theory

its implementation in the subwavelenght detail resolving nonlinear iterative seismic inversion
(DENISE) modelling code (Koéhn, 2011).

2-1-1 Wave propagation in an elastic medium

To describe the propagation of seismic waves in a general elastic medium the following system
of linear partial differential equations (PDEs) is used

82ui . aO'ij
P02 = oz,

+ fi; (2-1)

which is a formulation of the elastic equation of motion where the subscripts i,j denote either
the x, y or z direction, p is the density, u; the particle displacement, o;; the stress tensor and
fi being the body forces exerted on the medium. Eq. 2-1 describes the state of a general
elastic medium. The influence of a force on the material properties of the medium can be
described by the linear stress-strain relationship:

5 = )\9513 + 2/161']', (2—2)

. 1 8ul an
“ =3 (axj * ax) ! (23)

with strain ¢;;, the cubic dilatation of the medium 6 = €, + €,y + €., and J;; the Kronecker’s
delta. The DENISE FD modelling code uses an alternate formulation of the elastic equation
of motion, which is obtained by taking the time derivative of Egs. 2-4 and 2-5. Assuming
that the Lamé parameters A and p are independent of time and by taking into account that
the time derivative of the particle displacement is equal to the particle velocity %1;" =, a
new system of linear PDEs is obtained:

(%i 80‘2‘3'
= i 2-4
Pt~ o, +f (2-4)
0o B 00 - Oej

o )\E&j +2p ot (2-5)

8627' 1 88'&1 Oé?u] 1 81}1» 81)]'

i = — . 2-

ot 2 <8t8xj * 6t8xi> > <axj * 6.%1-) (2-6)

P/SV-wave propagation in an isotropic elastic medium

As mentioned above, during P/SV-wave propagation particle motion takes place in the x-y
plane and will therefore be the only plane with non-zero particle displacement. For P/SV-
wave propagation the stress-velocity formulation is used, resulting in the following system of
equations (Ben-Menahem and Singh, 2012; Kéhn, 2011):
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2-1 The forward-modelling approach 5

Ovy 0oz | Oogy

P ot = on ay + fa, (2-7)
% _ Oogy | Ooyy

where the particle velocities v, and v, together compose the particle velocity vector v; and
the body forces f, and f, compose the body force vector f;. Taking the time derivative of
the stress tensor results in the following equations

do ov ov 00 220
T 9 Ulz Uly zx 9.
o~ A G A (2-9)
Oayy _ O vy Joyyo
B = N ge ) G T (2-10)
8ny B 8’Ux avy anyo
ot _“(ay+ax>+ ot (2-11)

with 0440, 0yyo and o,y being the components of the surface force. Since the medium is
isotropic it is sufficient to define only the trace elements of the stress tensor 0, oyy and one
of the non-diagonal elements o,.

SH/Love propagation

During SH/Love-wave propagation particle displacement takes place parallel to the z-direction
and inside the x-y plane. Therefore, Eq. 2-1 only requires the xz and yz components resulting
in the following system of PDEs:

Ov, 0oy, 0oy

ot =~ oz oy

+ fz (2-12)

with particle velocity v, and body force f,. When defining the stress tensor for the SH/Love-
wave case the dilatation will be zero, resulting in the following stress-strain relation:

(%) (213)

ot ox

002y Ov,
5 M ( a9y ) . (2-14)
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6 Theory

2-1-2 Finite differences

For simple cases, the system of PDEs describing P/SV-wave propagation (Eqgs. 2-7, 2-8
and 2-9) and the system of PDEs for SH/Love-wave propagation (Eq. 2-12) can be solved
analytically. However, in most cases a numerical solution is required as the medium will be
too complex to solve analytically. Here, the FD approach described by Virieux (1986) is used.

To obtain a numerical solution of the elastic equation of motion, Eqs. 2-7, 2-8, 2-9, 2-10 and
2-11 must be discretized in both time and space on a grid. Hence, the particle velocity v;, the
stress tensor 0;; and the Lamé parameters A and p must be calculated at discrete grid points.
The DENISE modelling code uses a Cartesian standard staggered grid (SSG) (Virieux, 1986)
with coordinates x and y respectively being the discrete grid points ¢ and j with grid spacing
dh, with i € N|[1, NX] and j € N|[1, NY]. Furthermore, the time ¢ is defined as n with time
step dt with n € N|[1, NT]. The symbols NX and NY denote the spatial grid points in the
x and y directions, respectively, and NT the total amount of time steps. The distribution of
these parameters on the standard staggered grid used in DENISE is shown in Fig. 2-2.

X
Oxx: Oyy
VX! px

P, A

’ O 7

(i,]) (i+1.)]

o

Vy, Py ' . dh

ny, “xy

(ij+1) (i+1,j+1)

-
r o

A

dh

Figure 2-2: The grid geometry used by the DENISE modelling code (K6hn, 2011) based on the
standard staggered grid originally proposed by Virieux (1986).

Moreover, the partial derivatives must be replaced with FD operators. The partial derivatives
are obtained through means of a Taylor series expansion, which can be varying in length
depending on the required accuracy. Here, a forward shifting operator D,:r is defined

0 al i+n — Jj—n
D [fi) = Lf)i] Zﬁn—f” Af iy (2-15)
n=1

i1

Jt3

and a backward shifting operator D,
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2-1 The forward-modelling approach 7

Dy [f)] :[ ] Zﬁnf”" 1~ Jin, (2-16)

defining the partial derivative at location j with [, are the weighting coefficients of the SSG
which on a uniform grid are computed through means of a Taylor series expansion (TSE).
The subscript k denotes the Cartesian coordinate direction on the grid. In this thesis a 4"
order operator is used for determining the partial derivatives. The order of the operator is
determined by 2N, which is the length of the TSE. For a 4** order operator this means N = 2
and thus two equations are added to the operator (Falk et al., 1996).

Using the operators defined in Eqgs. 2-15 and 2-16 the velocity field and stress tensor are
updated for each grid location. The DENISE modelling code updates the stresses as follows

2
(2-17)

1) = ot [0+ A (NBIU)+ 266D 7 o2+ 31U + AT Dy |« i+ 5] )

i i = ok @0+ A (ML DY o2+ 510)| + (Gl + 2D DF [ G+ 3] )
(2418)

ot = oty ik gl gl aan i g i 3] (0 o+ 0] + 02 g+ 53] ) 21o)

and the velocity field

o )0 =g+ 1+ o (7 [ 1] 405 (o4 g+ ] + fn:.Zm
o [i+ 3] =g [r+ o ntg (r [ o+ 1] + 03 [o7 b 0] +(J; ;)) |

Furthermore, the model parameters p and p have to be determined. For stability on the
SSG, the shear modulus p has to be harmonically averaged and the density p arithmetically
averaged (Bohlen and Saenger, 2006)

() i+ %Hj + %] =4 (T E )+ U+ T B T )T (222)
o1 1 - . .

peli + 311 = 3 (P11 + pli + 113D, (2:23)

pulilli+ 51 = 5 (B 1]+ ol [+ 1), (2:24)

with (u) being the harmonically averaged shear modulus.
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8 Theory

2-1-3 Initial and boundary conditions

In general, numerical simulations of seismic wave propagation in any unbound media varying
in scale from local to global settings require a set of initial conditions (IC) and boundary
conditions (BC) that ensure the medium is in rest before starting the simulation and cap of
the computational domain, respectively.

Initial conditions

The set of IC used here, enforce the medium to be in rest before the simulation starts. The
DENISE code sets the particle velocity and the time derivative of the particle velocity to zero

v; (x,t=0)=0, x €V, (2-25)
Oy (x,t = 0
v(xat):o, zeV, (2-26)

at time t = 0 with V being the volume on which the IC are imposed.

Free surface boundary

Model domain

Figure 2-3: General concept of the implementations of the boundary conditions.

Free-surface boundary
Free-surface boundaries are used to mimic the interface between air and the earth’s surface and

are of great importance for near-surface seismic implementations as the surface of the earth
has a strong impact on the outcome of the simulation (Robertsson et al., 1995). Free-surface
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2-1 The forward-modelling approach 9

boundaries can be defined in an implicit or explicit manner. The DENISE modelling code
uses an explicit implementation of the free-surface boundary. The explicit implementation
of a free-surface boundary is achieved through a mirroring technique designed by Levander
(1988), which is a stable and accurate manner in the case of a plane interface (Robertsson
et al., 1995; Levander, 1988). The mirroring technique assumes that a planar free-surface
is located at i = h and that the stresses at this free-surface are set to zero; furthermore,
the stresses directly below the free-surface are mirrored through means of an inverse sign
resulting in the following definitions of the stress tensor (Levander, 1988; Robertsson et al.,
1995; Kohn, 2011)

oyy (h,j) =0, (2-27)

oyy (h—1,7) = —oyy (h+1,7), (2-28)

1 1 1 1
Oxy (h—,i—f—) = —Ogxy <h—|—,j+>, (2_29)

2 2 2 2
3 1 3 1
Ozy (h—2,l—|—2) = —Ogxy <h+27]+2>a (2_30)
LAt

Perfectly matched layers

Numerical simulations of the wave equation in any unbound medium generally require an
artificial boundary to limit the size of the computational domain to the scope of the study,
which can vary from local to global scale. These artificial boundaries cause spurious energy
inside the modelling domain from waves reflecting of these boundaries (Igel, 2017). Therefore,
a boundary layer absorbing wave energy rather than reflecting it back in to the medium is
created surrounding the modelling domain (Fig. 2-3). Here, convolutional perfectly matched
layers (C-PML) are used, which multiply the wavefield with a dampening function

(2-32)

where Vpysr, denotes the P-wave velocity inside the absorbing boundary frame, the constant
a = 1 x 107, and the thickness of the boundary L (Komatitsch and Martin, 2007; K&hn,
2011). In this thesis Vpyy, is defined by the velocity at the edge of the model domain.
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2-1-4 Stability of the simulation

In setting up any FD simulation some key steps should be undertaken to ensure a stable
simulation. First, one should determine the minimum wavelength that is possible to model.
Next, the spatial grid spacing Az should be defined, and finally the temporal time step At
should be chosen. The minimum wavelength can easily be determined by

Vmin

min — )
fma:c

A

(2-33)

with A being the minimum wavelength, V,,;, being the minimum propagation velocity in
the velocity model, and fy,4; being the maximum frequency of the source signal.

Generally, the Az and At are optimised to decrease the computing time and performance
demands for the simulation. In doing so, a balance is sought that allows for as large as possible
Ax and At without the simulation of the wavefield being unstable. Therefore, the DENISE
modelling code tests if the simulation satisfies the temporal and spatial sampling criterions
(Kéhn, 2011).

Grid dispersion

In constructing an FD grid selecting the appropriate spatial sampling rate Az is of great
importance, as a too large sampling rate will lead to grid dispersion. Grid dispersion is best
demonstrated by the example shown in Fig. 2-4 where snapshots of two FD simulations of the
seismic wave propagation are displayed. As can be seen in Fig. 2-4 a too large Ax leads to an
increasingly dispersive wavefield during the simulation resulting in an inaccurate sampling of
the wavefield, hence the name grid dispersion. To ensure a sufficiently small spatial sampling
Ax rate is used the DENISE code checks if the spatial sampling criterion is met. Here, a
modified version of the Nyquist-Shannon sampling theorem is used

n B nfmaac.

Parameter n varies depending on the length of the FD operators defined in Eqgs. 2-15 and
2-16, in the original Nyquist-Shannon sampling theorem n = 2; however, in this thesis an
operator length of 4 was used resulting in n = 8 (Kéhn, 2011).

Temporal instability

To ensure stability of FD simulations it is required to have a small enough time step At.
The influence of At is illustrated by Fig. 2-5 where snapshots of two FD simulations of
the seismic wave propagation are displayed. From Fig. 2-5 it can be observed that an
inappropriate At leads to a disproportional increase in energy from the wavefield resulting in
a unstable simulation. To ensure a stable simulation of the seismic wavefield, the DENISE
code checks if the temporal sampling criterion is met. The temporal sampling criterion or
Courant-Friedrichs-Lewy (CFL) criterion is defined by
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0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
x[m] x[m]

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
x[m] x[m]

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
x[m] x[m]

Figure 2-4: Snapshots of an FD simulation demonstrating a simulation without grid dispersion
and a simulation where grid dispersion occurs. The left column displays snapshots of
the simulation where Az satisfies the sampling criterion. The right column displays

snapshots when Az does not satisfies the sampling criterion causing dispersion of
the wavefield.
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Az

At< =2
o h\/ivmam

(2-35)

with the maximum velocity inside the velocity model V,,4, and parameter h. Parameter h
is defined by summing over all the weighting coefficients 3, in the FD operators defined in
Egs. 2-15 and 2-16. As mentioned above, an operator length of 4 is used during the thesis,
resulting in h = £ (K6hn, 2011).

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
x[m] x[m]

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
x[m] x[m]

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
x[m] x[m]

Figure 2-5: Snapshots of an FD simulation demonstrating a stable simulation and an unstable
simulation. The left column presents samples where the CFL criterion is met, and
the right column displays samples where the At does not meet the CFL criterion.
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2-1-5 Parallelisation

When using FD for modelling wave propagation in complex media the demand for compu-
tational resources can be very high. Even with the steady increase in computational power,
these resource demands often cannot be delivered by a single workstation. A strength of the
DENISE modelling code, however, is its ability to use a computer cluster or multiple work-
stations to run the FD code in parallel by making use of a message passing interface (MPI).
The ability to run the FD simulation in parallel vastly increases the capacity of the code
to model complex media in detail. Parallelisation for FD simulations of wave propagation
can be subdivided into two categories: shot parallelisation and domain decomposition. Shot
parallelisation distributes each individual shot over all available CPU’s, while domain decom-
position partitions the domain into equally sized pieces and distributes those pieces over the
available processing elements (PE). These PEs are generally a set of CPU nodes and have
to interact with each other during the simulation. For relatively simple problems, shot par-
allelisation should result into better computing performance. However, in complex or large
media the use of domain decomposition is superior (Bohlen, 2002). The domain decomposi-
tion strategy used in parallelisation of the DENISE code is designed by Bohlen (2002), where
the PEs update the wavefield by computing Eqgs. 2-17 - 2-21 individually, while passing along
wavefield information at the edges of the domains with one another via the MPI. The padding
layers are added specifically for communication among the PEs and always contain the most
recent wavefield information from the neighbouring PEs. A schematic overview of the domain
decomposition used can be seen in Fig. 2-6.
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Figure 2-6: The domain decomposition strategy used by the DENISE modelling code, originally
designed by Bohlen (2002).
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2-2 Full-waveform inversion 15

2-2 Full-waveform inversion

The aim of FWI is to find the ”best” possible model parameters from the full-waveform
contained in the observed seismograms. To achieve this, the DENISE modelling code is used
to simulate elastic wave propagation (Eqs. 2-17 - 2-21) through a proposed model to generate
synthetic seismograms which are then compared to the observed seismograms by using a
predefined misfit function. Model updates are proposed by minimising the misfit function,
which is achieved by taking the gradient of the misfit function computed by the adjoint state
method (Tarantola, 1984). Once the outcome of the misfit function is minimised, the model
that best explains the observed data is found.

In the following subsections, definitions of the two misfit functions that are to be compared
in this thesis are explained and finally the model-updating process is explained.

2-2-1 Misfit functions

The misfit function is used as a measure to describe the fit between observed and synthetic
data. In this thesis, two misfit functions are compared: a classical approach to FWI by using
a least-squares norm and instantaneous-phase coherency defined by Liu et al. (2022).

Least-squares norm

A classical misfit function used in FWI is the least-squares formulation of the misfit function
(Tarantola, 1984). The misfit function is described by the least-squares norm of the difference
between the measured data and the synthetic data summed over all receiver and source
locations

T 2
= Z/ (u”bS (s, Tpy t) — 0" (x5, 24, 8, m)) dt, (2-36)
0
s,r

where u®® (x4, x,.,t) is the observed data, u®¥" (x4, x,,t, m) the synthetic data generated by
forward-modelling of the wavefield and T is the total elapsed recording time (Tarantola, 1984;
Liu et al., 2022). For brevity, from now on the dependency on the source and receiver location,
respectively z¢ and z,, will be omitted from the expressions of the observed and synthetic
data. Also the dependency on the model parameters m will be omitted from the expression
of the synthetic data.

As mentioned above, to update the model, the misfit function Eq. 2-36 is minimised with the
use of the gradient of the misfit function with respect to the model parameters m defined by

8J1 Z / ¥ (t) — u® (t)) S (t) (t) dt = Z / t) uv" (t) dt, (2-37)

with the residual of the wavefield u®¥™ (t) — u® (t) = r (t) and du®¥" (t) being a perturbation
of the synthetic wavefield due to a change in the model space.
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Instantaneous-phase coherency

The misfit function defined by Liu et al. (2022) is based on the principle of instantaneous
phase coherency. The instantaneous phase coherency as a measure of model fit makes use of
the exponential phase of the measured and synthetic datasets. The exponential phase of a
seismic trace can be implicitly defined by

goty _ St _ s +iH{s(t)} _
A(t) /2 +H2{s()} (2-38)

with complex trace S (t), the amplitude of the complex trace A (t), real part of the seismic
trace s (t) and imaginary part of the complex trace H {s (¢)} (Schimmel and Paulssen, 1997;
Schimmel et al., 2011). By using the implicit definition of the exponential phase (Eq. 2-38)
a misfit function using the instantaneous-phase coherency is defined

2/{

1Pobs (t _ euz)syn( )‘

gitons(t) 4 gibayn () ‘2} it

wh )+ e ) e o) [
uobsQ + H2 {uobs (t)} \/usynQ (t) + H2 {usyn (t)}
obs _|_ iH {uobs } syn( ) +iH {usyn( )} " (2_39)
+ 'HQ {uobs \/usynQ + ’H2 {usyn ( )} ’

with e*®ebs() the exponential phase of the observed data, e!®sv»(t) the exponential phase of
the synthetic data generated by forward-modelling (Liu et al., 2022).

Like the least-squares norm, the model space is updated by minimising Eq. 2-39. To do so,
the gradient of the misfit function with respect to the model parameters m is required, and
is defined

Abs (t) Asyn3 (t) Aobs (t> Asyn3 (t)
syn2 )H {uobs (t)} B uobs (t) syn ( )fH {usyn ( )}
¥ Z/ [ { e (D) AL, 7 (1) s (D) Ay (0 H ()

—Z / t) 689" (t) dt, (2-40)

% Z / [ H{uobs D} H{u (1) u (1) 12 {us” <t>}] b (£)d

with residual wavefield defined as T (¢), and the instantaneous amplitude of the observed and
synthetic waveforms respectively Agps and Agyy, respectively (Liu et al., 2022).
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2-2-2 Finding the optimal model

FWTI aims to infer the best fit of physical model parameters generally contained in a vector m
on the basis of observed data u®®. For the problem of P/SV-wave propagation m consist of
parameters A, p and p. To find the best fit of model parameters, the model space composed of
all possible combinations of model parameters is searched by the FWI algorithm by minimising
one of the previously defined misfit functions Eqgs. 2-36 & 2-39.

Fig. 2-7, displays an arbitrary example of a model space composed of all possible combina-
tions of two arbitrary model parameters m, and m,. Assuming that the model parameters
influence the amount of residual-energy between observed and synthetic data, the optimal
combination of model parameters can be found by searching for the lowest residual-energy,
i.e., the minimum of the misfit function. Starting at the initial model m; a search for the
optimal model is performed in an iterative manner by taking a step in the model space

m; ;] = m;+ a;0my,, (2—41)

where dm,; is the search direction towards the minimum residual-energy and «; the length of
the step taken for the current iteration. This process is repeated until the lowest residual-
energy value is attained.

(o2}

Figure 2-7: Schematic overview of how the model space is navigated from starting model m; to
the optimal model m,,. Here, the model space is navigated by using the residual-
energy as a function of two arbitrary model parameters m, and m,. The colours
denote the residual-energy values as a function of the model parameters, with the
red cross denoting the minimum residual-energy corresponding to the optimal com-
bination of model parameters.
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Determining the search direction

The search for the optimal model starts at an arbitrary point in the model space defined by
a starting model m;. To find the search direction for the first iteration, one of the previously
defined misfit functions is extended by means of a TSE near the initial model

oJ 1 0%J
J(my +0my) ~ J (my) + omy (8m>1 + §5m1 <8r112> 1 (5m'1r, (2-42)

with dm; the search direction from the initial model m; towards the new model (Kohn, 2011).
Next, the derivative of Eq. 2-42 is taken with respect to the search direction and set to zero

oJ (m1 + (51’111) - oJ 82J . oJ .
00om; a <8m>1 +om (8m2 - om 1 ot =0 4

With H; being the Hessian of the objective function. After reorganising Eq. 2-43, the
expression for the optimal search direction is found

ém; = —H; ! <6J) , (2-44)
1

om

with Hfl denoting the inverse Hessian of the misfit function. Furthermore, the gradient of
the misfit function (887{1) , denotes the direction of the steepest descent towards the minimum

of the misfit function (K6hn, 2011). By generalising Eq. 2-44

0J
= -—H [ == -
om; H, <8 ), , (2-45)

a definition of the optimum search direction can be defined. However, Eq. 2-45 requires
a solution to the inverse Hessian matrix, which is often computationally very expensive or
cannot be solved at all (Nocedal and Wright, 2006; Virieux and Operto, 2009). The DENISE
FWTI algorithm avoids computation of the inverse Hessian by using a limited memory Quasi-
Newton method called limited-memory Broyden, Fletcher, Goldfarb, and Shanno (L-BFGS)
(Kohn, 2011). The general concept of L-BFGS is to update an approximation of the inverse
Hessian at each iteration using only a few gradients of the most recent iterations (Nocedal and
Wright, 2006; Virieux and Operto, 2009). However, an initial guess of the Hessian has to be
made, generally the inverse of the diagonal of the Hessian at step one can be used (Brossier,
2009). Replacing the inverse Hessian by its estimate a new definition of the optimal search
direction is obtained

om; = —B;! <a’]> : (2-46)

where B; is the estimate of the inverse Hessian.
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Computation of the gradient

As mentioned above, the gradient of the misfit function g—r{l with respect to the model pa-
rameters is used to determine the direction of steepest descent. To obtain a solution for Eq.
2-37 or 2-40, requires a solution to the Frechét derivativebs which are the derivatives of the
state variables with respect to the model parameters 85‘;15 and 83:“;". Solving the Frechét

derivatives can be expensive to compute; therefore, the DENISE code uses the adjoint method
instead to solve the gradient of the misfit function (Plessix, 2006; Kéhn, 2011).

To explain the adjoint method used for computing the gradient of the misfit functions, it is
applied to the system of PDEs containing the formulation of the elastic equation of motion
Eq. 2-1 and the stress-strain relationship Eqgs. 2-2 & 2-3. However, now the stress tensor is
defined by

oij = Tij — Ciji, (2-47)
where Tj; denote the surface forces and ¢;jx; the stiffness tensor of the medium (Kohn, 2011).

Next, small perturbations are introduced into the equation of motion resulting in a new
system of PDEs describing the perturbed equation of motion

825ui . 850‘ij

- A iy 2-4
00ij = ATjj — cijriden, (2-49)
1 8(5U,Z 6(5u]

ij =z ) 2-

56] 2 (81'] + 8951 > ( 50)
82’112'

Af; =0 , 2-51
f P e (2-51)
AT’ij = 5Cijkl6k:l = jkélmé)\ + (5jl6k7n+6jm76kl) 5#, (2—52)

where § denoting the perturbed versions of the parameter or variable, A denoting the per-
turbed sources and the perturbed wavefield is propagating in the unperturbed medium (Koéhn,
2011). Assuming we can obtain a solution to the wave equation by using Green’s function
Gij (x,t;x',t') the following expression is obtained

T 1oyl azuj 1oyl /
5ui(x,t):—/v /0 Gij (x,t;x', 1) 52 (x',t') dt'| 6pdV

T . x!
_/ |:/ aGZJ (XJ;"X X )Elm (let/) 6]k5lm dt/:| oA dV
v Lo oz},

T rogr
0G;; (x,t;x',t
_[/ |:/O J (3% )Glm (X/,t/) (5j15km+5jm5kl) dt/:| S dV, (2_53)
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with du; (x,t) denoting the perturbed wavefield defined in terms of the Green’s function and
is a linearization of the forward problem known as the Born approximation (Koéhn, 2011;
Virieux and Operto, 2009). Note that, Eq. 2-53 can be separated into the Frechét derivatives
used for the individual material parameters used in P/SV parameters:

8ui T ;o 82U' , )
op __/o G (. ¥) T (1) ' (2-54)
ou; T 8Gij (x tx t/) o
- T ) ;16 dt’ 2-
oA /(; aflf?{ €lm (X7 ) jkOlm ) ( 55)
auZ TaGl X,t;X,,t/
a’u — —/0 J (a$/ )Glm (X/7t/) (5]15km+6]m5kl) dt/ (2_56)
k

By making use of the adjoint method, the adjoint operator can be defined that maps a small
change in the model space as a function of a perturbation of the wavefield in the data space

TNrec
=Y / > oug (%, 1) dt, (2-57)
s Y0 =1

with m’ denoting a small change in the model space caused by du, which is the perturbed
wavefield, ) the summation over all source locations, Z "% the summatlon over all receivers
(Kohn, 2011; Virieux and Operto, 2009; Tarantola, 2005).

By making use of the adjoint operator Eq. 2-57 a wavefield is defined

N’r‘ec

(x,t) Z/ ij xr,t X t) Su (xr, )d , (2-58)

with ¥ denoting the wavefield that is generated as a function of the residual data du; that
propagates from the receivers back in time (Tarantola, 1984; Virieux and Operto, 2009; Kéhn,
2011). For the two misfit functions defined previously, wavefield ¥ denotes one of the residual
wavefields defined in Eqgs. 2-37 & 2-40.

Furthermore, with the help of Eq. 2-57 and the definition of the strain tensor Eq. 2-3 the
gradients of the individual medium parameters can be defined for the P/SV case in isotropic

elastic media
Ouy Guy ov, 0v,
Z/< ) + < o+ 8y> dt, (2-59)
Ouy 8uy ov, 0v, Ouy OV, %8%
Z/( >+<8x+8y>+2<3x 8x+8y dy dt,  (2-60)
Oug OV, 8uy ov,
Z/ < Odr Ox 8y oy >dt (2-61)

with ¥, and ¥, the components of the back propagated wavefield (either r or r) and the
derivatives of the wavefield with respect to the model parameters )\, du’ and dp’ using the
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displacement formulation of the equation of motion (Kéhn, 2011). However, the DENISE FD
modelling code used a formulation of the equation of motion based on particle velocity and
the stress tensor rather than displacement (Eq. 2-4). This means that the displacements in
Egs. 2-59 - 2-61 have to be replaced with particle velocities v and stress tensor of the forward
wavefield 0;; and stress tensor of the back propagated wavefield ¥;; resulting in

/\ + u)

_ Z/ U'mgl;élxy + 1 <(Ja:ac + ny) (Emc + Eyy) + (UII — Jyy) (ZIEJB — Zyy)> dt, (2—63)

A+ p)? u?
vy ov
0 == 2 Yt a—yxp dt, (2-64)

where 0N, §u/, and 6p’ denote the derivatives of the particle velocities used for determining
the gradient of the misfit functions (Groos, 2013; Kohn, 2011).

Step length

Finally, the updating process requires a definition of the step length «; that is taken in each
iteration when updating the model in search of the best model parameter fit (Eq. 2-41). To
find the optimum step length, the DENISE inversion code attempts a parabolic line-search
method (Nocedal and Wright, 2006; Kohn, 2011). This is achieved by testing a step length
for each of the three model parameters separately

mazx (\;)

Q) = eimax (5)\1), (2—65)
_ maz () _
=€ Om) (2-66)
~max (p;) _
Q=€ s % 0p) (2-67)

with scaling parameter €, the maximum of the model parameters max (\), max (1), and
maz (p), and the maximum of the gradients with respect to the model parameters max (),
maz (0);), max (dp;) (Groos, 2013; Kohn, 2011). After having defined three step lengths,
estimates of their corresponding Ls norms are made by fitting a parabola to these data points
is defined

Ly; = aa? + ba; + c, (2-68)

with unknowns a, b, and ¢ where the shape of the parabola is used to determined the optimum
step length in the DENISE FWI code (Kéhn, 2011).
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Chapter 3

Problem setup

As mentioned in chapter 1 the objective of the thesis is to investigate a new type of misfit
function proposed by Liu et al. (2022). First, the performance of the instantaneous-phase
coherency misfit (Eq. 2-39) is compared to a classical least-squares norm (Eq. 2-36). Next,
the results of a geophysical and geo-technical survey performed by Fugro will be used. The
results of the survey will be referred to as 3D dataset was used. Unfortunately the seismic data
was not available at the time of this research, therefore the inversion result was used instead.
The geo-technical data is used to create a test case for the accuracy of the instantaneous-
phase coherency. Whereas the inversion result was used as a complex subsurface model to
investigate the robustness of the instantaneous-phase when used for a complex subsurface.
Since surface-wave propagation is dominated by shear-wave properties (Socco and Strobbia,
2004; Socco et al., 2010; Groos et al., 2017), only the V; model is updated during the inversion,
whereas the P-wave velocity (V,) and p models are not updated. During all simulations a
band-limited spike (10 — 60 Hz) was used as a source wavelet.

Below the models and experimental setup for each objective are presented.

3-1 Comparison of misfit functions

The instantaneous-phase coherency should be more suitable for near-surface purposes as it
delivers a misfit measure that is independent of the amplitude (Liu et al., 2022). To verify the
robustness of the method with respect to erroneous amplitude variations a synthetic test case
is designed, where the observed seismograms were contaminated with random noise. Finally,
two datasets from a near-surface geophysical survey are used to compare the performance of
the instantaneous-phase coherency with the least-squares norm.

3-1-1 Synthetic test case

To test the robustness of Eq. 2-39 and Eq. 2-36 to amplitude variations, a series of inversions
where performed on a 2D V; model where noise was added to the data. The Vi model, shown
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Figure 3-1: The synthetic V5 models used for testing the robustness to noise of the misfit func-

in Fig. 3-la, has a background velocity of 300 m/s and contains two block shaped velocity
anomalies of 270 m/s and 330 m/s. The initial model used for the inversion has a constant
velocity of 300 m/s (Fig. 3-1b), the V, is set to 1000 m/s and the density to 2000 kg/m?. For
simulation of the wavefield a receiver array is used with a 1 m spacing starting at = 5 m
and a total of 41 geophones are used. As source a band-limited spike is used with frequency
band 10 — 60 Hz, a total of 16 shots where performed and the source location is moved along
the receiver array, starting at £ = 10 m and a spacing between each shot location of 2 m.

After modelling the wavefield through the input model, a set of synthetic seismograms are
obtained, which are regarded as the observed data. The observed data is then used to create
four test cases with a varying SNR. The first test uses the uncontaminated observed data,
while the three other cases are contaminated with noise. To generate the noise contaminated
data a band-pass filtered (10 — 60 Hz) Gaussian noise is added to obtain datasets with a SNR
of 5, 10 and 20. Fig. 3-2 displays four common shot gathers of the four test cases.
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tions. (a) the true model and (b) the initial model used in the inversion.
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Figure 3-2: Common shot gathers obtained by forward simulation of the wavefield with increasing
SNR of the 8" shot. (a) without noise, (b) a SNR of 20, (c) a SNR of 10 and (d)

a SNR of 5.
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3-1-2 Field test 1

The first field dataset used was obtained during a seismic survey of an archaeological site near
Ostia, Italy by Ghose et al. (2020). The survey line was partly positioned above the location
of a known tumulus, which is buried at a depth of 0.5 —2 m, and located approximately at 20
m along the survey line (Ghose et al., 2020). The dataset used was pre-processed by Liu et al.
(2022) and is dominated by Rayleigh waves, therefore the P/SV modelling code was used to
simulate wave propagation. Fig. 3-3a displays the initial Vi model used for the inversion,
with a gradual velocity increase from 140 m/s to 188.75 m/s. Similarly, the initial V,, model
is set to increase from 261.79 m/s to 352.96 m/s, the density model is set to 2000 kg/m?3.

The source and receiver geometry used during forward-modelling of the wavefield was a roll-
along type survey design. Here, two spreads where used to perform the roll-along. For both
spreads a total of 120 geophones was used, with a receiver spacing of 0.25 m and a source
interval of 1 m. The first spread was used for 9 shots, with the first shot taking place at 2 m
and the receiver line started at 2 m. The second spread was used for the last 28 shots, with
the location of the first shot at 11.5 m and the first receiver was located at 8 m. The inversion
was performed sequentially, starting at low bandwidths and gradually increased: 0 — 10 Hz,
0 —20 Hz, 0 — 30 Hz, 0 — 40 Hz, 0 — 50 Hz and 0 — 60 Hz.

3-1-3 Field test 2

The second field data set is an open source dataset made available by Kéhn et al. (2019)
and was obtained during a seismological survey of the Fossa Carolina, Germany, which is
a medieval canal structure. The survey was performed specifically to obtain SH/Love-wave
data, meaning the SH modelling code was used to perform forward-modelling. The initial
Vs model used for the inversion of the field data was obtained by performing first arrival
traveltime tomography (FATT) (Fig 3-3b), which is a quick inversion method that uses the
first arrival travel times to construct a velocity model of the subsurface, the density was set
to 2000 km/m3. The location of the channel structure is denoted by the red rectangle in Fig.
3-3b.

The forward simulation used a receiver array with 0.75 m spacing, with the first receiver being
located at 0.8 m and a total of 48 receivers. The source was moved along the line, starting
at 1.17 m with increments of 0.75 m for a total of 47 shots. The inversion was performed
sequentially, starting at low bandwidths and gradually increased: 0 —20 Hz, 0 — 30 Hz, 0 —40
Hz, 0 — 50 Hz and 0 — 60 Hz.

3-2 3D dataset

The 3D dataset displayed in Fig. 3-4 was the result of a large scale geo-technical and geophys-
ical survey in the Middle East. The geo-technical data was used to construct a test case for
testing the accuracy of the inversion code and the instantaneous-phase coherency. Whereas,
the inversion result from the geophysical survey was used to generate a model to investigate
the capability of the inversion when exposed to a complex subsurface. Both cases used the
P/SV FD code as the survey design focused on the vertical components of the wavefield.
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Figure 3-3: The initial V; models used during the inversion of the field datasets. (a) Initial model
used for the inversion of the Ostia dataset and (b) the initial model used for the
Fossa Carolina dataset (Kohn et al., 2019), the red square denotes the location of
the river channel.

3-2-1 Accuracy of the instantaneous phase coherency

To investigate the accuracy of the inversion when using the instantaneous-phase coherency
one of the PS-logs denoted by the coloured dots in Fig. 3-4 from the geo-technical survey
was used. From Fig. 3-4, it can be observed that the result of the PS-log, often assumed as
the ground truth, does not always coincide with the inversion result. Therefore the following
question arose, can an initial model based on the ground truth from a nearby geo-technical
survey be used to accurately resolve the ground truth at the current survey location?

To investigate the accuracy of the inversion, layer cake models were designed starting with the
initial model. For the creation of the initial model, the low velocity layer from the inversion
results was added for the first 2 m, next 7 data points from the PS-log were added and finally
the model was smoothed (Fig. 3-5a). Next, a total of 20 models where created that were
regarded as the ground truth at the location of the simulation. The true models used for
the first 20 inversions where all generated by randomly varying the depth of the layers from
the initial model within a range of 0 — 10 m. The sequence in which the layers occurred
did remain fixed. Afterwards, another series of 20 inversions were performed where the low
velocity layer remained fixed between 0 m and 2 m. Finally, 10 models from the previous
inversions where used again to experiment a different sequence of bandwidths for the inversion.
Fig. 3-5b displays an representative example of one of the true models used during the first
20 inversions and Fig. 3-5¢ one of the models used for the last 30 inversions. The remaining
models can be found in appendix A, B and C for respectively the first, second and third set
of inversions.

For modelling the wavefield a receiver array is used with 1 m spacing, with the first receiver
being located at 9 m and a total of 221 receivers. The source was moved along the line,
starting at 27 m with increments of 5 m for a total of 37 shots. All 50 inversions where
performed sequentially, starting at low bandwidths which where gradually increased. For the
first 40 inversions the following bandwidths where used: 10 — 20 Hz, 10 — 30 Hz, 10 — 40 Hz,
10 —50 Hz and 10 — 60 Hz. The last 10 inversions used a sequence of bandwidths from: 0— 10
Hz, 0 — 20 Hz, 0 — 30 Hz, 0 — 40 Hz, 0 — 50 Hz and 0 — 60 Hz.

August 5, 2022



3-2 3D dataset 27

2000
0

-50 )
b= £
£ 1500 >
N _100 8
g
(S
-150 .| g
600 1000 ©

500

500
y [m] 200 400
X [m]
2000
0

-50 g
£ 1500 ‘<
N -100 E
o
g
-150 °
400 g
1000 ®

300 500

X [m] 800  oqp

y [m]

Figure 3-4: The 3D V; model from which the complex subsurface model is build. The location

of the PS-log used for constructing the accuracy tests is denoted by the coloured
dots.
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Figure 3-5: The models used during the accuracy experiments. (a) the initial model used for all
test runs, (b) one of the true models used for the first 20 test runs and (c) one of
the true models used for the remainder of the test inversions.

3-2-2 Complex subsurface model

To investigate whether the inversion using the instantaneous-phase was robust when the
subsurface is complex, two inversions where performed. To imitate a complex subsurface a
slice from the 3D dataset was taken to create the true model. The slice was adjusted slightly
as the depth was halved and the edges where trimmed. The resulting model is shown in
Fig. 3-6a. As some model features have a size of only a couple meters, this model creates an
interesting test case for geophysical applications on a civil engineering scale.

Next, two initial models where designed. In general initial models used in FWI try to incor-
porate knowledge of the subsurface as local optimisation techniques depend heavily on a well
defined starting model (Virieux and Operto, 2009). Therefore, two differently designed initial
models where tested.

The first model was created as if there was PS-log information available in the middle of the
survey line. Next, this information was used to create a smooth layer cake model which is
shown in Fig. 3-6b. The second model was created as if there was already some estimate
of the subsurface. Normally this is achieved by using another less cost heavy method first
such as MASW or like the second field dataset FATT. However, here, a model was made by
smoothing the true model so only some of the general subsurface features where maintained.

For modelling the wavefield, a receiver array is used with 2 m spacing, with the first receiver
located at 10 m and a total of 75 receivers. The source was moved along the line, starting at
16 m with increments of 6 m for a total of 25 shots. The inversion was performed sequentially,
gradually increasing the bandwidth starting at low frequencies: 10—20 Hz, 10—30 Hz, 10—40
Hz, 10 — 50 Hz and 10 — 60 Hz.
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Figure 3-6: The V, models used for the complex subsurface model inversions. (a) The slice of
the 3D dataset used as true model, (b) the initial model as if a PS-log was taken
and (c) the initial model based on a smoothed version of the true model.
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Chapter 4

Results and discussion

This chapter will discuss the results of the inversions described in chapter 3. To properly
evaluate the quality of the instantaneous-phase coherency, first the inversion results comparing
it to a least-squares misfit will be discussed. Next, the accuracy of the inversion method is
discussed and finally its robustness when used on a complex subsurface model.

4-1 Comparison of misfit functions

4-1-1 Synthetic test cases

To evaluate the influence of noise on the misfit functions, first the inversions where performed
without introducing any noise to the data. Fig. 4-1, displays the results of the least-squares
norm (Fig. 4-1a) and the instantaneous-phase coherency (Fig. 4-1b). From Fig. 4-1 it can
be observed that both misfit functions perform well with the absence of noise and are capable
of reconstructing the velocity anomalies contained in the true model (Fig. 3-1a).
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Figure 4-1: The inverted V5 models obtained from inversion of the noise free dataset. (a) The
FWI result using the the least-squares norm and (b) the result when using the
instantaneous-phase instead.
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Next, the inversion results of the noise contaminated datasets are shown (Fig. 4-2). From
Fig. 4-2, it can be observed that both inversions are able to reconstruct the velocity anomalies
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contained in the true model. However, comparison of the Vy inversion results of the dataset
with a SNR of 20 displays that the least-squares norm result (Fig. 4-2a) contains more
artefacts than the instantaneous-phase coherency result (Fig. 4-2b). Demonstrating that the
least-squares norm FWI is less robust to amplitude variations in the data content compared
to the instantaneous-phase coherency FWI.

When inspecting the V; inversion results with lower SNR, it is observed that for the least-
squares norm FWI, artefacts become more prevalent when the SNR is decreased (Figs. 4-2c
and 4-2e). Whereas, the results of the instantaneous-phase coherency FWI (Fig. 4-2d and
4-2f) demonstrate that the results of the inversion does not deteriorate when the SNR is

decreased.
e — 330
IBZU
' l 310

©w N - o
|
-
{
S m
P
S
53 8
velocity [mis]
Depth [m]
©w N o o
locity [mis]

S

-wi

o
@
3
&

20 25 30

Distance [m]

N o o
-
-
-

Depth [m]
~ o o &

°
@
3
&

20 25 30
Distance [m]

(c)

@ N = o

Depth [m]
~ o o &
' ;l

20 25 30
Distance [m]

o
@
3
&

330

320

310

300

290

280

270

330

320

300

290

280

270

Depth [m]
< o o &
-_
- a——
Yy B OB 8
3 8 & 8
w
~ o o

velocity [ms]

S-wave

velocity [m/s]

S-wave

0 5 10 15 20 25 30 35 40
Distance m]

(b)

-
r-—

. -
-

5 10 15 20 25 30 35 40
Distance [m]

(d)

10 15 20 25 30 35 40
Distance [m]

w N = o

Depth [m]
S

~ o o

o

w N = o

Depth [m]
S

~ @ o

o
o

300 3
g
290 3
280
270

45

330

320

310

300

280

270
45

330

320

310

300

45

e velocity [m/s]

S-wave

e velocity [m/s]

S-wav

(e) ()

The inverted V; models obtained from inverting the noise contaminated datasets,
with an increasing SNR. (a),(c),(e) Denoting the models obtained from the data
with respectively SNR of 20, 10 and 5 using least-squares norm. (b),(d),(f) Denoting
the Vs models obtained form the data with respectively SNR of 20, 10 and 5 using
the instantaneous-phase.

Figure 4-2:

Although, the instantaneous-phase coherency misfit function should deliver an amplitude
unbiased measure of the model fit (Schimmel et al., 2011; Liu et al., 2022), it can be observed
from Figs. 4-2b - 4-2f that the added random noise increases the uncertainty of the FWI
solution. Further confirmed by comparison of the instantaneous-phase coherency FWI results
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of the noise free data (Fig. 4-1b) and the noise contaminated data (Figs. 4-2b - 4-2f)
demonstrating that the added noise does result in a more ill-posedness of the inversion.

However, from Figs. 4-2d and 4-2f it is observed that the result of the instantaneous-phase
coherency FWI of the data with a SNR of 5 has less prominent artefacts than the result of
the data with a SNR of 10. Indicating that the increased ill-posedness of the inversion is not
directly related to an increase in noise content, rather the increased randomness of the data
is a more likely cause.

4-1-2 P /SV-wave field test

The Vs inversion results of the Ostia field dataset are shown in Fig. 4-3. When comparing
the outcome of the inversions, it is observed that both V; models display similar features,
however there are some major differences in first 2 m of the models. Further comparison
remains difficult, as there is no knowledge of the ground truth. However, the approximate
location of the tumulus is known and will therefore be used to judge the quality of the
instantaneous-phase coherency compared to the least-squares norm.

When investigating the results obtained by instantaneous-phase coherency FWI shown in
Fig. 4-3b, a low velocity anomaly is observed that coincides with the black rectangle used
for denoting the location of the tumulus Ghose et al. (2020); Liu et al. (2022). Whereas,
the results obtained from the least-squares norm FWI shown in Fig. 4-3a, display multiple
velocity anomalies in the top 2 meters of the model. However, none of these coincide with
the location of the tumulus.

A possible explanation for the least-squares norm FWI results not resolving the location of
the tumulus could be due to amplitude errors in the shallow near-surface (Forbriger et al.,
2014; Schéfer et al., 2014). These amplitude errors can lead to cycle-skipping, meaning the
FWTI algorithm has converged into a local minimum in the model space. It does however
demonstrate the robustness of the instantaneous-phase coherency compared to the least-
squares norm, as the FWI using the instantaneous-phase coherency was able to resolve the
location of the tumulus accurately.
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Figure 4-3: The V; inversion results from the Ostia field dataset, with the black square denot-
ing the location of the tumulus (Ghose et al., 2020; Liu et al., 2022). (a) The
inversion result using the least-squares norm and (b) the inversion result using the
instantaneous-phase coherency.
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4-1-3 SH/Love-wave field test

Fig. 4-4 shows the V; inversion results of the the Fossa Carolina field dataset. When inspecting
the result of the least-squares norm FWI (Fig. 4-4a) it can be seen that the inversion result
was unstable, demonstrating that the least-squares norm FWI is not able to deal consistently
with near-surface applications. However, the V; inversion result of the instantaneous-phase
coherency (Fig. 4-4b) shows promising results. When comparing the result of the FATT
(Fig. 3-3b) used as initial model for the FWI, it can be observed that the instantaneous-
phase coherency FWI appears to add more detail to the canal structure denoted by the red
oval in Fig. 4-4b. Which is consistent with the inversion results and archaeological sketch
shown by Koéhn et al. (2019).
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Figure 4-4: The V; inversion results from the Fossa Carolina field dataset Kohn et al. (2019).
(a) The inversion result using the least-squares norm and (b) the inversion result
using the instantaneous-phase coherency.

4-2 3D dataset

Having shown the robustness of the instantaneous-phase coherency to amplitude variations
when compared to the least-squares norm. Next, the results of the tests that used information
from the 3D dataset are discussed.

4-2-1 Accuracy of the instantaneous phase coherency

To evaluate the accuracy of the instantaneous-phase coherency FWI, a total of 50 inversions
where performed on layer cake like models. In the coming section a set of representative
results from three test cases are presented. The other results of which the inversion was able
to produce a result can be found in Appendix A, B and C for respectively the first, second
and third set of inversions.

First the results of the layer cakes of which all layers could vary in depth and thickness are
investigated. When investigating the results of the test runs Fig. 4-5 it can be observed that
the stronger velocity contrasts in the true models (Figs. 4-5a and 4-5¢) are better resolved
compared to the more gradual velocity increases. Although there are some artificial layers
introduced in the result between the two top most layers. These artificial layers are most
likely the result of the initial model not being close enough to the true model, caused by the
large contrast in V between the two top layers of 700 m/s and 1500 m/s. Since the initial
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model has to be smoothed for the FWI algorithm to work, resulting in the strong velocity
contrast to be smeared out over several meters, which in turn will cause the error.
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Figure 4-5: The Vj inversion results of the first layer cake test runs. (a) The true model of one
of the better resolved models and (b) the inversion result. (c) The true model of
one of the poorly resolved models and (d) its inversion result.

700

Since the typical soil profiles in the Middle East are generally only a few meters deep (Poulos,
2018), and the inversion results of the models that had a shallow top layer performed slightly
better a new set of logs was created where all layers with exception of the top layer where
randomly varying in depth and thickness. However, when investigating the result shown in
Fig. 4-6b, it can be observed that the result does not resemble the true model (Fig. 4-6a) at
all.
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Figure 4-6: The V; inversion result from one of the second layer cake test runs. (a) The true
model of one of the better resolved models and (b) the inversion result.

Another possible explanation for the poorly resolved models could be due to the penetration
depth. For the previous two tests a sequential strategy was used with the minimum frequency
being set to 10 Hz. However, as a rule of thumb the effective depth that can be resolved is
roughly A/3. Therefore, a minimum frequency of 10 Hz and a minimum velocity of 700 m/s

August 5, 2022



36 Results and discussion

result in a wavelength of 70 m and a resolution of approximately 23 m. To increase the
vertical resolution of the inversion the first 10 models used for the second test, were reran
with a source bandwidth of 0 — 60 Hz and a sequential inversion approach with a minimum
frequency of 0 Hz instead.

Fig. 4-7b shows the V; inversion result from the same true model used to obtaining the
result shown in Fig. 4-6b. When comparing the inversion results of the same true model
(Figs. 4-6a and 4-7a) it can be observed that the long wavelength part of the model appears
better resolved in the new inversion result (Fig. 4-7b). Furthermore, the high velocity layers
are better resolved as well in the new inversion result. Demonstrating that the increase in
bandwidth did improve the result somewhat. However, the overall quality of the inversions
remains poor for the layer cake models.
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Figure 4-7: The V; inversion result from one of the third layer cake test runs. (a) The true
model, equal to the model used in Fig. 4-6 and (b) the inversion result.

4-2-2 Complex subsurface model

Finally, the Vy inversion results of the complex subsurface model are shown in Figs. 4-9
and 4-10. To evaluate the results, the true model (Fig. 4-8) is divided into separate zones
annotated by the letters A, B, C, D, E and F.

When comparing the inversion results (Figs. 4-9 and 4-10) with the true model (Fig. 4-8)
it can be observed that the high velocity body marked by A, is reasonably resolved up to a
depth of 25—30 m. Furthermore, the velocity body (A) is characterised by a lateral pinch-out
to the left of the model (C), both inversions did resolve the shape of the pinch-out reasonably
well. Furthermore, the low velocity zone marked by G, is reasonably well resolved for both
inversions. As well as the high velocity body marked by D. The region characterised by the
velocity changes (F) appears poorly resolved in both inversion results.

Another point of interest is the low velocity anomaly (B) located inside the high velocity
body. As the low velocity anomaly is only a couple meters in width and height, it would be
of potential interest to see which of the two approaches is able to resolve it more accurately.
When comparing the two inversion results (Figs. 4-9 and 4-10) it becomes clear that the
inversion result using the geo-technical initial model delivers a more accurate estimate of the
low velocity body.

The thin layer marked by E is unresolved in both of the inversion results, with exception
of the part near the marker. Furthermore, the thin layer appears to influence the solution

August 5, 2022



4-2 3D dataset 37

of the high velocity body (A) as well, as it appears to be seen as part of the body. This
could be due to a inaccurate resolution caused by picking a bandwidth that is too small. A
possible solution could be to raise the maximum frequency used during the modelling to 90
Hz. Similarly to the layer cake inversions a potential adjustment to the bandwidth could
potentially improve upon this part of the solution.

With exception of the velocity anomaly marked by B, which is very accurately resembled in
Fig. 4-9. The overall quality of the inversion result using Fig. 3-6¢ as initial model appears to
be slightly better. This is a reasonable result as preferably taking a model close to the global
minimum would increase the chance of obtaining the "best” possible model fit (Virieux and
Operto, 2009).
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Figure 4-8: The true V; models used to mimic the complex subsurface model inversions. A
denotes the middle of a large body of high velocity, starting at approximately 10 m
depth and pinches out towards the left of the model. B marks a low velocity anomaly.
C denotes the pinched out part of the velocity body. D denotes the bottom right
corner of the model, characterised by a V;. E denotes a thin layer at a depth of
approximately 8 m. F denotes a region below the large velocity body, characterised
by some variations in the velocity. G denotes a low velocity body.
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Figure 4-9: The V; inversion result obtained with the geo-technical initial model. Letters A, B,
C, D, E and F correspond to the same locations marked in Fig. 4-8.
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Figure 4-10: The V; inversion result obtained with the smoothed true model as if results from
another inversion method where used in building the initial model. Letters A, B,
C, D, E and F correspond to the same locations marked in Fig. 4-8.
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Chapter 5

Conclusion

This work investigated the instantaneous-phase coherency misfit function when used in FWI,
and is proposed to have superior performance over a traditional least-squares norm when
dealing with real datasets and noise contaminated synthetic data. The inversions results
shown earlier clearly illustrate a promising performance for the instantaneous-phase coherency
when applied for near-surface FWI.

From the inversion results using the synthetic test cases, it is shown that the instantaneous-
phase coherency FWI delivers a more robust model estimate when noise is added. Further-
more, a decrease in SNR did not result in a lesser resolved model. Whereas, the least-squares
norm FWTI results decreased in quality with a decrease in SNR. Additionally, the results of
the two field datasets, demonstrate the ability of the instantaneous-phase coherency to resolve
complex near-surface models, whereas the least-squares norm is shown to be incapable of de-
livering accurate results. Therefore, it is concluded that the instantaneous-phase coherency
delivers a robust and accurate result when inverting near-surface datasets.

Next, the instantaneous-phase coherency FWI was applied to layer cake models, in an attempt
to determine the accuracy of the proposed method. The results however, are inconclusive, as
some layers are resolved while others are not. Furthermore, the results shown artefacts as a
results of inaccurate model estimation. A new selection of the inversion bandwidth however,
did show improvements to the outcome of the inversion. Concluding that the instantaneous-
phase coherency does require a initial model that is somewhat close to the true model, as
well as appropriate selection of the bandwidth used for the source signal and the sequential
inversion strategy will improve the outcome of the instantaneous-phase coherency FWI.

Finally, a complex subsurface model was created to investigate the ability of the instantaneous-
phase coherency of resolving complex subsurface structures. The results demonstrate that the
FWI code was partly able to reconstruct the complex subsurface, as it could accurately recover
the small anomaly that was located inside the high velocity layer. However, the results most
likely could have been improved by better design of the initial model and a better selection
of the bandwidth used during the forward and inverse modelling.

Based on the conclusions presented in this thesis, a couple of recommendations are made for
future research.
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40 Conclusion

This thesis clearly demonstrates the importance of correct bandwidth selection for the forward
and inverse modelling parts. In future studies, design of the source bandwidth as well as design
of a potential band-pass filter used during the inversion should be done carefully. During the
design of the source and band-pass filter bandwidth, the desired resolution should be leading.

Although, the instantaneous-phase coherency shows promising results, the layer cake models
clearly demonstrate potential cycle skipping due to erroneous introduction of prior knowledge
into the initial model. A possible solution could be to introduce prior knowledge into the
misfit function through means of a prior model term. An example of such an approach is
given by Asnaashari et al. (2013), where the initial model is used to model wave propagation
and therefore used to determine the data misfit and the gradient of the misfit. While the
prior model is only used during the optimisation step and as constraint on the inversion. The
method shown by Asnaashari et al. (2013), shows an improved well-posedness of the problem
and reduces the kinematic inaccuracy of the starting model.

Finally, if allowed by the computational resources available the method could be extended to
3D. This would greatly reduce the problems commonly associated with 2D FWI as these are
partly due to correction of 3D to 2D geometrical spreading correction. However, the extension
to 3D is very costly, as is shown by Butzer et al. (2013).
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Figure A-1: V inversion results of the first set of layer cake test runs. (a), (c) and (e) The true
models used in the inversion with, respectively, (b), (d) and (f) the corresponding
inversion results.
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Figure B-1: V inversion results of the second set of layer cake test runs. (a), (c) and (e) The true
models used in the inversion with, respectively, (b), (d) and (f) the corresponding
inversion results.
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Figure C-1: Vj inversion results of the third set of layer cake test runs. (a), (c) and (e) The true
models used in the inversion with, respectively, (b), (d) and (f) the corresponding
inversion results.
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Figure C-2: Vj inversion results of the third set of layer cake test runs. (a) and (c) The true
models used in the inversion with, respectively, (b) and (d) the corresponding inver-
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