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The European Union's policy on open data aims at generating value through re-use of public sector information,
such as mapping data. Open data policies should be applied in full compliance with the principles relating to the
protection of personal data of the EU Data Protection Directive. Increased computer power, advancing data min-
ing techniques and the increasing amount of publicly available big data extend the reach of the EU Data Protec-
tion Directive to much more data than currently assumed and acted upon. Especially mapping data are a key
factor to identify individual data subjects and consequently subject to the EU Data Protection Directive and the
recently approved EU General Data Protection Regulation. This could in effect obstruct the implementation of
open data policies in the EU. The very hungry data protection legislation results in a need to rethink either the
concept of personal data or the conditions for use of mapping data that are considered personal data.

© 2016 Elsevier Inc. All rights reserved.
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1. Introduction

It has been estimated that every day 2.5 Exabytes (2.5 × 1018 bytes)
of data, an equivalent to 200 million DVDs of 5 Gb, are created (IBM,
2013) and added to the already enormous amount of ‘big data’ mostly
available through the internet. Data may vary from the holiday snap-
shots of Mr. and Mrs. Jones from London and the daily tweets of their
sixteen-year-old daughter Elsie to the commercial datasets of Google
and Experian, or national datasets collected by the public sector, such
as census data, topographical maps and elevation data.

Developments in information technology have significantly im-
proved our ability to process data. Also the data itself (level of detail,
currency, and interoperability) has improved. In addition, open data ini-
tiatives resulted in a greater availability of (public) data that can be free-
ly re-used by anyone for any purpose. It has been claimed that the
economic value of billions of Euros will be created by the reuse of
open government mapping data alone (Dekkers, Polman, te Velde, &
de Vries, 2006; Pira International Ltd., University of East Anglia, and
KnowledgeView Ltd., 2000; Vickery, 2011). Therefore, mapping data,
such as topographical maps and the underlying earth observation
data, are top-listed by the European Commission and the G8 for release
en), s.kulk@uu.nl (S. Kulk),
as open government data due to the high demand from re-users
(Cabinet Office, 2013; European Commission, 2014).

However, the open government data policies may conflict with the
individual's right to information privacy as protected by the EU Data
Protection Directive (European Parliament and Council, 1995) that
sets rules to the processing of personal data in the European Union. At
first glance, mapping data may not necessarily refer to individuals.
However, the data may become personal data by combining it with
other data or when de-anonymized. Mapping data have a special role
to play in this linking of anonymous data to a person. Linking anony-
mous data to a location on a map may turn such data, and the mapping
data, into personal data. This is important to note because theuse of per-
sonal data should be in full compliance with the principles relating to
the protection of privacy. The EU Data Protection Directive dictates
that the data cannot be freely re-used by anyone for any purpose, but
should be processed for specified, explicit and legitimate purposes and
not further processed in a way incompatible with those purposes.

In this article we argue that the increased computer power, advanc-
ing datamining techniques and the increasing amount of available open
data are transferring previously non-personal mapping data into per-
sonal data. We argue that the EU Data Protection Directive has turned
into a ‘very hungry caterpillar’, which could in effect obstruct the imple-
mentation of open government data policies formapping data in the EU.

The structure of this article is as follows.We first briefly discuss open
data (Section 2) as well as data protection in the European Union
(Section 3). Then, we define mapping data (Section 4) and discuss the
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key question “Is mapping data personal data?” (Section 5), and in
Section 6 we discuss the implications of mapping data being personal
data. After an intermediate conclusion (Section 7), we continue with
five possible directions for open data release while safeguarding data
protection. In Section 8 we discuss the implications of the recently ap-
proved EU General Data Protection Regulation for our research findings.
Section 9 presents our conclusion.

2. Open data in the European Union

Open data are data that are available without any restrictions to its
use, are machine-readable, and adhere to open standards (Kulk & Van
Loenen, 2012). The European Commission strongly advocates open
data in its Digital Agenda for Europe program (European Commission,
2010; European Commission, 2011). The Commission's hopes are that
the greater availability of interoperable public data catalyses the sec-
ondary use of such data, which leads to growth of information indus-
tries and better government transparency.

The total potential value of re-use of open public sector information
in Europe is estimated to vary from €27 billion (Dekkers et al., 2006) to
€68 billion (Pira International Ltd., University of East Anglia, and
KnowledgeView Ltd., 2000). The economic value of commercial exploi-
tation of public mapping data has been assessed to account for over 50%
of the total estimated value (Dekkers et al., 2006; Pira International Ltd.,
University of East Anglia, and KnowledgeView Ltd., 2000).

The EU Directive 2003/98/EC on the re-use of public sector informa-
tion aims at stimulating re-use by third parties (European Parliament
and Council, 2003). The directive is the key instrument to arrive at the
Commission's objective of enabling the availability of public sector
data to third parties at low prices and with non-restrictive conditions
(Janssen, 2011). The 2013 amendment (Directive 2013/37/EU) extend-
ed the scope of the directive and took the “open data, unless” standpoint
(European Parliament and Council, 2013). Public organizations are
stimulated to provide their data for re-use under open data policies:
this means no charges and no restrictions in the use. However, this pol-
icy should be applied in full compliance with the principles relating to
the protection of personal data (Recital 11 Directive 2013/37/EU).

3. Data protection in the European Union: the EU Data Protection
Directive

The (re)use of open data is not without legal limitations. Article 8 of
the Charter of Fundamental Rights of the European Union guarantees a
citizen the right “to the protection of personal data concerning him or
her”. The automated processing of personal data is also covered by the
Council of Europe's Convention for the Protection of Individualswith re-
gard to Automatic Processing of Personal Data. This fundamental right is
further elaborated by the Data Protection Directive (European Parlia-
ment and Council, 1995).

3.1. The concept of data controller and personal data

The data ‘controller’ plays a key role in the EU Data Protection Direc-
tive. The data controller is the natural or legal person, public authority,
agency or any other bodywhich alone or jointlywith others determines
the purposes and means of the processing of personal data (Article
2(d) of the EU Data Protection Directive).

The directive defines personal data as “information relating to an
identified or identifiable natural person”. An identifiable person is
“one who can be identified, directly or indirectly, in particular by refer-
ence to an identification number or to one ormore factors specific to his
physical, physiological, mental, economic, cultural or social identity”
(Article 2(a) of the EU Data Protection Directive).

Typical examples of data that relate to a person are names, e-mail,
Internet protocol, or portal addresses, postal addresses and telephone
numbers (see Article 29 Working Party, 2000; Article 29 Working
Party, 2007; cf. Watts, Brunger, & Shires, 2011; Robinson, Graux,
Botterman, & Valeri, 2009). Personal data are, however, more than just
names and addresses. The Article 29 Working Party, which is the
group of European Data Protection Agencies with advisory status, also
emphasizes that the purpose or result of how that data is used should
be taken into account in order to determine whether data is personal
data: “data relates to an individual if it refers to the identity, character-
istics or behaviour of an individual or if such information is used to de-
termine or influence the way in which that person is treated or
evaluated” (Article 29 Working Party, 2005). Moreover, the Working
Group argues that “data can be considered to ‘relate’ to an individual be-
cause their use is likely to have an impact on a certain person's right and
interests, taking into account all the circumstances surrounding the pre-
cise case. It should be noted that it is not necessary that the potential re-
sult be a major impact. It is sufficient if the individual may be treated
differently from other persons as a result of the processing of such
data” (Article 29 Working Party, 2007, p. 11).

On some occasions data concerning objects may be personal data.
For instance, the value of a house is at first glance, ‘just’ information
about an object, i.e. information to which the data protection rules do
not apply. However, “the house is the asset of an owner, which will
hence be used to determine the extent of this person's obligation to
pay taxes, for instance. In this context it will be indisputable that such
information should be considered as personal data” (Article 29
Working Party, 2007, p. 9; European Commission, 2012a, p. 16).

The assessment whether data should be considered personal data
also depends on how easy it is to link data to a person. Or as the Data
Protection Directive reads: “account should be taken of all the means
likely reasonably to be used either by the controller or by any other per-
son to identify the said person” (EU Data Protection Directive, Recital
26). When identification of the individual requires a disproportionate
effort it should not be considered personal data (EU Data Protection Di-
rective, Recital 40). Thismay be the casewhen the identification of indi-
viduals would cost many days of computing time (Dutch Government,
1999b). However, in this instance, the on-going developments in com-
puter technology pose a serious problem: data that are today consid-
ered not to be personal data may very well become personal data
tomorrow. One examplemay be the publication on the Internet of a pic-
ture including anonymous individuals. Ten years ago, it was almost im-
possible to uncover the identity of individuals in a picture. Today, facial
recognition software (not only commercially used but also made avail-
able to the general public by e.g. Picasa and iPhoto) allows identifying
these persons with a simple mouse click (GAO, 2015). Since it is very
difficult to effectively remove data from the Internet once it has been
put online (see Article 29 Working Party, 2013a; Gallo, 2012), one
may argue that any data that in the future might be linked to individ-
uals, should be considered and treated today as personal data (Kulk &
Van Loenen, 2012; see also Article 29 Working Party, 2007).

Not only technological advances in software and hardware, also the
increasing number of available open datasets increases the risk of iden-
tification. “A person might still be “identifiable” [if] information com-
bined with other pieces of information (whether the latter is retained
from the data controller or not) will allow the individual to be distin-
guished from others” (Article 29Working Party, 2007, p. 13). This effect
is called the ‘mosaic-effect’ (OMB, 2013). It occurswhen the information
in an individual dataset, in isolation, cannot be used to identify an indi-
vidual, but when combined with other available information, it could
pose such risk (OMB, 2013). This effect is likely to make much more
data subject to data protection legislation than currently assumed and
acted upon. As we will show, the key element in this possibility is geo-
graphical data.

4. Geographical data

Geographical data are data that, in one way or another, refer to a lo-
cation on the Earth (Longley, Goodchild, Maguire, & Rhind, 2001,
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pp. 64–65). Examples are a map of roads in a country or a list of ad-
dresses in a town. Linking data to a location on the Earth makes the ob-
ject or subject easy to identify, and as a result easy to reach (Van Loenen,
2006): geographical data are often a key element in identifying or re-
identifying individual data subjects (Scassa, 2010). A simple example
will illustrate what value geographical data adds to other data. Imagine
a situation ofMr Smithwhose annual income is €200,000. This informa-
tion alone is insufficient to trace him, to approach him physically and to
exploit the information. However, adding the location of his house to
this information allows the public tax office to send a tax form to Mr.
Smith's address, and the sales representative of Cadillacs to send a folder
of the latestmodels.Mr. Smith has nowbecomemore than his name; he
is an asset that is easy to reach. When we include his attributes in a da-
tabase with all inhabitants of the area he lives in, we can map the in-
come distribution, the distribution of sexes, or the distribution of all
people owning a Cadillac. This example can be applied to many more
human activities and decisions (see Scassa, 2013a; Scassa, 2013b).

In this article, we focus on basic geographical data of the kind typi-
cally provided by governments: mapping data and the underlying
earth observation data. Mapping data, such as topographical maps and
aerial imagery, are identified as the foundation of national information
infrastructures (seeNebert, 2004). Furthermore, the EuropeanCommis-
sion has ranked thesemapping datasets as the highest priority for being
made available for re-use due to the high demand from re-users across
the EU (see European Commission, 2014; see also Cabinet Office, 2013).

5. Are mapping data personal data?

In Section 3 we explained that in determining whether a dataset
identifies individuals all the means likely reasonably to be used either
by the controller or by any other person should be taken into account
(see Recital 26 of the EU Data protection Directive). In this section, we
will assess to what extent mapping data identifies individuals.

Typically, theData ProtectionDirective applies tomapping datawith a
high level of detail such as maps showing individual houses, (e-mail, In-
ternet protocol, or portal) addresses, house numbers and cadastral parcel
numbers (see Article 29 Working Party, 2007; Article 29 Working Party,
2011; Graux, 2011; Dutch Government, 1998a,b, 1999a,b, 2000;
Registratiekamer, Dutch Data Protection Agency, 1996). These data can
easily be linked to individuals through, for example, publicly available
phone books (in print or accessible and searchable online), or public in-
formation available in the land registry. Along the same lines, aerial pho-
tographs (CBPL, Commissie voor de bescherming van de persoonlijke
levenssfeer (Flemish Data Protection Agency), 2006a; Karg, 2008) and
360° images of buildings, such as shown on Google Streetview are within
the scope of the Data Protection Directive (Van der Sloot & Zuiderveen
Borgesius, 2012; see also CBPL, Commissie voor de bescherming van de
persoonlijke levenssfeer (Flemish Data Protection Agency), 2010;
VTEBG, Vlaamse Toezichtcommissie voor het elektronische bestuurlijke
gegevensverkeer, 2011).

This leads to the conclusion that almost all data, if linked to a suffi-
ciently detailed map, can be considered to be personal data, even if
the information as such does not necessarily identify a person (Graux,
2011; see for examples also Scassa, 2010, 2013a,b).

But there are deviating opinions. For aerial photographs in the
Netherlands, the Amsterdam Court of Appeals (Hof Amsterdam, 2014)
ruled that the data concerned the data of an object and therefore should
not be considered personal data: “An address, an aerial image (location)
and fuzzy images of surroundings of the address, without depicting in-
dividuals, are solely data about an object, not personal data about an in-
dividual” (translation by the authors).

This ruling is in line with the restrictive interpretation by the Dutch
Government of the data protection legislation and its applicability to
building and address data. These data include the floor space, year of
construction and function of the buildings. According to the DutchMin-
ister for Housing, Spatial Planning, and the Environment, address and
building data should not be considered personal data because they are
not relating to identifiable natural persons (Dutch Government, 2006).
Only if the data controller understands that the data requester will be
able to link the data to individuals by combining the data with other
data, the building and address data should be regarded as personal data.

Similarly, in the United Kingdom, the Land Registry accomplished a
privacy impact assessment for releasing its price paid information
(PPI), information for all full value residential property sales. It was con-
cluded that “PPI is property related andnot personal: the focus of the PPI
remains the property and not the owners of the property” (Land
Registry, 2012, 2013; see also NSGIC, 2013).

However, we feel the reasoning in all three deviating opinionsmen-
tioned above is not in accordance with Recital 26 of the Data Protection
Directive: “account should be taken of all themeans likely reasonably to
be used either by the controller or by any other person to identify the said
person”. In all three cases, the publicly available records in the land reg-
istrymake it very easy to link the provided data to a natural person, and
as a consequence make these personal data.

We have provided a mixture of (legal) opinions on when mapping
data should be regarded personal data. We strongly believe that map-
ping data of a high level of detail (large-scale maps) are highly likely
to be considered personal data.

Our examples show that today's technologies almost always allow
data to be linked to a place on a map and as a consequence most often
to a person. This makes much more data personal data then foreseen
in 1995 when EU Data Protection Directive was enacted.

6. Mapping data is personal data: the implications

Processing of personal data is not by definition unlawful, but the EU
Data Protection Directive sets requirements that should be followed
when personal data is processed. We present here three requirements
of the EU Data Protection Directive that in our opinion are problematic
for mapping data. We refer to the review of the Data Protection Direc-
tive by Robinson et al. (2009) for other Data Protection Directive issues
and challenges.

6.1. Specified, explicit and legitimate purpose principle

The EU Data Protection Directive requires that if personal data is
processed, it should be done fairly and for specified, explicit and legiti-
mate purposes (Article 6 of the EU Data Protection Directive). The pur-
poses for which the data is processed must be explicit and legitimate
and must be determined at the time of collection of the data (Recital
28 of the EU Data Protection Directive).

The requirement of ‘explicit’ and ‘specified’ purposes may give rise
to problems when mapping data are personal data. This will especially
be problematic in the case of open mapping data. The purpose of open
data policies is to allow access and re(use) of data without any limita-
tions to the use. Unconditional (re)use of data is then certainly not spe-
cific enough to fulfil the requirement of a specified purpose (see Kulk &
Van Loenen, 2012).

In addition, in instances where mapping data are not available as
open data, the current purposes for mapping data processing are often
not specific enough to fulfil the requirement of the processing having
a specific purpose. For example, the Flemish Geographical Data Infra-
structure (GDI) (Belgium) aims to optimize the collection,maintenance,
exchange, use and re-use of mapping data and services. Stakeholders
can use mapping data and services for the execution of tasks of public
interest, including those regarding the environment. The Belgian Data
Protection Commission argued that the GDI of Flanders concerns per-
sonal data (among other data), but does not meet the legally required
data protection standard: “there is a lack of specific and well deter-
mined goals, the allowed use is too abstract, the need and proportional-
ity of the use of personal data for the realisation of SDI goals are difficult
to assess, and also the assessment whether use is incompatible or not
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with initial purposes of data processing is difficult to determine” (CBPL,
Commissie voor de bescherming van de persoonlijke levenssfeer
(Flemish Data Protection Agency), 2008)(translation by the authors).

6.2. Data quality principles

Regarding data quality, the EU Data Protection Directive states that
theprocessing of personal data should be adequate, relevant andnot ex-
cessive in relation to the purposes for which they are collected and/or
further processed (Article 6(1)(c) EU Data Protection Directive). The
controller must also ensure that the processing of personal data is accu-
rate and, where necessary, kept up to date; every reasonable step must
be taken to ensure that data which are inaccurate or incomplete, having
regard to the purposes for which they were collected or for which they
are further processed, are erased or rectified (Article 6(1)(d) EU Data
Protection Directive). Again, this seems problematic for mapping data.
For example, one may argue that individuals may require that an out-
dated aerial image, not showing the actual building (e.g. a newly built
garage), will be rectified. The same will apply for an image showing a
building, which was demolished after the image was taken. While this
requirement for accurate and up to date informationmay benefit the in-
formation infrastructure of an organization or country, maintaining it
for mapping data would put significant pressure on the budgets of
data providers.

6.3. Processing for the purposes for which the data were collected is no lon-
ger necessary

Finally, thepersonal datamust be kept in a formwhichpermits iden-
tification of data subjects for no longer span of time than is necessary for
the purposes for which the data were collected or for which they are
further processed (Article (6)(1)(e) EU Data Protection Directive).

In Belgium, detailed satellite images are considered personal data. In
this specific case, the Flemish Government used satellite imagery to
identify and affirmbuilding violations by comparing images on a regular
basis (CBPL, Commissie voor de bescherming van de persoonlijke
levenssfeer (Flemish Data Protection Agency), 2006a). The Data Protec-
tion Agency advised that if a comparison of the images does not result in
an identification of a building violation and the images are not consid-
ered useful for future identifications, they should be deleted immediate-
ly. Also this has clearly a significant impact on the national information
infrastructure.

7. Open data while safeguarding data protection

As we have seen in Section 3, the line between personal data and
non-personal data is shifting because of developments in technology
and datasets (see also Schwartz & Solove, 2011). Due to big data and
open data, more mapping data will become personal data, which in
turn has amajor impact on the processing of these data in both the pub-
lic and commercial sectors. Therefore, it is unlikely that the way the
public and commercial sectors currently processmapping datawill con-
tinue to be allowed in the near future. This is an undesirable situation
from both information infrastructure and open data philosophy per-
spectives, both aimed to maximize the use of data.

7.1. Possible directions

Several solutions are identified to bringdata protection and informa-
tion infrastructure and open data interests to an acceptable common
ground. We will discuss in this section several options that may bridge
the gap between data protection requirements and mapping data utili-
zation interests: (1) privacy-enhancing technology, (2) the Personally
Identifying Information 2.0 concept, (3) moving the responsibility
from the data controller to the data user, (4) licensing personal data,
and (5) limiting access to directly identifying information sources.
7.2. Privacy-enhancing technology

The EU Data Protection Directive does not apply to data that is ren-
dered anonymous in such away that the person is no longer identifiable
(Article 29Working Party, 2013a). Therefore, anonymizing the personal
mapping data seems to provide the solution. However, there is no clear
answer to the question when data can be considered to be anonymous.
According to the Article 29 Working Party, the assessment of whether
data allows identification of an individual, and whether the information
can be considered as anonymous or not depends on the circumstances
of the case. Therefore, a case-by-case analysis should be carried out
with particular reference to the extent that themeans are likely reason-
ably to beused for identification (Article 29Working Party, 2007). There
are different ways to aggregate data in order for it to become anony-
mous. Here, we discuss two common practices:

1. only publish an average value for an area, and
2. reduce the level of detail of the mapping data (map generalization).

7.3. Only publish an average value for an area (with a minimum number of
measurements)

The StatisticsNetherlands (CBS) applies thismethod for demograph-
ic data. Data is published on a so-called ‘zipcode level’ map (approxi-
mately 15 buildings or households). Based on this data, a national
newspaper (NRC Handelsblad) created an interactive website showing
demographic data at zipcode level, such as the percentage of non-
western inhabitants of a neighborhood, the percentage of people older
than 75 years, the average net income, and one-parent families. They
used the weighted average per pixel. The closer a pixel is to a measure,
the more weight for the value. If there are less than 5 values in a radius
of a hundred meters, then no pixel will be shown (Poort, 2012).

A similar strategy is used by the police in England,Wales and North-
ern Ireland for their UK crimemaps. The UK Crimemap provides street-
levelmapsmapping a variety of crime data to an anonymous point, typ-
ically the geographical center of the street. For data protection reasons,
they only do this if there are at least eight postal addresses in a street. If
there are fewer than eight postal addresses on a street, the crimes may
be repositioned to and added to the values of a nearby street (UK
Comptroller and Auditor General, 2012, p. 25; see also Graux, 2011,
pp. 13–14; see also The Task Force Smart Grids Expert Group 2, 2011).

Although these solutions look promising, they do not always mask
the underlying personal data. In the case of the CBS data, research
(Koot, 2012) revealed that adding other datasets, e.g. data related to
birth or gender, to the ‘anonymous’ zipcode level resulted in uniquely
identifying 99% of the individuals. In addition, in the example of anony-
mous UK crime maps, the de-anonymization process may be made far
easier because of the police forces using social media (Twitter and
Facebook) to report their activities to the public. This information may
enable de-anonymization of the anonymized crime map.

7.4. Reduce the level of detail of the mapping data (map generalization)

In Belgium, the Data Protection Agency argued that only at an
anonymized level of detail of 1:50,000 or less, mapping data would
not be considered personal data while mapping data at a level of detail
of 1:10,000 would always be personal data (CBPL, Commissie voor de
bescherming van de persoonlijke levenssfeer (Flemish Data Protection
Agency), 2006b). A similar approach is followed in Germany: mapping
data at a 1:10,000 level of detail are considered to be anonymous (see
Deutscher Bundestag, 2008; see also Karg, 2008).

However, whether or not individual buildings will be shown on a
map depends on the choices made in the mapping process and not
the scale as such. One cartographer may decide to include the buildings
while anothermay very well decide to leave the buildings out. Fig. 1 ex-
emplifies this in two 1:50,000 maps of the same area provided by the



Fig. 1. Example of a 1:50,000 scale map with individual buildings (left) and without individual buildings (right).
Courtesy of the Dutch Kadaster.
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same organization (the Netherlands Kadaster). Existing services, such
as provided byNieuwsinkaart,1 allow the combination of differentmap-
ping data. With a few mouse clicks the individual addresses of a house
can easily be identified on a 1:50,000 map.

These examples show that fully anonymous data are not so easy to
create. Even aggregated data may turn out to be indirectly identifiable
by adding data from other sources. The risk of de-aggregation of data
will only grow as computing power increases, data analysis techniques
to re-identify individuals advance, and more data becomes available as
open data (see de Montjoye, Radaelli, Kumar Singh, & Pentland, 2015;
Pandurangan, 2014; de Montjoye, Hidalgo, Verleysen, & Blondel, 2013;
Koot, 2012; Simpson, 2011; Ohm, 2010; Narayanan & Shmatikov,
2008; Golle, 2006; Barbaro & Zeller, 2006; Sweeney, 2006). The
European Data Protection Supervisor notes that “unless full
anonymization can be completely ensured, data protection require-
ments continue to apply” (EDPS, European Data Protection Supervisor,
2012; see also Article 29 Working Party, 2013b). We conclude that
‘total anonymization’ can only be fully guaranteed at very general levels.
This is possibly at the levels where the data is of no or very limited use
(cf. Cavoukian & Castro, 2014).
7.5. Personally Identifiable Information 2.0

Another option may be to change the concept of personal data. The
evaluators of the Data Protection Directive acknowledged in 2009:
“The application scope of theDirective depends too strongly onwhether
or not the data processed can be defined as ‘personal’ data. It is all or
nothing: there is no room for ‘more or less personal’ data (and accord-
ingly “more or less protection”). […] Strict application of the Directive's
concepts sometimes leads to unpredictable or counterintuitive results”
(Robinson et al., 2009; see also Schwartz & Solove, 2011).

To address the flaws in the United States and European Union con-
cepts of personal data, Schwartz and Solove (2011) introduced the con-
cept of Personally Identifiable Information 2.0 (PII2.0). This concept
calls for a different regime for identified and identifiable data (see
Schwartz & Solove, 2011; see also El Emam, 2010; Karg, 2008) based
on the risk of identification. When the risk of identification is high,
there is a significant probability that a party can link the data to a specif-
ic person. Therefore, high risk identifiable data should have more strict
data protection requirements than data with lower risks of identifica-
tion. The result is that the necessary legal protections should generally
1 bhttp://nieuwsinkaart.nl/N.
be different for categories (high, nominal, and low) of identified and
identifiable data (Schwartz & Solove, 2011; cf. Karg, 2008). Schwartz
and Solove (2011) argue that: “Information refers to an identified per-
son when it singles out a specific individual from others. An individual
is identifiablewhen there is some non-remote possibility of future iden-
tification. The risk level for such information is low tomoderate.” A sub-
category of identifiable information is the nominally identifiable infor-
mation. This information has not been linked to a certain person yet,
but there is a significant probability that such a link will be made. This
information should be treated the same as identified information. In
the risk assessment, Schwartz and Solove propose that “themeans likely
to be used by parties with current or probable access to the information,
as well as the additional data upon which they can draw” should be
taken into consideration.

However, since many mapping data are easy to link to persons
through an address and the information available in the land registry,
theywould fall into the, easy to link to an individual, ‘high risk’ category.
Therefore, the PII2.0 conceptwill not change anything for suchmapping
data.Moreover, sincemuch data are in the end identifiable regardless of
the risk of identification, PII2.0 as such does not provide a solution to our
problem (see also Cuijpers & Marcelis, 2012).

However, the concept of PII2.0 may work very well if a different ap-
proach is applied. The current distinction between sensitive personal
data, directly identifying data, indirectly identifying and non-personal
data may bemaintained. And, similar to PII2.0, for each category, differ-
ent data protection rules should apply. Instead of categorizing data
based on the risk of identification, it may be decided that certain data
types in the indirectly identifying category, such as mapping data, are
subject to less strict data processing rules. The current requirements
may be kept, but for indirectly identifying mapping data the require-
ments may be weakened.
7.6. Move the responsibility from the data controller to data user

Typically, providers of openmapping data do notmake the link to an
individual themselves. It is the re-user combining the base data with
other datasets that may create the personal data. Take for example the
Cadillac in Section 3. The provider of themap does not link themapping
data to the driver of a Cadillac nor to his income. It is the user of the
mapping data that does plot the Cadillac drivers on a map and identify
a person. This suggests limiting the scope of the Data Protection Direc-
tive to only those users that do combine datasets that could result in
data that identify individual persons. In such a case, government data

http://nieuwsinkaart.nl/%3e
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providers ofmapping datasets can provide their data as open datawhile
users need to adhere to the data protection rules.

This approach has several advantages. Itmakes the very abstract and
vague test what exactly is personal data very concrete: if the processed
data identifies an individual, the data protection rules apply. This allows
for clear boundaries between personal and non-personal data. More-
over, it designates responsibility to the end user, the user who identifies
or has the intention to identify individuals to exploit information about
them. The proposed approach indemnifies mapping agencies, which
only provide single mapping datasets from liability claims of interfering
with the right to privacy. It allows them to provide the mapping data as
open data from which society will benefit.

Oneway of implementation in the European Union, is by rephrasing
Recital 26 “account should be taken of all themeans likely reasonably to
be used either by the controller or by any other person to identify the
said person” (Recital 26 of the EU Data Protection Directive) into “ac-
count should be taken of all themeans used by the controller to identify
the said person” (cf. Article 29 Working Party, 2013b).

We assess that the data protection for the individual remains identi-
cal to the situation as it is today. However, one may argue that by mov-
ing the responsibility from the data provider to the data user, the data
provider will not control the data use and/or data user anymore and
the knowledge about the use of the data is lost. The assumed lack of con-
trol and transparency of the use may impact upon the data protection
rights of individuals. However, should it be the role of a data provider
to safeguard the data protection of an individual in the instance the pro-
vider does not identify or does not have the intention to identify natural
persons from his data? Although this direction seems promising, it
needs further development and thought to be implemented in law.
7.7. Licensing the use of personal data

The European Data Protection Supervisor (EDPS) and the Article 29
Working Party have suggested that in order to allow re-use of personal
data, personal data should be provided with a licence specifically
prohibiting the re-identification of individuals and the re-use of person-
al data for the purposes that may individually affect the data subjects
(Article 29 Working Party, 2013a; EDPS, European Data Protection Su-
pervisor, 2012; see also Dos Santos et al., 2010).

However, this suggestion does not solve the problem we identified
in this article. If it is generally possible to re-identify individuals from
a dataset then the EU Data Protection Directive applies. Since personal
data can only be processed for specified, explicit and legitimate pur-
poses and not further processed in a way incompatible with those pur-
poses, a licence prohibiting the re-identification is doing the same thing
as the law.
7.8. Limit the access to sources that provide directly identifying information

An important criterion in the assessment of whether a dataset is
identifiable is the effort one makes to identify a natural person. For ex-
ample, it is very easy to link an individual throughpublicly accessible in-
formation such as information available in the land registries. However,
this information is not public in all EU Member States. In Germany, ac-
cess to the information in the land registries is limited to only those
with a legitimate interest (e.g., conveyancing lawyers, national revenue
services, owners of real property). Therefore, those with a non-
legitimate interest have much more difficulty to identify individuals
from mapping datasets. Restricting access to the land registry data
may be a solution to our problem (see Berlee, 2015).

However, the land registries are only one of the sources of directly
identifying information. Other sources are widely available to the pub-
lic, for example on social media. Therefore, this proposed solution can
unlikely be sustained.
8. General data protection regulation

The world changed dramatically since the introduction of the Data
Protective Directive in 1995. The fast developments in information
and communications technology offer new possibilities, but also pose
threats. These threats may undermine the trust of consumers in the on-
line markets and therefore slow down economic growth (European
Commission, 2010).

In order to address these new threats, the European Commission
proposed a new data protection framework to replace the Data Protec-
tion Directive of 1995 (see European Commission, 2012b; see also
European Parliament, 2014; European Council, 2015a; European Coun-
cil, 2015b). At the end of 2015, the European Parliament, Council and
Commission reached an agreement to a consolidated text of the new
General Data Protection Regulation (GDPR). This regulation, aimed at
safeguarding the right to the protection of personal data in the light of
the developments in the past decades (see Recital 5 GDPR), was politi-
cally agreed upon on 28 January 2016 (see European Council, 2016).
The regulation is expected to enter into force in Summer 2016 and
will then be applicable as of Summer 2018.

Although the new Regulation introduces new concepts such as the
right to be forgotten, data portability, personal data breach notification,
profiling, and easier access to their own data to strengthen citizens' fun-
damental rights (see, for example, De Hert & Papakonstantinoua, 2012;
Mantelero, 2013), it did not fundamentally change the concept of per-
sonal data. Moreover, the data quality principles remain almost identi-
cal in the GDPR. Personal data must still be collected for specified,
explicit and legitimate purposes and not further processed in a way in-
compatible with those purposes (Art. 5 (1b) GDPR).Moreover, personal
data must be adequate, relevant and limited to what is necessary in re-
lation to the purposes for which they are processed (Art. 5 (1c) GDPR),
and personal datamust be kept in a formwhich permits identification of
data subjects for no longer than is necessary for the purposes for which
the data are processed (Art. 5 (1d) GDPR).

Provided the almost unchanged concept of personal data and the
data quality principles of the GDPR, our research findings remain unaf-
fected by the new GDPR.

9. Conclusion

In this article, we argue that increased computer power, advancing
data mining techniques and the increasing amount of publicly available
data extend the reach of the EU data protection legislation to much
more mapping data than currently assumed and acted upon. This
could in effect obstruct the implementation of open data policies in
the EU. Many of today's mapping authorities, supplying open mapping
data, should expect a re-assessment of their role in identifying individ-
uals and, as a result, mapping data may no longer be open in the near
future.

In the context ofmapping data, we showed that it is difficult to draw
a clear and unambiguous line between when mapping should be con-
sidered personal data and when it should not. It depends very much
on the circumstances of every case. A major issue is that the European
data protection legislation requires that personal data can only be proc-
essed for specified, explicit and legitimate purposes and not further
processed in a way incompatible with those purposes. However, map-
ping data processing often lacks an explicit and specific purpose. There-
fore, the EU data protection legislation is a much more serious
precondition for mapping data processing both in public and commer-
cial sectors than currently assumed. And this directly impacts other in-
terests of our information societies: promoting the free sharing of
government information including open (mapping) data.

Our conclusion is that there are two options to restrain the ‘very
hungry’ data protection legislation: the legislator should either adapt
the Personally Identifying Information 2.0 concept with a personal
data category having less restrictive data processing requirements, or
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move a part of the data protection obligations from the data provider to
the data user.

The hunger of the EU data protection legislation remains a serious
problem for the successful execution of the EU digital agenda. We will
have to await the practical impact that the EU General Data Protection
Regulation will have on the availability of open mapping data. Our sug-
gestions may help to arrive at a middle way between the interests of
data protection and open data. In this way, the current and the expected
widening of scope of the data protection legislation may be overcome
and the benefits of open data may still be realized.
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